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Abstract 
When introducing unfamiliar Artificial Intelligence (AI)-based systems, such as 
conversational agents (CAs), one needs to ensure that users interact with them according 
to their design. While past research has studied single-user environments, many practical 
settings involve multiple parties. This study addresses this gap and focuses on financial 
advisory service encounters and how mental models evolve in multi-party contexts. A 
multimodal interactive CA is developed and tested in financial consultations with 24 
clients. The observations of these consultations and subsequent interviews provide 
insights into the challenges of using CAs in unfamiliar contexts. The clients have 
difficulties effectively using the system. This is linked to the institutional setting of 
financial advisory service encounters and a mismatch between the designer’s conceptual 
model and the client’s mental model, which we call secondary mental model.   

Keywords:  Mental Models, Conversational Agent, Artificial Intelligence, Financial Advisory 
Service Encounters 

Introduction 
While being fiction a couple of decades ago, AI-based systems have found their way into our private and 
professional lives. Examples of such systems range from autonomous vehicles (Faisal et al., 2019) to speech-
based CAs (Maedche et al., 2019) that control household appliances (Laumer et al., 2019) or serve as 
medical advisors (Tudor Car et al., 2020). Given recent technological advances, the digital and physical 
world boundaries are becoming increasingly blurry for AI-based systems, presenting new and multifold 
possibilities for interacting with them. For instance, recent developments of CAs, like Amazon’s Echo Show, 
explore new input and output modalities by combining speech recognition and generation, motion 
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detection, and touch interaction (Soubutts et al., 2022). Such multimodal approaches, i.e., approaches with 
multiple means of interaction, such as text, voice, visual, and haptics, open new and rich possibilities to use 
and interact with these systems. At the same time, they also increase the complexity of systems. Therefore, 
ensuring that these AI-based systems are used as intended is becoming increasingly challenging for their 
designers and developers, who are confronted with many design possibilities and considerations.  

Generally, the question of how people interact, and appropriate systems compared to the intended use has 
preoccupied researchers and practitioners for a long time. One of the concepts frequently used in this 
context is the concept of mental models (Gentner & Stevens, 1983; Johnson-Laird, 1983). Mental models 
are internal representations of a system within the mind of its users and thus represent their beliefs and 
thinking about what a system is and how it behaves (Rouse & Morris, 1986). Designers create a system 
according to the designers’ conceptual model, and users interact with the system according to the users’ 
mental models (Norman, 2013). While the unintended use of information systems can create value, much 
research aims to align these two models and ensure a system’s intended use, especially in human-computer 
interaction (HCI). A pointed example of the importance of intended use is plane cockpit controls: If a pilot 
fails to control the aircraft as intended, many lives could be at risk. 
As the capabilities of AI-based systems evolve, they are increasingly adopted in multi-party contexts. 
Examples of that are customer support (Xu et al., 2017), car sales on online platforms (Eckhardt et al., 
2022), or financial advisory service encounters (Bucher et al., 2022). Recent literature has investigated the 
introduction of CAs in financial advisory service encounters (Dolata, Kilic, et al., 2019; Schmid et al., 2022). 
With the introduction of such CAs, the setting of financial advisory service encounters becomes a triadic 
relationship between advisor, client, and CA. Prior research of CAs and AI-based systems has primarily 
focused on the dyadic relationship of human-AI interaction, i.e., one user with one AI-based system. 
However, many practical settings involve multiple parties with conflicting interests or different levels of 
knowledge, such as advisory service encounters or market negotiations. It remains an open question how 
mental models on AI-based systems, such as CAs, are adapted and formed in multi-party settings. 

Financial advisory service encounters are a particular form of multi-party interaction. They happen in an 
institutional setting and are not regularly done by the clients (Schmid et al., 2022). Therefore, as opposed 
to everyday interactions, they are relatively unfamiliar. The reasons for integrating an AI-based system into 
financial advisory service encounters are manifold: a loss of trust after the financial crisis of 2008, ever-
changing regulations, or higher client expectations have increased the cognitive load on the financial 
advisor and contributed to an increasingly complex setting. Tools to support financial advisory service 
encounters have become multimodal to adapt to the advisor’s and client’s needs (Dolata, Agotai, et al., 2019, 
2020). Some studies have already begun investigating the potential of introducing intelligent systems like 
CAs into financial advisory service encounters (Dolata, Kilic, et al., 2019). Similarly, we believe that a 
multimodal CA that can keep track of the client’s personal details, recognize portfolio adaptations, or 
explain financial terminology can support the financial advisory service and provide a new immersive 
experience to the clients. However, this is only if the tool is used to its full potential, which entails a fitting 
mental model for all participants. Previous studies have primarily been conceptual (Bucher et al., 2022; 
Schmid et al., 2022), but how advisors and clients interact with such systems remains unexplored. 
Our study addresses this gap and explores the formation and influence of mental models of AI-based 
systems within multi-party settings, particularly in financial advisory service encounters. Herein, we focus 
on clients during financial consultations. We explore the use of CAs in financial consultations and the 
formation of mental models for both parties, the client and the advisor. This yields insights into how mental 
models are created and adapted and how people interact with unfamiliar systems. These findings provide 
answers to the following research question: 
RQ1 How do clients interact with a multimodal, interactive CA designed to facilitate co-located 

financial consultations? 
RQ2 What mental models of the CA do the clients establish during that interaction? 

This study is part of a larger research project involving two universities, two regional banks, and two 
technology partners in Switzerland. This research project aims to develop a multimodal, interactive CA to 
support financial advisory service encounters. The prototype of the CA was then tested and evaluated with 
12 advisors and 24 clients in financial consultations at the banks’ offices. In this study, we analyzed the 
video recordings of these consultations and subsequent interviews to understand the clients’ interactions 
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with the CA. Our findings indicate that interacting with an unfamiliar and multimodal CA leads to several 
issues. We find that clients have an inhibition to interact with the system, leading the advisor to be their 
primary interaction source. For one, this is due to the institutional setting of financial advisory service 
encounters. For the other, this is because clients are only secondary users and, thus, cannot adapt their 
mental models successfully. To conceptualize this, we introduce and discuss secondary mental models for 
specific settings such as financial advisory service encounters and present implications of this phenomenon.  

Background and Related Work 

IT in Financial Advisory Service Encounters 

Financial advisory service encounters are a prime example of the principal-agent problem (Eisenhardt, 
1989; Golec, 1992; Schwabe & Nussbaumer, 2009) and happen in an institutional setting (Dolata, Agotai, 
et al., 2019; Dolata, Kilic, et al., 2019; Schmid et al., 2022). Most often, this happens at a bank or similar 
office buildings frequented by the advisor. Additionally, financial advisory service encounters have much 
information asymmetry (Auh et al., 2007; Nussbaumer et al., 2012) and unclear incentives (Jungermann, 
1999). Financial advisors exploited the information asymmetry to generate profits until the financial crisis 
of 2008. Since then, stricter regulatory requirements have ensured that information asymmetries are 
reduced by educating clients and enabling them to make informed decisions. 
Besides regulations, a current stream to mitigate the principal-agent problem and reduce information 
asymmetry is the introduction of various IT tools. IT tools can engage in information exchange (Kilic et al., 
2017) and improve knowledge transfer (Heinrich et al., 2014). Table-top computers can increase perceived 
transparency (Nussbaumer et al., 2012). Large interactive screens enabled more joyful collaboration (Novak 
& Schmidt, 2009). Furthermore, interactive systems empower advisors (Boulus-Rødje, 2018; Giesbrecht et 
al., 2014), reduce cognitive overload (Giesbrecht et al., 2015), enhance the persuasiveness of the advisory 
service (Dolata & Schwabe, 2018), and increase transparency (Comes & Schwabe, 2016). Additionally, 
research suggests that IT can enhance the advisory service when it integrates well with the social rituals of 
an advisory service (Dolata, Steigler, et al., 2019; Heyman & Artman, 2015), but it becomes a problem if it 
goes against the rituals (Dolata, Schenk, et al., 2020; Nueesch et al., 2016). In some cases, IT has been 
perceived as dominating interactions and negatively impacting relationship-building (Heinrich, Kilic, 
Aschoff, et al., 2014) or disturbing the natural flow of conversations (Mørck et al., 2018). Overall, IT tools 
can support financial advisory service encounters when done cautiously.   
Recently, multimodal interactive systems have been shown to enhance overall bank client satisfaction 
(Dolata, Agotai, et al., 2019, 2020). The next logical step to reduce the cognitive load on the advisor and 
increase the service quality is the introduction of a CA (Dolata, Kilic, et al., 2019). Some studies look into 
the design of CAs in financial advisory service encounters (Bucher et al., 2022; Eckhardt et al., 2023; 
Schmid et al., 2022). Further, it is widely acknowledged that managing AI-based systems such as CAs differs 
from managing IT tools in the past (Berente et al., 2021). Therefore, more research must be conducted on 
user behavior in financial advisory service encounters when exposed to CAs.  

Multimodal Conversational Agents 

CAs are a broadly researched topic. In general, CAs can be divided into two primary modes of 
communication: text-based and speech-based (Gnewuch et al., 2017). Text-based CAs are chatbots such as 
ELIZA (Weizenbaum, 1966) or customer support chatbots (Xu et al., 2017). Speech-based chatbots are often 
called digital assistants (Maedche et al., 2019) or digital agents (Chatterjee et al., 2019), such as Apple’s Siri 
or Amazon’s Alexa. We use the general term CA for the multimodal speech-based agent presented in this 
study. For the integration of AI-based systems like CAs in service encounters, such as financial advisory 
service encounters, several studies developed archetypes (De Keyser et al., 2019; Ostrom et al., 2019; Poser 
et al., 2022): AI-based systems can either substitute the service employee or augments them, e.g., by 
assisting or facilitating the setting. These archetypes are presented in Figure 1.  

Furthermore, over the last years, the rapid development of technology has led to the widespread use of CAs 
in private households and specific industrial sectors (Hirschberg & Manning, 2015; Nadkarni et al., 2011). 
The interaction between the user and such systems is perceived as social despite simple communication 
patterns (Bickmore & Cassell, 2005; Nass et al., 1994). However, designing CAs for a positive user 
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experience is challenging (Diederich et al., 2022). One approach for a positive user experience is 
multimodal CAs (Kopp et al., 2005; Provoost et al., 2017; Weiss et al., 2015). Multimodality can be defined 
as „supporting communication with the user through different modalities“ (Nigay & Coutaz, 1993). 
Examples of modalities include voice, typing, or visual. In summary, modalities can be used sequentially or 
parallel, and the adjacent data can be combined or independent (Nigay & Coutaz, 1993). A parallel use of 
modalities allows the user to use multiple modalities simultaneously, whereas a sequential use of modalities 
forces the user to use one modality after another. Combined means that different types of data (from 
different modalities) can be merged, and independent means that all data is considered separate. Besides 
CAs, multimodality has been researched in many applications (Turk, 2014). Multimodality has increased 
multitasking performance (Kim & Kim, 2011). Further, guidelines for multimodal user interface design were 
proposed, such as “designing for the broadest range of users and contexts of use” or integrating “modalities 
in a manner compatible with user preferences, context, and system functionality” (Reeves et al., 2004). 
Overall, research recognizes the potential of CAs and multimodality. However, generally, users have a bad 
mental model of these CAs (Luger & Sellen, 2016). This only increases the challenge of creating a positive 
user experience. While research on CAs is emerging and ongoing (Seeber et al., 2020), current research 
rarely focuses on mental models of CAs in multi-party settings.  

	
Figure 1. The four possible different archetypes of AI-based systems augmenting service 

encounters (De Keyser et al., 2019; Ostrom et al., 2019; Poser et al., 2022) 

Mental Models 

The concept of mental models is rather old and not specific to IT systems (Craik, 1943). The term mental 
model is widespread in the literature and the object of much research (Gentner & Stevens, 1983; Johnson-
Laird, 1983). Nonetheless, a clear definition of the “mental model” is surprisingly rare in literature. We 
adapt the definition of Rouse and Morris (1986) and define the mental model as “the mechanisms whereby 
humans can generate descriptions of system purpose and form, explanations of system functioning and 
observed system states, and predictions of future system states”. Mental models do not have a firm 
boundary, and people can confuse similar devices with each other (Norman, 1983). People form mental 
models for any system they interact with, such as AI tools (Cai et al., 2019) or intelligent recommender 
systems (Kulesza et al., 2012). Further, mental models influence the reliance on AI systems (Nourani et al., 
2021), where appropriate reliance is generally seen as desirable (Lee & See, 2004; Schemmer et al., 2023). 
Literature also discusses the possibility of inferring a user’s model of a system directly from their actions 
(Brooks & Szafir, 2019; Yang et al., 2019), e.g., to improve human-robot interaction. If we transfer learnings 
about mental models in education and science to systems, we find that users have three possibilities when 
confronted with a new system (Greca & Moreira, 2000). First, users can try to interpret the system to what 
they already know, thus generating hybrid mental models. Second, users can learn the system’s 
functionalities by heart—without creating mental models. Third, the user can generate a new mental model 
from scratch. While the third option might be the most desirable by the system designer, this is also the 
most far-fetched (Greca & Moreira, 2000). Therefore, when confronted with new systems, users either use 
existing mental models to build a new one for the new system or try to learn the functionalities by heart.  

Figure 2 illustrates the widely acknowledged relationship of designers, users, and systems concerning 
conceptual and mental models (Norman, 2013). In short, system designers generally have a conceptual 
model of the system. The conceptual model is the designer’s mental model of how users should interact 
with the system. However, the designers only communicate with the user through the system image, i.e., 
how the system presents itself. Therefore, aligning the conceptual model and user mental model is essential. 



 Secondary Mental Models in Financial Advisory Service Encounters 
  

 Forty-Fourth International Conference on Information Systems, Hyderabad, India 2023
 5 

Without this alignment, the user will have a “wrong mental model” (Norman, 2013). To stress this, 
practitioners hand out guidebooks on how to ensure alignment with the mental models of users, such as 
Google’s handbook on mental models (Google People + AI Research team, 2019). Aligning the conceptual 
and user mental models is subject to much research. However, research on mental models is rarely 
concerned with multi-party settings, such as financial advisory service encounters. The introduction of 
multimodal CAs in financial advisory service encounters leaves open the question of how users interact with 
these CAs and adapt their mental models. This is where this study comes in. 

		 	
Figure 2. The designer and user models (Norman, 2013)	

Methodology 
This study is part of a larger research project involving two universities, two regional banks, and two 
technology partners in Switzerland. The project’s goal is to explore and test the application of a CA in 
financial consultations. In particular, the CA should support the financial advisor and client throughout the 
financial consultations by automatically detecting clients’ personal details, providing further information 
about financial terminology, recognizing and displaying stock transactions, or actively and continuously 
managing the portfolio’s risk. Overall, the developed system was tested in financial consultations with 12 
advisors and 24 clients between April 2022 and May 2022. To answer the introduced research questions, 
this study is based on qualitative data analysis (Saldaña, 2009), including the analysis of the consultation 
videos and interviews with the clients conducted after the financial consultation. 

System Description 

Based on a prior requirements elicitation with financial advisors and banking experts, the project team 
developed a CA called “MO” as a multimodal CA. The overall conceptual model of the designers of MO is to 
serve as a digital human-like assistant that can take over tedious tasks in all phases of the financial 
consultations, such as risk management or giving explanations. It should serve the client and advisor alike. 
Therein, MO is specifically designed to support the financial consultation in its five key phases: 1) the 
Welcome Phase, 2) the Introduction Phase, 3) the Compliance Recording Phase, 4) the Portfolio 
Management Phase, and 5) the Farewell Phase. In the Welcome Phase, MO greets the client and explains 
the goal of the consultation. In the Introduction Phase, MO listens to the spoken word of the client and 
advisor and takes note of relevant key aspects, relieving the advisor from cognitive intensive notetaking and 
ensuring full coverage of all relevant key aspects. In the Compliance Recording Phase, MO is concerned 
with notetaking risk-relevant key aspects and explaining technical terms to the client. In the Portfolio 
Management Phase, MO executes transactions (e.g., buying/ selling stocks) by voice command. In the 
Farewell Phase, MO farewells the client and gives the client concluding information about the consultation 
and the next steps. As displayed and summarized in Figure 3, MO provides various input and output 
modalities ranging from voice, touch, pointing, and scrolling to visual and auditive output. 

MO understands and recognizes the Swiss German language so as not to disturb the natural flow of 
conversation during financial consultations. Besides allowing for direct commands (e.g., “Hey MO, can you 
please add ten Novartis stocks to the portfolio”), MO is designed in a “conversational” manner to be able to 
filter user intents from the conversation without the need for an explicit wake word (B). For example, in the 
Introduction Phase, MO can detect essential information about the client during normal conversation.1 
Further, MO allows for multiuser input by recognizing the spoken word of the advisor and client. However, 

 
1Due to technical limitations, speech recognition during the Introduction Phase was simulated using an administrative user interface 
controlled in a Wizard-of-Oz approach (Dahlbäck et al., 1993), as speech often contained localized words, such as names or town 
names. In all other phases, proprietary natural language processing models were used for speech recognition. 
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MO not only understands Swiss German, but it is also able to provide auditive feedback in Swiss German 
(E). Herein, the auditive feedback ranges from short and straightforward utterances like “yes” or “ok, 
understood” to detailed responses and explanations. For instance, MO greets the client in the Welcome 
Phase and introduces itself and its tasks upon request. Additionally, MO can provide detailed explanations 
about financial terminology (e.g., bonds, obligations, or stocks) during the Compliance Recording Phase. 
Additionally, while some features require a sequential use of modalities, overall MO allows for parallel use 
of modalities and can combine the data input on many features. Examples include parallel data input via 
touch or speech, interactive visualizations by touching, pointing, or scrolling, and speech input that changes 
the visualization and prompts an auditive output. 
Besides voice input and output, the visual representation of MO in the form of a blob is displayed on the 
table using a projector attached to the ceiling. MO can adapt its visual representation (including facial 
expressions) depending on the different phases of the advisory service and its specific role. For example, 
during the Portfolio Management Phase, MO monitors the portfolio risk and transforms itself into a risk 
meter. Additionally, using a Microsoft Kinect camera mounted next to the projector, MO displays 
information, like the client’s key data or the historical development of the portfolio, on the consultation 
table next to physical tokens (D). The projected information and visualizations can be easily arranged by 
moving and turning the physical tokens on the table. Further, a physical scroll dial allows for scrolling 
within the projection (C). Using the Microsoft Kinect camera, MO can recognize and allow for touch 
gestures (A). For example, while filling out a risk assessment questionnaire during the Compliance 
Recording Phase, advisors and clients can select their answers using touch input. 

 

Data Collection and Analysis 
Participants 

In total, 24 financial consultations with real advisors and test clients were conducted to gather insights into 
how advisors and clients interact with MO. Each financial advisor had a half-day training with the system 
on a separate day and advised two clients over one day. We used thinkLets (Briggs et al., 2003), which were 
defined and refined in several pre-tests, to train the advisors. These thinkLets were created for all phases of 
the consultation and covered all aspects of MO. During the training, each advisor conducted at least one 
consultation as an advisor, one consultation as a customer, and one consultation as a spectator to get the 
complete picture. Financial advisors have training and tests like these regularly as part of their daily work.  

The clients were recruited over the university’s website, social media platforms, and the professional 
network of the project partners using convenience sampling. The clients did not receive training, such as 
the advisors did. This was done to reflect the real-world case of a financial consultation, where an advisor 
would use MO regularly and be able to build expertise, but the client would be unfamiliar with MO. The 
clients were evenly split into male and female participants and were, on average, 28.7 years old (min: 20 
years, max: 49 years). We specifically aimed to recruit not just students or financial experts but a mix of the 
general public. For their participation, the clients received compensation of an equivalent of $ 100.  

 

Modality Implementation in MO 

In
pu

t 

(A) Touch Camera-based touch recognition 

(B) Speech Swiss German intent recognition 
voice input 

(C) Pointing & 
Scrolling Physical tokens and scroll dial 

O
ut

pu
t (D) Visual Table-top projection 

(E) Auditive Swiss German voice output 

Figure 3. Overview of the different modalities provided by MO 

(A) Touch 

(C) Pointing & Scrolling

(B) Speech

(E) Auditive

(D) Visual
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Scenario Description and Procedure 

The financial consultations were conducted in the offices of the two banking partners. Each advisor advised 
two clients. Each client had two financial consultations: one with MO and one conventional consultation 
without MO. Thus, each advisor had four consultations in the course of one day. In this study, we are only 
interested in consultations with MO. For the financial consultations, the clients received a fictional amount 
of an equivalent of $ 100,000 to invest. While the consultations were simulations and no real client money 
was at risk, we told them to treat this simulation as naturally as possible. No further restrictions or premises 
were made. Albeit not having the exact amount to invest in real life, many clients used this opportunity to 
gain insights into financial investment.  

Further, clients were told that a new system was introduced in the financial consultation. This system is 
there to support the advisor and client alike. We also trained the advisors to have clients interact with the 
system to exploit the potential of MO, which all advisors followed. After the financial consultations, semi-
structured interviews were conducted with clients. Questions were asked to get statements about the system 
and financial consultation, not singular system modalities. We also did not ask clients for explicit references 
to other systems. Clients made these statements on their own. Overall, being at the banking partners’ offices 
and having few premises for the clients, the experience aimed to be as close to reality as possible.  

Data Analysis 

In this study, clients are abbreviated with C01 … C24 and assigned random numbers. On average, the 
consultations lasted 34.79 min (min: 23 min, max: 53 min). All consultations were filmed from four angles 
and audio recorded using clip-on microphones. After the consultations, clients were interviewed about their 
experiences and perceptions, which lasted an average of 60.9 min (min: 43 min, max: 91 min). Interviews 
were transcribed using intelligent verbatim transcription, and relevant quotes were translated into English. 

The analysis of the interviews consisted of multiple rounds of coding with a focus on user interactions with 
the system. In the first round, one author applied open coding (Saldaña, 2009). This led to the observation 
that the clients faced various challenges during their interactions with MO and had varying reactions, 
expectations, and assumptions towards their interaction with such systems in financial consultations. We 
decided on a second coding round to increase the rigor and consolidate the initial impression. Two authors 
independently focused on specific aspects of the interactions by selecting the modalities as categories and 
codes. After the second coding stage, the codes were merged. Disagreements in coding were discussed 
among the two authors, and inclusion or exclusion into the merged coding was agreed on. The findings and 
all quotes presented in this study are based on the merged coding set. Afterward, all authors discussed the 
findings and conclusions present in this study. Further, one author analyzed the videos using BORIS (Friard 
& Gamba, 2016), a tool for video coding. All parts concerning the interaction with MO were coded and later 
used to discuss qualitative observations about the interaction with MO among all authors. 

Results 
The analysis of the interviews and videos yielded insights into clients’ preferences and expectations for 
interacting with a multimodal, interactive CA during financial consultations. After the initial open coding, 
it became apparent that clients talked about the modalities individually and made individual references for 
each modality. Thus, we will present our findings for each modality one by one. Additionally, detailed 
observations from the videos provide further evidence of how clients interacted with such a system and 
what challenges arose. These observations include challenges using the camera-based touch recognition, 
limited use of MO’s speech recognition capabilities, hesitations regarding the interaction with physical 
tokens, and positive reactions toward MO’s visual and auditive output modalities. The findings are 
summarized in Table 1. In the following, we provide the observations and quotes from the interviews. 
Further, we list exemplary comparisons between clients’ interaction with MO and other devices or systems. 

Not All “Touch Screens” Are the Same  

The touch interaction is implemented using a Microsoft Kinect camera mounted to the ceiling. It requires 
gentle touch movements with a single stretched-out finger for optimal touch recognition. However, many 
clients faced difficulties with this form of touch interaction. Even being explicitly instructed by the advisors, 
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many clients tried to touch with an open hand, which was not recognizable by the camera. Additionally, 
some users then subsequently tried to touch harder on the table or tried to touch multiple times very 
quickly, which had no effect on the camera-based touch recognition. Both are common practices with usual 
touch interfaces. Similarly to such interfaces, the clients often tried to zoom in with two fingers or scroll, 
which is not supported by MO. We also observed that clients regularly refrained from touch interactions, 
even when the screen was pointed toward them until being directly asked by the advisor. 
The interviews also supported the observation of problems and limitations with the touch interaction. When 
asked about their experiences, some clients stated that the touch interaction did not work because of how 
they tried to touch (e.g., C19 or C09) or mentioned system limitations (e.g., C24). Nonetheless, the clients 
also described the touch interactions as enjoyable and positive. Therein, despite being hesitant to interact 
with the system, the clients perceived the touch interactions as empowering and making them more 
independent (e.g., C04). Many clients also drew comparisons between the touch interactions supported by 
MO with known touch interfaces like “tablets” or “iPads” (e.g., C08, C17, C21, C23). More statements from 
clients supporting these findings can be found in Table 1 in row (A) Touch. 

Let’s Talk Simply 

MO understands Swiss German and recognizes information from the conversational context. Nonetheless, 
it can be observed that many clients naturally started to speak High German with MO and recognized only 
after a while that the agents could also understand Swiss German. Even as some clients recognized MO’s 
ability to understand the conversational context from the beginning, most clients still interacted with MO 
in a command-based way, like everyday household CAs, such as Siri or Alexa. That includes using wake 
words and simple or incomplete sentence structures, such as “MO, buy Microsoft 100 shares”. 
This tendency was also reflected in the interviews. For instance, C15 mentioned that “it was like a Siri 
function”. Additionally, many clients reported inhibitions to speak to MO (e.g., C04). It was also unclear if 
the clients should talk to MO or if this interaction was reserved for the advisor (e.g., C05). However, even 
when the advisors asked them to speak to MO, some clients still hesitated, fearing that MO would not 
understand them. For instance, C18 reported feeling uncomfortable talking to MO during the financial 
consultations because “it was like when you visit someone at home, you don’t feel like you’re at home. You 
don’t do what you want, you hold back. And that was just a little bit that.”. In summary, most clients did 
not max out MO’s advanced speech recognition capabilities by relying on simple command- and wake-
word-based interactions, issuing commands in High German, or not talking to the CA. More statements 
from clients supporting these findings can be found in Table 1 in row (B) Speech. 

Don’t Move It, Scroll It 

The pointing and scrolling modality is implemented using two physical tokens. The two physical tokens 
align and rotate the image on the table to make the displayed information more interactive and movable. 
Followingly, clients and advisors can move the visualizations closer to themselves for an improved view. 
Additionally, clients and advisors can use the scroll dial to change their view of the displayed information. 
However, as observable in the videos, the clients did not move the physical tokens and rarely used the scroll 
dial. Even though the advisors introduced the functionality of the physical tokens and the scroll dial, almost 
all clients refrained from interacting with them. 

The interviews revealed that despite the explanations from the advisors, many clients did not understand 
the role and functionality of the tokens. They were unaware that the tokens were used for table projection 
or scrolling. For instance, C23 mentioned that they “didn’t know that the round stuff was for scrolling” and 
that they “thought that was a doorstop and didn’t know that the things, the salt shakers belong on there”. 
Nonetheless, those clients who understood the functionality of the physical tokens perceived them as 
pleasant and recognized their benefits (e.g., C23 or C09). More statements from clients supporting these 
findings can be found in Table 1 in row (C) Pointing & Scrolling. 
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Observation: Many clients had problems using the input modality touch. As MO relied on the Microsoft 
Kinect camera on the ceiling to detect touch interactions, a gentle touch movement with a single stretched-
out finger was required. Instead, many clients tried to touch the table from above (which the system cannot 
recognize) or with multiple fingers. Commonly, they also tried zooming or scrolling gestures.  
• “It didn’t work for me sometimes because I had the whole hand [used]” (C19) 
• “Just as I said, a touch with the light didn’t always work” (C09) 
• “I have been more independent because I have touched the things and not the consultant” (C04) 
• “The touch didn’t work right” (C23) 
• “The surface of the tool was a bit too small for my fingers” (C24) 

Comparisons: “iPad” (e.g., C17, C21), “Tablet” (e.g., C08, C23) 

(B
) S

pe
ec

h 

Observation: Some clients used Standard German and were surprised that MO understands Swiss 
German. Additionally, many clients primarily issued commands and relied on wake words instead of using 
MO’s conversational intent recognition ability. 
• “I assumed that it does not understand Swiss German well, which means that one would have to 

speak English or High German” (C03) 
• “I noticed that it’s Swiss German […] usually it’s in English or High German” (C22) 
• “And at first I did in High German because I’m so used to it always being High German. But then I 

realized that you could actually do it in Swiss German” (C22) 
• “So I’m really surprised that MO can speak and understand Swiss German so well” (C14) 
• “But afterward, I didn’t do it because of the inhibition, and then he took it over” (C14) 
• “I had inhibitions about addressing MO directly” (C04) 
• “You didn’t know exactly, should I talk to [MO], is [the advisor] talking now or I?” (C05) 

Comparisons: “Siri” (e.g., C12, C20, C23), “Alexa” (e.g., C07, C12, C20, C23) 

(C
) P
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g 

&
 

Sc
ro
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Observation: All clients refrained from touching the physical tokens. The scroll dial was only used after an 
explicit request by the advisor. 
• “I found the wheel to turn the most useful.” (C09) 
• “I didn’t know that the round stuff was for scrolling.” (C23) 
• “What was that little figure that defines the alignment?” (C18) 
• “I didn’t understand why there were two tokens.” (C20) 
• “I did, never got to turn it myself, but that looked very pleasant.” (C09) 

Comparisons: “Doorstop” (C23), “Salt shakers” (e.g., C23, C16, C17, C09), “3D printed parts” (e.g., C16), 
“Mouse” (e.g., C14, C02) 

(D
) V

is
ua

l 

Observation: The clients were amazed but, at the same time, distracted by the projection. Many of them 
stared at the screen for most of the consultation. 
• “It was cool with this projection” (C07) 
• “This digital tool, which was here on the table, particularly caught my attention.” (C10) 
• “That projection there on the table, that was actually the highlight. For the simple reason that it was 

like such a surprise effect because I just so fully did not expect something like that.” (C18) 
• “Also the projection, I have never been able to interact in this form before.” (C22) 
• “It is again something different and special if one has that on the table.” (C15) 

Comparisons: “Tablet” (C08), “PowerPoint Slides” (C07), “Website” (C09), “Hologram” (C13) 

(E
) A

ud
it
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e  

Observation: Many clients were surprised by MO’s ability to give feedback and explain things in Swiss 
German. 
• “I noticed that he speaks Swiss German; I wouldn’t have thought that.” (C12) 
• “It’s cool when a tool even speaks Swiss German.” (C19) 
• “Do I have to speak in dialect, with the MO? […] So, what language should I speak now?” (C01) 
• “The voice sounds like Swiss German and sounds like a real voice” (C16) 
• “The fact that it’s Swiss German and not robotic German means that it’s also natural” (C18) 

Comparisons: “Siri” (C23, C21, C12, C20, C05), “Alexa” (C23, C21, C08, C07, C12, C20), “Google” 
Translate Speech Output (C10) 

Table 1. Summary of observations based on video recordings, statements by clients, 
and comparisons given during the interviews. 
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Novel Projections Distract 

A projector is used for table-top projections. These table-top projections create the visual output of MO. As 
observed in the videos, many clients were amazed by MO’s immersive projections and visualizations. 
However, being able to see their key data appear in front of them during the Introduction Phase or to view 
the portfolio allocation being displayed on the table, many clients continuously stared at the projection on 
the table. Hence, clients and advisors could often establish only limited eye contact. Advisors recognized 
this problem and tried to regain the client’s attention, e.g., by using additional questions. 

Some clients mentioned the lack of eye contact and stated they were distracted by the projection. Still, the 
consent amongst the clients was a positive attitude and feedback toward the immersive projection. Many 
clients state that they have never seen comparable projections or perceived them as unusual. For them, the 
table-top projections were a surprise they had not encountered before (e.g., C18). Some clients compared 
the projection with PowerPoint slides, websites, or a hologram. One client (C19) also compared it with a 
“large iPad” and was unsure about the benefits of a projection over a “touchscreen integrated into the 
table”. More statements from clients supporting these findings can be found in Table 1 in row (D) Visual. 

Familiar Dialects Create a Familiar Environment 

MO can give feedback and explanations in Swiss German. Similar to the voice recognition capabilities, MO 
is designed to speak Swiss German to let the clients and advisors interact with it in their natural language. 
When hearing MO’s answer in Swiss German, many clients showed signs of surprise regarding changes in 
their facial and bodily expressions. For instance, many clients looked amused and smiled when MO 
introduced itself at the beginning of the financial consultation or when explaining financial terminology 
during the Compliance Recording Phase. It also became apparent that clients and advisors did not know 
how to behave during MO’s auditive responses and looked around the room aimlessly.  
These findings were also reflected in the interviews. Being used to consumer CAs, like Siri or Alexa, many 
clients did not expect MO to speak Swiss German. Nonetheless, they described MO’s Swiss German 
responses as favorable and pleasant and said they were surprised by these capabilities. Especially in 
situations where the advisor and client both conversed in Swiss German, the clients appreciated the natural 
integration of MO’s Swiss German responses into the conversation. For instance, C12 mentioned that “it 
was good that it was the same language I speak with the consultant. That it was so on the same level. And 
I also found the language pleasant.”. More statements from clients supporting these findings can be found 
in Table 1 in row (E) Auditive. 

Discussion 
This study analyzed 24 financial advisory service encounters in the form of financial consultations with a 
CA and 24 associated interviews with clients. The CA is designed to facilitate the financial advisory service 
encounter by allowing both parties, the advisor and the client, to interact with it (De Keyser et al., 2019; 
Ostrom et al., 2019; Poser et al., 2022). Further, following recent findings from the literature on financial 
advisory service encounters (Dolata, Agotai, et al., 2019, 2020), the CA is designed to be multimodal. 
Overall, we find that even though it is being implemented as a facilitating archetype, the parties fall back 
to an assisting archetype of the CA. In the following, we first discuss the institutional setting as one likely 
reason for the unintended use. Additionally, we identify the problem of mental models as one of the 
underlying causes for this and call the arising phenomenon secondary mental models. Lastly, we end the 
discussion with the implications of the secondary mental models.  

Shared System vs. Individual System 

Past research has introduced different archetypes of AI-based systems, such as CAs, into service encounters, 
as presented in Figure 1. The CA in this study is designed to facilitate the service encounter (archetype (c)). 
However, the findings show that the CA is used divergent from the design to assist the advisor (archetype 
(a)) mainly. Therefore, the tool follows the situation (e) in Figure 4. In this situation, the CA can facilitate 
the encounter but is only used to assist one party. Therefore, the CA is used unintended in the multi-party 
setting. The reasons for that are manifold. In the following, we discuss the institutional setting of financial 
advisory service encounters as one probable reason.  
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Figure 4. Configurations of AI-based systems in service encounters. Archetypes (a) and 
(c) are present in the literature (De Keyser et al., 2019; Ostrom et al., 2019; Poser et al., 

2022). The system in this study is implemented as an archetype (c) but used as an 
archetype (a), leading to a situation presented in (e). The solid arrows indicate 

interaction, and the dashed arrows indicate indirect interaction. 

An overt reason for the unintended use of capabilities is the institutional setting of financial advisory service 
encounters (Dolata, Agotai, et al., 2019; Dolata, Kilic, et al., 2019; Schmid et al., 2022). These settings have 
existing practices and social norms that people adhere to. As stated in the results, clients feel as if they come 
to the “advisor’s home”. When coming to someone’s home, one would not simply start interacting with 
devices and equipment to one’s liking. This implies that clients only interact with the system after explicit 
requests. However, the advisors explicitly requested clients to interact with the system, which, as shown by 
the results, did not fully work. This is discussed in-depth in the next section.  

Further, clients do not have clear incentives to interact with the system. Interacting with a system for the 
first time often involves a recognizable cognitive effort (Weiss et al., 2015). In our case, the clients need to 
become acquainted with a complex, multimodal, and interactive CA while interacting with the advisor 
simultaneously. Several clients would rather have an advisor handle their system interaction. After all, the 
clients visit financial advisory service encounters to have less cognitive effort in their investment decisions. 
As stated by several clients, they instead have an advisor to interact with the system than themselves.  

These findings have implications for the use of IT in financial advisory service encounters. Interactive 
systems have been shown to empower advisors (Boulus-Rødje, 2018; Giesbrecht et al., 2014), reduce 
cognitive overload (Giesbrecht et al., 2015), and enhance the persuasiveness of the advisory service (Dolata 
& Schwabe, 2018). However, most of this research is conducted on the advisor’s side. Our findings show 
that while IT systems can bring advantages to financial advisory service encounters, they also run the risk 
of being used in an unintended way. Further, research on CAs proposes that CAs can reduce the cognitive 
load on the advisor and increase service quality (Dolata, Kilic, et al., 2019). However, if the advisor is the 
sole user of the system, they not only have to satisfy the client but also interact with the system. Contrary to 
existing research, this might increase the cognitive load of the advisor. Therefore, AI-based systems not 
only need to be able to take over unwanted tasks but also integrate well into the existing practices of advisors 
(Dolata, Steigler, et al., 2019; Heyman & Artman, 2015). Further, studies look into the design of CAs in 
financial advisory service encounters (Bucher et al., 2022; Schmid et al., 2022). While these studies already 
contained the client’s view on this matter, they could not have clients interact with a live system.  
We find that clients do not interact with the systems because of the institutional context. This might come 
as little surprise when introducing common IT tools, such as computers or tablets. However, AI systems are 
different, especially the system observed in this study, which the client and advisor can interact with in 
parallel. This makes the situation more surprising, as the client could interact with the system without 
hindering the advisor. In the next section, we look at this situation from a different angle and analyze the 
situation according to the interaction with complex technological systems.  

Secondary Mental Models in Financial Advisory Service Encounters 

In general, clients rarely interacted with the system, for example, after being explicitly requested by the 
advisor. Once the clients interacted with the system, many issues occurred. For example, as shown by our 
results, clients had problems with the touch modality, started speaking in High German instead of Swiss 
German, or did not know how to use the tokens. The clients are missing a suitable mental model to interact 
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with the system. As indicated by the many references to other systems, users tried to derive a mental model 
from their existing mental model (Greca & Moreira, 2000). However, given that the interaction with the 
system was only indirect via the advisor, this did not work.  
This indicates that the common notion of the designer’s conceptual and user’s mental models (Norman, 
2013) might not be enough in settings with multiple users. Based on the findings in the preceding section, 
we find that financial advisory service encounters consist of two users with different roles. The advisor is 
the primary user who primarily interacts with the system. The client is the secondary user. The client 
primarily interacts with the advisor and rarely with the system. Most of the time, the client interacts with 
the system transitively, i.e., with the advisor, who interacts with the system. This is illustrated in Figure 5. 
This extension is introduced and explained in the following.  

	
Figure 5. The interplay of different mental models in financial advisory service 

encounters. The white rectangles are based on Norman (2013), and the black rectangles 
are introduced in this study. The solid arrows indicate the actual interaction, and the 

dashed arrows indicate indirect interaction. 

While designers have their mental models when developing systems, they cannot directly communicate 
with the end users. Therefore, the designers build the systems according to their conceptual model and 
must ensure that the end users interact with the systems according to them. That is done by the system 
presenting itself correctly, i.e., the system image. Practitioner guides like Google’s handbook on mental 
models (Google People + AI Research team, 2019) can guide designers in creating a system image that 
transports their model to the end users. However, in financial advisory service encounters, we also need to 
consider the mental model of the secondary user, which we call the secondary mental model. As the clients 
primarily interact with the advisor and not with the system, their mental model can only be built by 
observing the interaction between the advisor and the system. This implies that the conceptual model needs 
to be transported via the system image and the primary mental model to the secondary mental model. On 
each step of this “mental model propagation”, different issues arise. HCI research is primarily concerned 
with the system image. However, we propose an extension to the original framework of Norman (2013) for 
collaborative settings like financial advisory service encounters.  
We can explain many of the clients’ behaviors with the extension of a secondary mental model. One 
example from our finding is the usage of wake words. Most advisors preferred to use wake words and direct 
addressing of the system. However, the system can also extract information and intents from context. 
Nonetheless, as most clients were never exposed to this possibility, these clients never could adapt their 
mental model according to that. Therefore, the secondary mental model of the clients strongly relies on the 
mental model of the advisors, leading the clients to not know about the possibility of not using a wake word. 
Another observation is the missing mental model for the physical tokens used for pointing. A likely reason 
for that is that the advisors used this token exactly once at the beginning of the service encounters and rarely 
moved them around. Even though this modality arguably is relatively intuitive to use, as there was no 
interaction with it, the clients could not build a mental model for it. This is contrary to the token used for 
scrolling. Scrolling is used quite often throughout the service encounters. As clients can observe the advisor 
regularly using this function, the client’s secondary mental model was able to arise for that functionality. 
Another example and a more interesting case is the touch modality. The advisors regularly and successfully 
used the touch modality. However, clients seemed to have a problem using the touch modality, even after 
being able to observe the advisor. One possible reason is that the clients were not attentive enough to the 
advisor’s interactions. However, this contradicts the fact that even after being told by the advisor how to 
use this modality, many clients still had issues with it. This indicates that the secondary mental model 
might be weaker than the primary mental model. Changing known interaction patterns might be hard to 
achieve with the secondary mental model.  
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The system in this study had several features that can be used in parallel and combined (Nigay & Coutaz, 
1993). However, the clients compared many unimodal systems, devices, or physical objects to our system, 
such as Siri, Alexa, or salt shakers. This indicates that the clients could not build one mental model for the 
system. Instead, they had many mental models for subparts of the system. They primarily focused on the 
unimodal interaction sequentially. Many of the mental models of the clients were hindering some of the 
interplays. As presented in the results, one client compared the projection to a “PowerPoint” presentation. 
Thus, touching the PowerPoint presentation does not seem intuitive. Also, some users did not have a mental 
model for some modalities. For example, several users had no mental models for the tokens. Thus, these 
users did not interact with the tokens in the first place. Additionally, many people referred to speech input 
and output systems like Siri or Alexa and used wake words. However, for the system’s full potential, the 
clients would need a holistic mental model instead of many single mental models. Someone who thinks of 
the system as “Siri” + “large iPad” + “Mouse” + “PowerPoint” will never use the full potential of the system. 
Possible reasons for the difference in perception are that the designer’s conceptual model of a digital 
human-like assistant was too complex to propagate to the secondary mental model or clients did not have 
the time to adapt their mental models. First, the conceptual model was that of a digital human-like assistant 
that can take over tedious tasks, such as risk management, explanations, etc. Clients could only build their 
mental model by observing the system and the advisor’s interaction. This conceptual model might be too 
complex to propagate to the secondary mental model. It seems that without being able to build a fitting 
mental model, clients fell back to their existing simple mental models and interacted in an unimodal way. 
Second, the clients only interacted once and could not take the time to adapt their mental model. The setting 
of a financial advisory service does not allow for an extensive tryout. Therefore, the system image alone 
might not propagate the conceptual model to the clients. While the advisors regularly conduct financial 
consultations, financial consultations are not an everyday chore for the clients. Thus, they do not have the 
chance to adapt their mental model over time but rather have it as a one-off situation. More interactions 
with the system would likely make it easier for the clients to create a mental model of the system. However, 
multiple interactions are not feasible in settings like financial advisory service encounters.  
To conclude, we propose an extension to the designer conceptual and user mental models framework 
(Norman, 2013) for specific settings like financial advisory service encounters, which we call the secondary 
mental model. Additionally, the discussion on inferring a user’s mental model of a system directly from 
their actions (Brooks & Szafir, 2019; Yang et al., 2019) implies the existence of a secondary mental model, 
as presented in this work. However, these discussions are limited to the single-user setting. Thanks to this 
extension, we can explain the behavior of secondary users in multi-party settings involving AI-based 
systems. In the following section, some additional challenges with multimodality are discussed.  

Implications of Secondary Mental Models 

The phenomenon of secondary mental models has implications beyond financial advisory service 
encounters. Secondary mental models will likely arise if there are asymmetries between the users. Most 
notable is the role asymmetry of primary and secondary users. This difference in roles creates knowledge 
and possible information asymmetry about the interaction with the system, i.e., one user has more 
experience interacting with the system. Many people may have been in a similar situation before. When one 
person tries to explain how a system works to another, the second person will only form a mental model of 
what the first person showed and explained. Thus, the second person will have a secondary mental model.  
Further, the context of the interaction plays a role. In the case of financial advisory service encounters, 
clients often resisted interacting with the system directly. Something similar could happen in doctor-patient 
settings, where patients might resist interacting directly with the system. Another example where the 
context might play a role is used car sales, where AI systems can make price estimations (Eckhardt et al., 
2022). While the used car dealer might have interacted with the system numerous times, a private seller 
might only interact with it once. The used car dealer can try to use this primary mental model to persuade 
the private sellers from a deviation from the AI price estimation.  

The above example already hints towards the influence of mental models on appropriate reliance, i.e., the 
desired behavior of users (Lee & See, 2004; Schemmer et al., 2023). Research shows that existing mental 
models influence the reliance on AI systems in single-user settings (Nourani et al., 2021). However, there 
is more to consider in multi-party settings. Different parties might have different mental models, which 
might result in a difference in reliance. Specifically, there is potential that only one party relies on the 
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system—leading to the notion of partial reliance. In our example of financial consultations, if the advisor 
relies on the system and the client does not, the client will not rely on information and assistance from the 
system, ultimately questioning the quality of the overall consultation. If the client relies on the system and 
the advisor does not, the advisor will not use the system's full potential; thus, the system does not yield the 
expected positive effect on the consultation. We need to ensure fitting mental models for an appropriate 
reliance of both parties. If only one party relies on the system, this has the potential to create a failed 
consultation. However, since the secondary mental model is based on the primary mental model, the 
reliance of the primary user might influence the reliance of the secondary user. For example, if the advisor 
does not rely on the system, the client will likely not rely on the system, and vice versa. This is also subject 
to the social influence of the interaction between client and advisor and the context of financial advisory 
service encounters. Overall, the concept of secondary mental models offers a new behavioral perspective to 
study AI reliance in multi-party contexts.  
The findings in this study also point towards design aspects that similar systems should consider. First, 
developers of AI systems in multi-party settings should consider the secondary mental models of the 
secondary users. That is, to create a system image that also transports to the secondary users by making it 
easy to grasp and more straightforward than system images of single-user AI systems. Second, developers 
should not change several aspects of existing technology at once. This comes down to the discussion of 
innovation and improvement. While technology is often innovation-driven, complex AI-based systems 
introduced in multi-party settings should aim to improve existing and known technology. Finally, 
developers should consider the roles of primary and secondary users in multi-party settings and aim to 
design the system explicitly for these roles. The system should be able to differentiate between the users 
and have different interactions with these users. This includes, for example, more explanations for the 
secondary user or addressing which user should interact with the system at what time. This study hints at 
some design aspects that should be further investigated in follow-up studies.  
In summary, secondary mental models are a new lens to explore multi-party settings. They occur in many 
settings and can influence the reliance on AI systems. Therefore, developers need to consider several design 
aspects to transport the conceptual model to the mental model of the secondary user.  

Conclusion 
This study introduces a multimodal, interactive CA called MO in financial advisory service encounters. 
While the literature indicates that this is the next logical step to improve service quality and reduce the 
cognitive load on the advisor, our findings indicate that this is not straightforward. To answer RQ1, we find 
that MO can facilitate the setting for co-located financial advisory service encounters but is only used to 
assist the advisor. This creates a setting where the advisor is the primary user, and the client is the 
secondary user. Additionally, to answer RQ2, we introduce the concept of a secondary mental model as 
an extension to the existing designer conceptual and user mental models framework for advisory settings. 
Following this framework, we can explain our observations in the results and see the problem of multimodal 
systems in financial advisory service encounters.  
This study comes with some limitations. First, our study is exploratory. We discussed several possible 
confounders for secondary mental models, such as language or dialects, technical interface challenges, or 
rituals of financial advisory service encounters. However, the discussion on these might be extended or 
more possible confounders explored. Further, we focus on financial advisory service encounters as one form 
of multi-party settings. While our findings might be transferable to other settings, such as a doctor’s 
appointment, this cannot concludingly be done in this study. Finally, we observe only one system with one 
design configuration. Nonetheless, many of our findings can be generalized.  

In the future, we propose to explore the secondary mental model more. For one, unintended use might not 
always be undesirable but also create value. Therefore, future research should study the challenges of 
secondary mental models and the opportunities that these differences in mental models can create. 
Further, future research could observe this phenomenon in other settings, such as car sales platforms or 
health treatments. While in financial advisory service encounters, a wrong secondary mental model might 
lead to issues in the interaction of clients with the system, in domains like health treatment, a wrong mental 
model by the patient could directly impact the patient’s life. Further, while we remained in the synchronous 
setting, future research can be conducted on asynchronous settings. 
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