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Abstract 

In recent years, computationally intensive theory construction, leveraging big data and 
machine learning (ML), has gained significant interest in the information systems (IS) 
community. The integration of computational methods can generate novel 
methodological paradigms or enhance existing methods. Agent-based modeling (ABM) is 
one of the computational methods that has recently proliferated in IS research to generate 
computationally intensive theories. However, ABM is still in nascent state of adoption in 
IS research and entails some pathological challenges that limit its applicability and 
robustness. With the goal of advancing ABM in IS research, this article proposes a 
methodological framework that integrates ML within relevant steps of ABM. The 
framework is demonstrated in an exemplary IS study, showing its potential for 
addressing the pathological challenges of ABM. We finally discuss the implications of 
applying the proposed methodological framework in IS research.  

Keywords:  Agent-based modeling (ABM), machine learning (ML), simulation, computational 
methods 

 

Introduction 

Information systems (IS) as a scientific discipline seeks to investigate and explain various phenomena at 
the intersection of social and technology-oriented sciences (Gregor, 2006; Lyytinen & Newman, 2008). As 
a result, the IS discipline occupies a unique position for leveraging advanced computational techniques to 
contribute to novel ways of discovering patterns for theory building and testing (Lindberg, 2020; Pentland 
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et al., 2020). Echoing that, in the past few years, computationally intensive theory construction that relies 
on extensive computation, big data, and machine learning (ML) has gained much attention in the IS 
community (Berente et al., 2019; Shin et al., 2020). Therefore, various editorials in flagship IS journals have 
illustrated the applicability and value of including computational methods into IS scholar’s method 
repertoire (Berente et al., 2019; Miranda et al., 2022).  

On the one hand, (i) computational methods can be used to generate an entirely novel methodological 
paradigm in IS research. For instance, ML models support generating new theories, developing new 
measures, comparing competing theories, improving existing theories, assessing the relevance of theories, 
and accessing the predictability of empirical phenomena in IS research (Shmueli & Koppius, 2011). Further, 
ML can be effective in extracting features or variables (such as sentiments) from unstructured data (e.g., 
text, images, videos, and audio) (Shin et al., 2020). On the other hand, (ii) computational methods can also 
be applied to enhance, innovate, and supplement already existing methods or a subset of steps within those 
methods. For instance, computational steps can supplement traditional content analysis frameworks 
(Krippendorff, 2018). Specifically, ML can be used over traditional qualitative methods when analyzing 
interview data (Choudhury et al., 2020). With this article, we aim to contribute to the latter stream (stream 
ii) by introducing ML-supported agent-based modeling (ABM)—a methodological framework that 
introduces ML within the relevant steps of ABM to address challenges that IS scholars encounter when 
using ABM.  

Simulation-based research in general, and ABM in particular, is a computational method on its own, which 
has been widely adopted in other disciplines and recently started gaining momentum in IS research (Beese 
et al., 2019; Dong, 2022). As a method, ABM comes with various benefits. It allows for simulating not only 
the actions and interactions of autonomous agents individually, but it can also capture simultaneous 
decisions and interactions of multiple agents and emergent complexity of the studied system (Davis et al., 
2007). Given its potential in investigating sociotechnical systems, ABM has been employed to study various 
IS phenomena (Beese et al., 2019; Dong, 2022). ABM has gained even more attention among IS scholars in 
recent years due to its unique capabilities in capturing nonlinear interactions among human and IT artifacts 
in an organizational context (e.g., Haki et al., 2020; Sturm et al., 2021) as well as deriving macro-level 
patterns from nonlinear micro-level interactions (e.g., Nan, 2011; Nan & Tanriverdi, 2017).  

Despite its merits, ABM entails some pathological challenges that limit its applicability and robustness (An 
et al., 2021; Dahlke et al., 2020; Macal, 2016; van der Hoog, 2017; Wilensky & Rand, 2015). For instance, 
it is challenging to run complex models in an ABM setup due to computational requirements. Further, 
interpreting and making sense of the generated data from agent-based models is often difficult. In this 
article, we take stock of such challenges that limit the full-fledged adoption of ABM in IS community and 
propose four distinct themes of combining ML with ABM. ML is uniquely capable of learning from the data 
to discover patterns or make inferences on not-seen data (Dahlke et al., 2020). As these capabilities are a 
huge advantage in compensating ABM’s challenges, we offer IS researchers a supplementary ABM 
framework in which ML is introduced in ABM’s constituent steps to address the mounting pathological 
challenges of ABM. For each step, we discuss how ML could be useful in overcoming the challenges of the 
given step alongside the hurdles inherent in using ML. To do so, we draw on existing discourses in other 
disciplines discussing how to couple ML with ABM, and on prior studies that already applied ML in their 
ABM. We present the supplementary ABM framework along with its demonstration in an exemplary IS 
study.   

Foundations 

Agent-based Modeling in IS Research  

Simulation is a method that employs computer algorithms to model real-world phenomena into stochastic 
processes (law, 2007), providing a distinct methodological approach to research. Specifically, simulation 
aims at representing a complex phenomenon and the environment in which it exists in a more simplified 
theory logic in the form of a model (Davis et al., 2007). Researchers then use the developed model to run a 
plethora of virtual experiments under the desired and controlled conditions to investigate the relationships 
between a set of model’s input and output variables (Carley, 2001), which is considered as a powerful tool 
for theory development (Davis et al., 2007). Simulation as a research method has been widely employed in 



 Employing Machine Learning to Advance Agent-based Modeling  
  

 Forty-Fourth International Conference on Information Systems, Hyderabad 2023
 3 

various disciplines, and in recent years has also proliferated into the IS community (Beese et al., 2019, 2015; 
Dong, 2022; Za et al., 2018).  

Scholars can employ a diversity of techniques for simulation, namely analytical simulations, stochastic 
processes, system dynamics, genetic algorithms, artificial neural networks, and ABM (Beese et al., 2019; 
Davis et al., 2007). In this study, we specifically focus on ABM due to its popular adoption and outstanding 
benefits in IS research (Beese et al., 2019; Dong, 2022).  

ABM provides a computational model of the real world, describing the behavior of a collection of 
autonomous decision making entities called agents (Bonabeau, 2002). ABM enables us to model attributes 
and behavioral rules of an individual agent to see the output of agents’ interactions (Wilensky & Rand, 
2015). ABM is employed when agents are autonomous enough to make decisions based on their sensing of 
the environment and the other agents (law, 2007), and when agents are capable of evolving, learning, and 
showing nonlinear behavior (Bonabeau, 2002). In this context, multiple agents interact with each other, 
with respect to their own attributes, behavioral rules, and adaptation capabilities to replicate a complex 
phenomenon.  

ABM is widely adopted in research mainly owing to its capability of capturing bottom-up emergence of 
real-world phenomena (Bonabeau, 2002). A phenomenon is emergent when its overall behavior is the 
result of nonlinear interactions among its individual entities (i.e., agents) in response to a turbulent 
environment (Haki et al., 2020). The bottom-up approach, i.e., simulating the behavior of individual agents 
and their micro-level interactions with neighboring agents, enables ABM to trace how micro-level 
interactions lead to macro-level patterns (Nan & Tanriverdi, 2017). Next to ABM’s capability of capturing 
bottom-up emergence, its flexibility makes this simulation technique more appealing for research over 
other simulation techniques (Bonabeau, 2002). In effect, ABM gives scholars the possibility to capture 
heterogenous agents with different but adaptive attributes and behavioral rule, and run iterative 
experiments by conveniently changing model parameters to observe emergent outcomes (Bonabeau, 2002).  

ABM is employed to serve various research purposes including understanding a phenomenon, prediction, 
or optimization (Turgut & Bozdag, 2023). It has proven its strength in a wide variety of research fields 
(Miller, 2015; Sivakumar et al., 2022). Similarly, ABM is gaining traction in IS research to study various 
topics, such as technological choices with different organizational aspirations (Dong, 2022), the evolution 
of IS architecture (Haki et al., 2020), and organizational learning (Sturm et al., 2021). 

The growing attention to ABM in IS research can be explained when considering specificities of IS 
phenomena. First, one of the major premises of IS research is to examine the use of technologies in 
organizational and social contexts from a sociotechnical perspective (Lyytinen & Newman, 2008). Through 
capturing both human and IT artifacts as agents and their nonlinear interactions in an organizational 
context, ABM allows us to analyze complex sociotechnical systems in which humans and machines interact 
with each other to achieve a common goal (Haki et al., 2020; Sturm et al., 2021). Second, after a long 
tradition of empirically offering macro-level theories, IS scholars started considering individuals as a level 
of analysis in multi-level research (Lyytinen & Newman, 2008). In this context, ABM’s capability of 
capturing bottom-up emergence allows IS scholars to model nonlinear micro-level interactions that lead to 
macro-level patterns (Nan, 2011; Nan & Tanriverdi, 2017). 

There are two prevailing approaches to ABM, namely theoretical- and empirical-based ABM (Dam et al., 
2012). In empirical-based ABM, the model is built upon primary or secondary empirical data to inform 
agents’ attributes, behavioral rules, and interactions (Kavak et al., 2018). The underlying empirical data can 
be gathered using primary data collection methods, such as survey and observation, or can be retrieved 
from existing secondary data sources, such as online platforms. Here, agents’ attributes, behavioral rules, 
and interactions are derived using statistical functions or ML methods (Taghikhah et al., 2021). In 
theoretical-based ABM, the model is built on established theoretical concepts and assumptions, or on 
existing models, to inform agents’ attributes, behavioral rules, and interactions (e.g., Haki et al., 2020; Nan, 
2011; Schmid et al., 2021b). The underlying theoretical concepts and assumptions can be extracted from 
various disciplines (e.g., management science, biology, economics) and translated into computational 
mathematical parameters of the model. These mathematical if-else rules describe the agents’ underlying 
relations and behavior (Sun et al., 2016; Taghikhah et al., 2021). 

The choice between theoretical- or empirical-based ABM approaches is contingent on the research 
questions as well as the available data, resources, and theoretical frameworks (Sun et al., 2016). On the one 
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hand, empirical-based ABM is often used when the underlying theoretical mechanisms of a system are not 
well-understood, or when the goal is to predict the system patterns based on observed data. On the other 
hand, theoretical-based ABM is preferred when there is a strong prior theoretical basis for a system. In 
comparison to empirical-based models that are data-intensive, theoretical-based models can be developed 
more quickly. In some cases, a combination of two approaches may be used in order to achieve more 
comprehensive and accurate results (Sun et al., 2016).  

Machine Learning in IS Research  

ML provides computers with the ability to learn without being explicitly programmed (Samuel, 1959). ML 
algorithms can be broadly divided into four classes, namely supervised learning, unsupervised learning,  
semi-supervised, and reinforcement learning (Dahlke et al., 2020). While in supervised learning, the goal 
is to make good predictions about future outcomes based on known inputs and known past correct 
outcomes, in unsupervised learning the dataset does not have explicit examples of correct outputs for given 
inputs. Instead, the goal is to find patterns or structure in the data without knowing what the correct outputs 
should be. For instance, regression-based predictions fall under supervised learning and clustering is an 
example of unsupervised learning. The semi-supervised learning bridges supervised and unsupervised 
learning by initially training the model on small set of labeled data and iteratively feed unlabeled data to 
the model and increase its performance. Distinct from (un/semi-)supervised learning, reinforcement 
learning aims to build entities that learn to make decisions in an environment by interacting with it and 
receiving feedback on those interactions (i.e., rewards or punishments).  

In the last decade, IS discipline has shown great proactiveness in not only studying ML from a 
sociotechnical vantage point (Sturm et al., 2021), but also using ML as a research tool in testing or building 
novel IS theories (Shin et al., 2020). As ML models are able to learn from historic data and make 
predictions, IS scholars have begun to use them to predict outcomes about a phenomenon of interest 
(Shmueli & Koppius, 2011). Furthermore, ML is effective in extracting features or variables from 
unstructured data (H. Chen et al., 2012). For example, sentiment analysis models have been used to 
quantify affective aspects such as valence and arousal in text (Chau et al., 2020), while image classification 
models facilitate extraction of emotions, age, and other facial features from images (Shin et al., 2020). Once 
extracted, such features can subsequently be either used as explanatory variables in statistical models (e.g., 
regression or survival analysis), or for uncovering interesting insights in exploratory data analysis 
(Aggarwal et al., 2012). As such, ML represents a relatively novel set of tools, which is increasingly being 
used as a methodological tool or as a supplement to other methods in IS research. 

Contribution of Machine Learning to Agent-based Modeling 

In various research disciplines, there is a burgeoning discourse on how ABM and ML can be coupled such 
that the ensemble caters to a more robust tool for research. This discourse advocates three distinct ways 
through which ABM and ML can be coupled (Dahlke et al., 2020; Sivakumar et al., 2022): employing ML 
to overcome inherent challenges of ABM; employing ABM to create synthetic data for ML algorithms to 
overcome inherent challenges of ML; and employing ABM and ML separately in a pipeline to solve 
subproblems of a complex problem. Given our inquiry’s objective, we solely focus on the first way of 
coupling ABM and ML, to examine how ML could enhance ABM by addressing challenges that IS scholars 
encounter in using ABM. Therefore, in the remainder of this section, we first discuss challenges of ABM. 
Subsequently, we explain the themes of using ML in ABM with respect to the discussed ABM’s challenges.  

Challenges in Agent-based Modeling 

Given ABM’s specificities as a methodological approach, the challenges of employing ABM in research have 
been discussed in different disciplines (e.g., An et al., 2021; Dahlke et al., 2020; Macal, 2016). Building on 
these existing investigations, the major challenges that IS researchers could face when employing ABM are 
as follows:  

Defining agents’ attributes and behavioral rules (Challenge I): Defining agents’ attributes and 
behavioral rules presents challenges, especially when agents are expected to replicate human behavior (An 
et al., 2021; Dahlke et al., 2020). Capturing agents as static and homogeneous entities is an unrealistic 
assumption when modeling human behavior, and may thus result in flawed insights. As a mitigation 
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strategy, researchers tend to model more sophisticated behaviors for agents to increase simulation 
accuracy. To achieve this, researchers build their models on insights from behavioral economics and 
cognitive sciences that consider social factors to make agents’ attributes and behavioral rules more realistic 
(Macal, 2016). While one of the premises of ABM is to accommodate agents with dynamic and 
heterogeneous behavior, its implementation is challenging due to the lack of relevant data or solid 
theoretical assumptions (Dahlke et al., 2020). 

Computational costs (Challenge II): We are witnessing the wide adoption of empirical-based ABM 
due to the availability of micro-level data, specifically human behavior data on online platforms (Ye & He, 
2016). As such, agent-based models are getting more complex and computationally intensive. Running and 
evaluating these complex models requires expensive computational infrastructure and immense time 
(Dahlke et al., 2020), which might not be at the disposal of many researchers. For instance, a model could 
contain a large number of agents, as is the case in macroeconomics’ models (van der Hoog, 2017). Although 
empirical-based ABM is generally more computationally intensive than theory-based ABM, the latter still 
could face a similar challenge due to the iterative nature of developing and deploying ABM (Haki et al., 
2020). Therefore, building the model, and its validation and optimization, requires many numbers of 
simulation runs that can exponentially increase the overall computational costs of the model (van der Hoog, 
2017).  

Calibration and sensitivity analysis of the model (Challenge III): Calibration is an iterative 
process of finding the optimal values for the model’s input parameters that make the model’s output closest 
to the real-world observations (Wilensky & Rand, 2015). Sensitivity analysis, in turn, is the process of 
analyzing the influence of changes in the model’s input parameters on its output (Wilensky & Rand, 2015). 
With the model’s increasing number of input parameters, the traditional calibration and sensitivity analysis 
techniques (e.g., parameter sweeping) become considerably time-consuming, and to some extent infeasible, 
due to the resulting intense computational costs (Sivakumar et al., 2022). Therefore, researchers encounter 
the challenge of ensuring the model’s reliability and rigor, and simultaneously performing these calibration 
and sensitivity analysis tasks in a computationally efficient manner. In addition to being dependent on the 
size of the model for calibration and sensitivity analysis, nonlinearity complicates the analysis because ABM 
usually contains nonlinear relationships between its constituent constructs (Wilensky & Rand, 2015). 

Verification and validation of the model (Challenge IV): ABM is a type of computational simulation 
method. Therefore, similar to any other simulation technique, researchers are required to conduct a 
verification and validation procedure on their agent-based models to ensure the validity of their outputs 
(Davis et al., 2007). While verification answers the question of whether the model has been implemented 
correctly, validation addresses the question of whether the model accurately simulates real-world 
phenomena (Davis et al., 2007). However, verifying a complex ABM is a challenging task as the correctness 
of the codes should be verified numerically. As for validation, evaluating the model’s output that 
corresponds to real-world observations of the given phenomenon is a difficult task since finding comparable 
empirical data is not always feasible (An et al., 2021; Wilensky & Rand, 2015).  

Interpretation and sensemaking of simulation results (Challenge V): ABM usually generates a 
large amount of data depending on the number of the model’s parameters and the conducted experiments 
(Dahlke et al., 2020). Therefore, analyzing the generated data, identifying patterns, and making sense of 
the patterns based on how every single component of the model works, present a considerable challenge in 
ABM (Dahlke et al., 2020). In particular, as IS scholars mainly aim at producing interpretable and 
generalizable theories, the sensemaking process of the generated data and turning them into plausible 
theories becomes a challenging endeavor. 

Themes of Coupling Machine Learning with Agent-based Modeling 

In this study, we aim to discuss how ML can be employed to advance ABM in IS research. This is an ongoing 
discussion in other disciplines, and scholars in our neighboring disciplines have already started employing 
ML in ABM. Drawing on two recent literature reviews on this topic (Dahlke et al., 2020; Sivakumar et al., 
2022) as well as exemplary studies that applied ML in ABM in other disciplines (e.g., S. H. Chen et al., 2021; 
R. Vahdati et al., 2019; Song et al., 2021; van der Hoog, 2017), we derive four themes of coupling ML with 
ABM to address challenges of ABM.  
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Employing ML to derive agents’ attributes and behavioral rules (ML1): One of the main 
contributions of ML to ABM is to extract agents’ attributes and behavioral rules from empirical data (Zhang 
et al., 2021). This theme naturally addresses Challenge I, in which ML’s different algorithm types can come 
in handy. Specifically, unsupervised learning can be applied to empirical data to cluster agents’ attributes 
to eventually inform the model’s parameters (Turgut & Bozdag, 2023).  ML can also be employed to identify 
agents and their behavioral rules from the empirical data, which in this case supervised learning is the main 
applied ML algorithm type (e.g., Day et al., 2013). Further, reinforcement learning can be useful in the case 
of defining adaptive agents that learn and adapt during the simulation (Hung & Yang, 2021). 

Developing ML surrogate models (ML2): To address Challenge II of ABM, an ML surrogate model (a 
replica) from the agent-based model can be developed. A surrogate model is a black-box representation of 
a complex simulation, which is trained based on the input and output of several runs of an original 
simulation model and can serve as its replica (Booker et al., 1999). Therefore, to avoid running a huge ABM 
simulation, it is possible to build a surrogate model from the simulation and work with the surrogate model 
to predict the original simulation’s output (Sivakumar et al., 2022). Further, surrogate models can be 
employed to address the ABM’s Challenge III. In this context, calibration and sensitivity analysis tasks can 
be performed on the surrogate model and eventually generalized to the original, much larger agent-based 
model (Lamperti et al., 2018).  

Employing ML for exploring the relations between model parameters (ML3): ABM is an 
iterative approach. That is, in each iteration researchers should analyze the model’s output, figure out the 
relations between all the model’s parameters, and modify the model if needed. To achieve this, model 
calibration and sensitivity analysis tasks should be performed iteratively to gain detailed information on 
the model’s parameters and their relations, to eventually come up with a modified version of the model for 
the next iteration (Davis et al., 2007). Although calibration and sensitivity analysis play an important role 
in model modification, they cause Challenge III in ABM. To address this challenge, a wide range of ML 
techniques can be employed, including regression and classifiers to find important variables in the model 
as well as sophisticated calibration techniques such as Bayesian methods to simplify the model and improve 
its performance (S. H. Chen et al., 2021; Dyer et al., 2022). 

Employing ML to analyze ABM outputs (ML4): Challenge V of ABM arises from building complex 
agent-based models containing a large number of input and output parameters. As such, the “curse of 
dimensionality” affects the output analysis of ABM (Pereda et al., 2017). ML can be employed to address 
this challenge because dimension reduction is one of the strengths of ML. Since merely using conventional 
statistical or graphical techniques may not be useful in high-dimensional analysis, both supervised and 
unsupervised ML algorithms can help scholars analyze ABM output (Khater et al., 2014; Perry & O’Sullivan, 
2018). In this context, ML can be used to find patterns in the output data and reduce the dimensions of the 
data through, for instance, clustering and classification techniques (Khater et al., 2014; R. Vahdati et al., 
2019). 

Applying Machine Learning in Different Stages of Agent-based 
Modeling 

Relying on seminal simulation-based, specifically ABM, guidelines (Beese et al., 2019; Davis et al., 2007; 
Miller, 2015), this section presents all the necessary steps involved in ABM-based research and discusses 
the potential applications of ML in corresponding steps. An illustration of all the iterative steps along with 
corresponding challenges and ML themes can be found in Figure 1. Building on the discussed challenges of 
ABM and the themes of using ML in ABM, it is natural that ML does not apply to all the ABM steps.  
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However, we intend to provide a comprehensive ABM framework to serve scholars who intend to use ABM 
in their studies to see how and in which steps ML can advance their ABM approach.  

Problem definition and research question (step 1): In order to conduct effective simulation-based 
research, it is crucial to begin with an intriguing problem from the real world and define a thought-
provoking research question (Davis et al., 2007). Since simulation requires the translation of real world to 
a simulation model, and the translation of simulation results back to the real world (Beese et al., 2019), 
scholars need to justify the use of simulation, specifically ABM, as a methodological approach. For instance, 
ABM makes it feasible to experimentally manipulate the independent variables of the study to conduct 
what-if analyses to an extent that would not be feasible in conventional empirical settings (Nan & 
Tanriverdi, 2017). 

System identification and conceptual modeling (step 2): In this step, the high-level system (i.e., 
the phenomenon of interest) is identified and its boundaries are set (Beese et al., 2019; Davis et al., 2007; 
Miller, 2015). The conceptual model is a conceptual representation of a real-world system including 
information about the background context of the computational model, as well as assumptions, constraints, 
relationships, and interactions between the system’s various components (Robinson, 2008). It is beneficial 
to first identify the overall goals of the system before focusing on specific modeling objectives. The 
simulation model may only be able to address a subset of the system’s goals. This subset is then translated 
into the modeling objectives (Robinson, 2008). 

Model specification (step 3): In this step, agents’ attributes and behavioral rules, interactions among 
agents, and the environment in which interactions occur are specified (Heppenstall et al., 2011). This 
specification can take two forms: the different ways an agent can affect its environment and other agents, 
and the different ways that the environment and other agents affect an agent (Heppenstall et al., 2011). 
Having specified the agents, interactions, and environment, the conceptual model from the previous step is 
then transformed into a mathematical representation to be numerically simulated. It requires researchers 
to purposefully make simplifications to define constructs and relations with mathematical precision (Beese 
et al., 2019). As such, this simplified model only includes some aspects of the real-world, delineating the 
boundary conditions of the simulation model to capture the real-world system of interest (Heppenstall et 
al., 2011). 

Modeling human behavior, adaptive agents, and extracting behavioral rules from empirical data are 
considered the main challenge (Challenge I) in ABM (Sivakumar et al., 2022). Specifically, empirical-based 
ABM could benefit from ML in this step as the agents’ behavioral rules and the environment are extracted 
from empirical data (which is not the case in theory-based ABM). As discussed in the first theme of ML 
usage in ABM (ML1), different ML techniques can contribute to this step. For instance, Kavak et al. (2018) 
propose an approach to build agents from data and feed them to the simulation engine. To this, agents and 
their attributes and behavioral patterns can be extracted from raw empirical data. Completely automated 
extraction of agents is not the only way ML could contribute to this step. Turgut and Bozdag (2023) propose 
a framework in which different scenarios of incorporating ML in model specification are investigated. 
Further, reinforcement learning can be applied to create adaptive agents that learn from the environment 
and from their interactions with other agents (Dahlke et al., 2020). This approach has been applied by Hung 
and Yang (2021) in investigating demand and supply for water resource management, where the agents can 
learn and adjust based on their interactions in the system. 

Since different ML techniques could be utilized in this step, specifying the goals and possible outcomes of 
using ML could help researchers narrow down the list of possible options. Researchers may use ML in this 
step when they want to explore an unknown behavioral rule from the data, create adaptive agents who will 
learn and adapt in the process of the simulation, or generate a large number of heterogeneous agents. 
However, researchers should be mindful that the feasibility of using specific ML techniques depends on 
their data. They hence should account for different features in their data before implementing ML 
techniques. As suggested by Turgut and Bozdag (2023), researchers should conduct literature research to 
know which parameters may affect the agents’ behavior and include them in the data. Another point worth 
considering is that, in the case of using supervised learning for extracting agents’ behavioral rules, the ML 
output is very contingent on the provided data, and thus may not be generalizable (Turgut & Bozdag, 2023). 

Model implementation (step 4): After model specification, software implementation enables the model 
to be computationally simulated (Beese et al., 2019). The implementation can be done by general 
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programming languages or by using platforms that support ABM (Macal & North, 2007). The simulation 
implementation process includes two main parts. In the first part (i.e., setup procedure), the initial state of 
the model is specified, and the model is executed once. In the second part (i.e., dynamics procedure), the 
model is repeatedly executed to get the results of agents’ interactions with other agents and with the 
environment (Heppenstall et al., 2011). 

However, the computational intensity of agent-based models (especially empirical-based ABM) could be 
high (Challenge II). To address this challenge, a large agent-based model could be replaced by an ML 
surrogate model (ML2). A verified surrogate model could predict the output of the simulation. Troost et al. 
(2022) compared different surrogate models and provided a solid basis for using surrogate models in ABM. 
As an example, Chen et al. (2021) used an ML surrogate model in their ABM to study Pantoea bacteria. In 
their study, bacterial growth was supposed to give an insight into how agents would compete for resources. 
However, running the simulation for any length of the problem or any timestep was not computationally 
feasible. To overcome this limitation of ABM, based on the results of over 3000 simulations, they trained a 
dense neural network on 70% of the data to predict model outputs from the given input parameters. They 
kept the remaining data as a test dataset for validation purposes. Their validated surrogate model was 
capable of predicting simulation outputs, even for input parameters that were computationally infeasible 
using ABM.  

When developing a surrogate model, it is important to note that, similar to the ABM process, creating a 
surrogate is a highly iterative process. Researchers need to consider many factors, such as which ML model 
to choose and what parameters need to be tuned to increase the performance of the surrogate model. 
Further, researchers need to conduct the verification and validation tasks for the surrogate model as well, 
to ensure that the surrogate is a proper replica of the original simulation model. Therefore, it is important 
that researchers have an estimate of the efforts and the complexity they will add to their research process 
by utilizing a surrogate model. 

Verification (step 5): Any computer simulation should go through a verification and validation 
procedure to ensure the reliability of the results. From an epistemic standpoint, when researchers 
implement a model on a computer, they need to provide evidence that the simulation model does not have 
any errors and is implemented accurately (Beese et al., 2019). Due to the complexity of agent-based models, 
formal algorithmic code verification may not always be practical. Therefore, researchers often follow 
recommended processes and software engineering principles to demonstrate the rigor of the 
implementation process and the simulation model’s accuracy (Beese et al., 2019; D’Silva et al., 2008).                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                          

Parameters calibration (step 6): Once the model is verified, it is time to fine-tune the model using the 
calibration of parameters (Beese et al., 2019). Calibration techniques involve testing a wide range of 
parameter values for sets of initial conditions in simulations. The objective of this iterative step is to find 
and disregard parameter sets that do not produce outcomes that align with real-world empirical 
observations. The remaining sets can also be further refined using expert judgment. Another approach 
involves using multiple secondary sources to design decision-making functions and initial conditions that 
are likely to generate outcomes that align with real world (Windrum et al., 2007).  

Calibration in ABM is a serious challenge (Challenge III) especially as the complexity grows with increasing 
the required number of petameters subject to calibration (Perumal & Zyl, 2022). ML could be beneficial in 
this step in various ways. The first is to build a surrogate model of the simulation for calibration purposes 
(ML2). For instance, Lamperti et al. (2018) showed that calibration based on a surrogate model has 
considerably lower computational costs (simultaneously addressing Challenge II) while maintaining 
accuracy. However, using a surrogate is not the only technique to enhance calibration using ML. For 
instance, Song et al. (2021) used reinforcement learning (ML3) to perform calibration in ABM. They 
selected a proportion of parameters per agent and used a reinforcement learning algorithm to learn agents’ 
behavioral relations. Subsequently, they used the latter as a basis to calibrate their agent-based model with 
high accuracy.  

Validation (step 7): After the calibration process, a validation procedure should be performed. Validation 
in ABM could be done at micro- or macro-levels (Macal & North, 2005). Macro-level validation ensures the 
accuracy of the results by analyzing the aggregated output of the model. Micro-level validation ensures that 
the model does not produce inaccurate and misleading results by testing the behavior and actions of 
individual agents. Validation is difficult, considering that the macro-level output of the system is the result 
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of a large number of micro-level non-linear agents’ interactions. In order to get a meaningful output of the 
system, it is rudimentary to make confident that agents (at the micro-level) behave as intended (Chaturvedi 
et al., 2011).  

Robustness analysis (step 8): After validating the model, its robustness should be investigated to see 
whether the simulation is stable and reliable (Davis et al., 2007). Sensitivity analysis, which checks the 
sensitivity of the model’s output to small changes in its input parameters, is one of the most important 
practices under robustness analysis (Sivakumar et al., 2022). Another practice under robustness analysis is 
model simplification to reduce the dimensionality of the model while maintaining accuracy (Sivakumar et 
al., 2022).  

As any study has its unique situation, there is no one formula for sensitivity analysis, which advocates one 
of the main challenges of ABM (Challenge III). To address this challenge, Ligmann-Zielinska et al. (2020) 
investigated the different approaches for sensitivity analysis in ABM. They discuss different approaches, 
among which using surrogate models (ML2) is quite promising. For instance, Walzberg et al. (2022) 
employed a surrogate model to predict outputs of an agent-based model for input combinations that were 
computationally infeasible to simulate directly. They then conducted a sensitivity analysis on the agent-
based model using the surrogate model. Since a surrogate model is a replica of the agent-based model, 
researchers conduct sensitivity analysis on the surrogate model and then generalize its results to the original 
agent-based model. As another way to use ML (ML3) in this step, Chen et al. (2021) employed a supervised 
ML algorithm by training a random forest to perform sensitivity analysis on their agent-based model. This 
approach allowed them to identify the input parameters that most strongly influenced their model's output. 

Result analysis (step 9): After running the model and performing robustness analysis, the results are 
ensured to be robust and ready for analysis (Beese et al., 2019). Due to the large amount of data generated 
via simulation (Challenge V), researchers use different techniques to analyze the simulation data, and to 
build a high-level theory or test hypotheses. The fourth theme of coupling ML with ABM (ML4) is 
specifically dedicated to this step. Some studies used ML’s clustering techniques (e.g., Khater et al., 2014) 
for the sensemaking of their results, while others used classification (e.g., R. Vahdati et al., 2019). 
Classification and clustering are very functional techniques for identifying hidden patterns in data that 
could not be revealed with normal statistics. For instance, Perry and O’Sullivan (2018) used clustering 
techniques to identify similar scenarios in the output data. Then in the second layer of analysis, they 
performed classification using a random forest algorithm for each group of scenarios.   

Demonstration 

In this section, we showcase how the proposed framework could be employed to use ML in one step of ABM 
in exemplary IS research (Schmid et al., 2021a; Schmid et al., 2021b). In this exemplary research, the 
developed agent-based model captures the ecosystem of an incumbent firm to investigate the roles of 
innovation platform mechanisms in a B2B context. The model contains a plethora of input and output 
parameters. Among the input parameters, the authors experimentally manipulated a few parameters (we 
called “experimental” in Figure 2). There are also a dozen other parameters that capture the constituents of 
the modeled ecosystem (we called “secondary” in Figure 2). For the latter parameters, the authors selected 
a baseline value (a single constant or randomized value) per parameter across all ranges of experimentally 
manipulated parameters. Among the output parameters, the authors were interested in measuring several 
dependent parameters (we called “dependent” in Figure 2), and the effects on these parameters can be 
mediated through a few other parameters (we called “intermediate” in Figure 2). This exemplary study 
aimed to investigate the effects of “experimental” parameters on “dependent” and “intermediate” 
parameters. 

As the framework suggests, we should identify the steps in which ML could offer benefits with respect to 
the nature of the agent-based model and the encountered challenges. This exemplary agent-based model is 
theory-based, such that the conceptual model and the model’s specification are developed based on 
theoretical grounds. Therefore, ML can be barely applied to step 3. One could use ML to build a surrogate 
model to reduce the computational intensity of the agent-based model in step 4. However, as this model is 
not very computationally intensive, a tradeoff between inserting a black box (i.e., the ML surrogate model) 
into the model, which needs its own verification and validation steps (see step 4 of the framework), with the 
gained benefits needs to be considered. Given this situation, there is no compelling reason to use ML in step 
4 as well. Since the given agent-based model has 21 inputs and 17 outputs, using ML in steps 6, 8, and 9 
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could be considerably beneficial. Due to space limits in this article, we focus our demonstration solely on 
step 8.  

Given the number of parameters, one of the major challenges is to conduct sensitivity analysis to test 
whether the model’s “experimental” parameters had an effect on the “dependent” and “intermediate” 
parameters that was sensitive to the authors’ choice of baseline values for “secondary” parameters. This 
relates to the ABM’s Challenge III in step 8.  

To address the mentioned challenge and have the privilege of access to the generated data, we opted for the 
second theme of coupling ML with ABM (ML2) and developed a surrogate model. We trained the surrogate 
model on 35 simulation runs using a multilayer perceptron neural network. To do so, we divided our 
dataset into 80% training data and 20% test data. The model achieved an accuracy of 72% in predicting the 
output parameters. Subsequently, we performed a gradient-based sensitivity analysis on our 
surrogate model (Pizarroso et al., 2022). Our surrogate model and sensitivity analysis are implemented 
using sci-kit learn library in Python. We used MLPregressor for multilayer perceptron neural networks and 
neuralSens for sensitivity analysis.  

 

Figure 2.  Sensitivity Heatmap Generated by a Surrogate Model 
for an Exemplary IS Study 

 

Figure 2 illustrates the heatmap of the mean squared sensitivity of each output parameter with respect to 
each input parameter. As previously noted, sensitivity analysis in this exemplary study aims to test whether 
“dependent” and “intermediate” parameters are sensitive to the choice of baseline values for “secondary” 
parameters. As shown in Figure 2, the choice of values for “secondary” parameters 15, 06, and 03 has a 
considerable effect on “dependent” and “intermediate” parameters. The latter calls for prudent 
theoretically- or empirically-sound reasonings to justify why the authors opted for a specific value as a 
baseline for these “secondary” parameters. Therefore, our developed surrogate model can supplement the 
undertaken robustness analysis step (step 8) in this exemplary study.   
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Discussion and Conclusion 

Computationally intensive theory construction has gained much attention in the IS community in recent 
years. Editorials in flagship IS journals have encouraged the adoption of computational methods for 
investigating next-generation IS phenomena (Berente et al., 2019; Miranda et al., 2022; Shrestha et al., 
2021). In this article, we respond to this call by introducing ML within the ABM steps aimed at addressing 
pathological challenges that IS scholars encounter in using ABM.  

Our article and the accompanying methodological novelty contribute to the prevailing discourse on 
computationally intensive theory construction in several ways. First, our proposed framework reinforces 
methodological pluralism and embraces the advice of combining disparate computational techniques from 
different methodological families aimed at gaining deeper and more robust insights (Miranda et al. 2022). 
As a result, our framework enhances researchers’ reflexibility and curbs the danger associated with using 
single data-driven theory construction methods, such as researchers simply “rationalizing” what data 
analysis is able to show (Berente et al. 2019, p. 56). Second, by providing a stepwise guideline to follow, our 
intention is to make computationally intensive theory construction more accessible as well as standard in 
its adoption and use. Such standards should not only enhance the robustness of findings but also ease 
replicability of research findings, akin to research in natural sciences. Further, our step-wise guidelines 
should be useful for reviewers in carefully evaluating the rigor of papers applying computational methods. 
Finally, we contribute to a crucial step in computational theory construction – i.e., conversion of patterns 
into theory by introducing machine learning. A key task of researchers in computationally intensive theory 
development is creatively curating, assembling, and aligning patterns in the data, identifying regularities, 
and converting them into interpretable theories. Patterns that surfaced from ABM are not themselves 
theories, and given the complexities associated with a vast universe of potential parameters, theorizing is 
often difficult. The application of ML in augmenting pattern detection and theorizing contributes to the 
discourse on human-AI collaboration for scientific discovery (Choudhary et al., 2023; Shrestha et al., 2021). 
Moreover, we contribute to current guidelines of simulation-based studies in IS literature (Beese et al., 
2019; Dong, 2022) by integrating ML into relevant steps of ABM-based studies.  

Although ABM has gained rapid proliferation in IS research in recent years (e.g., Haki et al., 2020; Nan, 
2011; Sturm et al., 2021), its methodological adoption remains in a nascent state as compared to other 
disciplines, such as economics and biology. Drawing on contemporary discourse in other disciplines, we 
take stock of five core challenges that ABM faces, which include defining agents’ attributes and behavioral 
rules, computational costs, calibration and sensitivity analysis of the model as well as verification and 
validation of the model, and interpretation and sensemaking of simulation results. As a core contribution 
of our inquiry, we propose a framework for employing ML in relevant steps of ABM with the goal of 
mitigating identified challenges of ABM, specified into four distinct themes. This framework can be useful 
for IS researchers in not only highlighting potential challenges of ABM, but also mitigating these challenges 
by employing recent advances in ML. We illustrate the coupling of ML with ABM stepwise to provide more 
practical illustrations followed by an empirical demonstration.  

The proposed framework offers a comprehensive roadmap to be applied in various research contexts. 
Nevertheless, the context-specific applicability of the framework is contingent on various factors, such as 
the type of ABM (i.e., empirical- or theoretical-based), the complexity of the agent-based model (e.g., the 
number of parameters), or the main challenge scholars encounter in the context of their study (e.g., 
sensitivity analysis, interpretation of results). Specifically, it is not indispensable to apply ML in all the steps 
that we specified. That is, depending on the nature of their model and contingencies, IS scholars can be 
selective in which step of ABM they employ ML.  

The combination of ML and ABM generates flexibility in producing novel avenues for both empirical- and 
theoretical-based ABM. ML can inform empirical-based ABM using vast amounts of social media and other 
digital trace data, that can effectively improve the calibration of models and bring them closer to “real  
world”. Similarly, sensemaking of large amount of simulated data using pattern recognition can produce 
“novel” and interesting insights that could have often escaped human researchers’ eyes. With the proposed 
themes and demonstration, we intend to provide authors and editorial boards with an accessible starting 
point in identifying synergies between ML and ABM. While the opportunities are limitless, one should also 
be cautious in maintaining methodological rigor and epistemological assumptions when adopting novel 
methodological techniques. Authors and editorial boards are especially required to be cautious of the 
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pitfalls in combining methods and carefully consider when it jeopardizes methodological assumptions of 
the phenomenon under investigation. Further, similar to other mixed-methods inquiries, authors should 
aim at displaying transparency of steps followed for both techniques (ABM and ML). Given the complex 
nature of both ABM and ML, this is likely to bring more challenges to authors and reviewers for ensuring 
and demonstrating the reliability of both models.  

It is also important to note that ML is no “magic bullet” and is accompanied by its own challenges. For 
instance, ML requires model building and evaluation procedures comprising hyperparameter tuning, cross-
validation, and model selection steps, which need to be carefully executed. Further, there exists a plethora 
of available algorithms, approaches, and techniques, and choosing the right set requires specific expertise. 
ML methods themselves suffer from pathological issues, such as the explainability of their underlying 
models and their findings (Rai, 2020). As a result, the application of ML could risk introducing errors and 
unintended side effects into the ABM findings. Additionally, reporting two equally rich methodological 
exercises while maintaining transparency and rigor will occupy a substantial real state of the manuscript, 
potentially cannibalizing space from other sections such as literature review and theory. Therefore, as an IS 
researcher aiming to combine ML and ABM, it is important to comprehend the pros and cons of both 
methods and identify a synergetic match based on the given study’s objectives and contingencies. The use 
of both ABM and ML could also produce difficulties in review processes and delays may be faced in 
identifying experts in either or both methods. 

Moreover, as the technology behind tools and the available data continue to evolve, so should the norms 
and conventions around coupling ML with ABM. This is particularly the case with advances in ML, which 
has recently shown exponential progress. IS researchers are required to stay in touch with such advances 
with a curious eye for borrowing them into their methodological toolkit. This suggests that the framework 
we offer is meant to offer a novel perspective and a scaffold, and should not be viewed as a final state. In 
other words, our framework should not be adopted dogmatically, but it should allow for the emergence of 
the creative imperative for this genre. 

As for the status quo of using ABM in IS research, while theoretical-based ABM is common (Beese et al., 
2019; Dong, 2022), empirical-based ABM is not much adopted. However, the latter has great potential for 
computationally intensive theory construction, particularly due to the availability of a large amount of data 
on, for instance, online platforms. Following trends in other disciplines, empirical-based ABM may soon 
gain IS scholars’ attention, where coupling ML with ABM may reveal its full potential in, for example, 
deriving agents’ attributes and behavioral rules from empirical data. Therefore, our suggested integration 
of ML into ABM steps may also serve IS scholars who are interested in employing empirical-based ABM in 
their prospective research inquiries. 

 

Notes: 

▪ The first and second authors have the same contribution. Therefore, they are sorted alphabetically.  

▪ Dorsa Safaei is also affiliated to the Geneva School of Business Administration (HES-SO, HEG 
Genève), Rue de la Tambourine 17, 1227 Carouge, Switzerland.  
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