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Abstract 

Depression is the most prevalent and serious mental illness, which induces grave 
financial and societal ramifications. Depression detection is key for early intervention to 
mitigate those consequences. Such a high-stake decision inherently necessitates 
interpretability. Although a few depression detection studies attempt to explain the 
decision, these explanations misalign with the clinical depression diagnosis criterion that 
is based on depressive symptoms. To fill this gap, we develop a novel Multi-Scale 
Temporal Prototype Network (MSTPNet). MSTPNet innovatively detects and interprets 
depressive symptoms as well as how long they last. Extensive empirical analyses show 
that MSTPNet outperforms state-of-the-art depression detection methods. This result 
also reveals new symptoms that are unnoted in the survey approach. We further conduct 
a user study to demonstrate its superiority over the benchmarks in interpretability. This 
study contributes to IS literature with a novel interpretable deep learning model for 
depression detection in social media.  

Keywords: social media, depression detection, prototype learning, multi-scale, interpretability 

Introduction 

Depression is one of the most prevalent mental disorders (WHO, 2017), and brought significant societal 
and financial consequences. Approximately 280 million people suffer from depression worldwide, 
accounting for 3.8% of the world’s population (Murray, 2022). More than one million people worldwide 
commit suicide due to depression annually, on par with the number of deaths from cancer (WHO, 2017). 
The economic toll linked to depression increased from $236.6 billion to $326.2 billion during 2010-2018 
in the United States (Greenberg et al., 2021). While many effective depression treatments exist, more than 
70% of patients do not seek treatments due to stigmatization (Shen et al., 2017). To mitigate this societal 
issue and avoid preventable ramifications, depression detection is the key (Picardi et al., 2016). 

While surveys remain the primary source of depression detection (Kroenke et al., 2001), social media 
unleashes the unprecedented potential to expand its reach. Moreover, depressed patients are more willing 
to communicate on social media compared to offline (Naslund et al., 2016). Many scholars develop 
depression detection models on social media for early intervention (Chau et al., 2020; Liu et al., 2022). 
Although achieving satisfying performance, most of these studies rely on black-box methods, which results 
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in limited applicability and potential risk in high-stake scenarios such as healthcare decision-making 
(Chiong et al., 2021; Zogan et al., 2022). To overcome the non-interpretable dilemma, a few depression 
detection studies attempt to explain why users are classified as depressed based on the importance score or 
attention weights of interpretable inputs such as words in a post (Cheng & Chen, 2022). However, existing 
interpretable models depart from clinical depression diagnosis criteria and receive compromised trust from 
end users. To tackle their limitations, there has recently been a rising interest in utilizing symptoms for 
interpreting depression detection. Pioneering studies have shown the potential benefits of improving 
accuracy, generalizability, and interpretability (Nguyen et al., 2022; Zhang et al., 2022b). Therefore, our 
research objective is to develop an interpretable depression detection model in social media 
based on symptom-based depression diagnostic criteria. 

The symptom-based interpretable methods for depression detection can be categorized into dictionary-
based, similarity-based, and classification-based (Shen et al., 2017). The core of these methods is to identify 
depressive symptoms from user-generated posts on social media. However, these methods still face three 
limitations. First, prior methods only identify pre-defined symptoms. However, depressive symptoms may 
evolve over time. Second, previous methods rely on domain-specific knowledge, which require significant 
labor costs and suffer from poor generalizability. Third, extant methods focus on what symptoms users 
present while neglecting how long these symptoms last (Kroenke et al., 2001). Fortunately, user-generated 
posts on social media can reveal such “how long” aspects of depressive symptoms. As shown in Figure 1, the 
user reported the disturbed sleep symptom numerous times, ranging from Feb 14 to May 14. Certain periods 
(e.g., May 12 to May 14) show denser symptom mentions than others. 

 

Figure 1.  Typical Posts Disclosing Depressive Symptoms in Social Media 

The abovementioned limitations motivate us to develop a novel interpretable depression detection method. 
Following the computational design science paradigm and prior IS research on health analytics (Yu et al., 
2023), we propose and rigorously evaluate a novel interpretable model, Multi-Scale Temporal Prototype 
Network (MSTPNet). MSTPNet is built upon an emergent stream of case-based interpretable models, 
prototype learning (Ming et al., 2019), which interprets the prediction for new inputs by comparing them 
with a few learned prototypes. In this study, typical posts disclosing depressive symptoms can be recognized 
as prototypes. To consider how long the symptoms last, MSTPNet modifies standard prototype learning 
methods by devising two novel layers: a temporal segmentation layer that eliminates the negative effects of 
irrelevant and redundant posts on symptom identification to facilitate period-level analysis (i.e., “What 
symptoms did the user suffer in a period?”), and a multi-scale temporal prototype layer that captures the 
temporal distribution of symptoms. In practice, our method can be implemented in social media to detect 
depressed patients and interpret their temporal symptoms. When implementing intervention, platform 
managers need to combine human intelligence to judge rather than rely entirely on artificial intelligence. 

Literature Review 

Social media-based depression detection is broadly classified into traditional machine learning, black-box 
deep learning, and interpretable deep learning. The traditional machine learning-based depression 
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detection model mostly relies on effective input features (Li et al., 2019). Table 1 summarizes the traditional 
machine learning-based method for depression detection in social media. 

Reference Dataset Sample (depression/non) Input features Methods 

Choudhury et al. 
(2013) 

Twitter 476 (171/305) 
Emotion, Depression 
language, Language style 

SVM 

Tsugawa et al. 
(2015) 

Twitter 209 (81/128) 
Emotions, Linguistic style, 
Topic, social Network 

LDA, SVM 

Chen et al. (2018) Twitter 1200 (600/600) Emotion swings, LIWC SVM, RF 

Chau et al. (2020) Blog 804 (274/530) 
N-gram, Lexicon based, 
LIWC 

SVM, Rule-
based, GA 

Chiong et al. 
(2021) 

Twitter 2804 (1402/1402) N-gram 
SVM, DT, 
NB, KNN,  

Table 1. Traditional Machine Learning Methods in Depression Detection 

However, these studies have shown unsatisfactory predictive power mainly because hand-crafted features 
and traditional machine learning models are not complex enough to capture high-level interactions between 
features. Black-Box deep learning methods have demonstrated significantly higher predictive power in 
depression detection (Malhotra & Jindal, 2022). These improvements have benefited from the development 
of embedding techniques and the utilization of various neural network architectures. Table 2 summarizes 
recent black-box deep learning-based depression detection methods in social media. 

Reference 
Dataset Sample 

(depression/non) 
Input 
features 

Methods 

Orabi et al. (2018) Twitter 899 (327/572) Text CNN/RNN 

Chiu et al. (2021) Instagram 520 (260/260) 
Text, Image, 
Posting time 

LSTM with 
temporal weighting 

Ghosh and Anwar (2021) Twitter 6562 (1402/5160) Text LSTM 

Zogan et al. (2022) Twitter 4800 (2500/2300) Text, Image HAN 

Kour and Gupta (2022) Twitter 1681 (941/740) Text CNN + Bi-LSTM 

Table 2. Black-Box Deep Learning Methods in Depression Detection 

Despite their satisfying performance, their lack of interpretability limits their applicability in high-stake 
decision-making scenarios (Rudin, 2019). Interpretable deep learning methods refer to deep learning 
methods that provide a certain explanation (Li et al., 2022). Table 3 summarizes and contrasts recent 
interpretable deep learning-based methods and our study in social media-based depression detection. 

Reference Type Method Usage Explanations 

Adarsh et al. (2023) Approximation LIME Post-hoc Important raw inputs 

Cheng and Chen (2022) Attention Attention Intrinsic Important raw inputs 

Zogan et al. (2022) Attention HAN Intrinsic Important raw inputs 

Shen et al. (2017) Symptom Dictionary-based Post-hoc Predicted symptoms 

Zhang et al. (2022b) Symptom Classification-based Post-hoc Predicted symptoms 

Zhang et al. (2022a) Symptom Similarity-based Post-hoc Predicted symptoms 

Our study Symptom Similarity-based Intrinsic 
More symptoms, 
and how long 

Table 3. Interpretable Deep Learning Methods in Depression Detection 
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Symptom-based interpretable deep learning methods align with clinical depression criteria, but still face 
two limitations. First, they generally require high labor costs and only identify pre-defined symptoms, 
neglecting new symptoms unnoted in offline depression screening questionnaires in the online setting. 
Second, symptom-based interpretable methods focus only on the type of depressive symptoms users suffer, 
neglecting how long these symptoms last, which is equally critical for a clinical depression diagnosis. These 
limitations motivate us to develop a novel interpretable depression detection method that is capable of 
discovering depressive symptoms in a data-driven manner while capturing how long these symptoms last. 

We resort to an emergent interpretable model paradigm that is closely related to our task: prototype 
learning. Prototype learning methods learn prototypes that have clear semantic meanings, and intrinsic 
explanations are generated based on the comparison between input and each prototype (Nauta et al., 2021). 
Chen et al. (2019) originally propose ProtoPNet, which explains the contribution of prototypical parts of 
the predicted image by comparing the learned prototypes. Multiple prototype learning variants have also 
been proposed for various tasks. Typical posts disclosing depressive symptoms can be recognized as 
prototypes in our study. By calculating how similar a user’s posts are to these prototypes, this user’s 
depressive symptoms can be inferred, which serves as a natural interpretation mechanism. Table 4 
contrasts major prototype learning methods with our method. 

Reference Method Novelty Input TD* 

Chen et al. (2019) ProtoPNet Prototype for image classification An image No 

Hase et al. (2019) HPNet Hierarchical prototype An image No 

Ming et al. (2019) ProSeNet Prototype for text classification A piece of text No 

Zhang et al. (2020) TapNet Attentional prototype 
A time series of 

ECG 
No 

Nauta et al. (2021) ProtoTree Prototype and decision tree An image No 

Trinh et al. (2021) DPNet Dynamic prototype A clip of a video No 

Deng et al. (2022) K-HPN Pairwise prototype A piece of text No 

Our study MSTPNet 
Multi-scale temporal 

prototypes 
A sequence of 

text documents 
Yes 

Table 4. Existing Prototype Learning Methods vs. Our Method 

* TD stands for “Temporal Distribution”, indicating whether a model considers the temporal distribution of the prototype, which 
includes frequency and persistence of appearance at the period level 

The majority of prototype learning methods focus on static subjects, such as an image and a piece of text. 
When applied to our study, these methods only consider whether depressive symptoms appear, neglecting 
how long each symptom last (Chen et al., 2019). While a few prototype learning methods process dynamic 
subjects such as video, these methods focus on directly identifying complex prototypes with temporal 
properties, rather than analyzing the temporal distribution of prototypes after identifying them. Our 
method aims to incorporate the temporal distribution of symptoms into the prototype learning method to 
effectively capture how long depressive symptoms last to improve the predictive power and interpretability. 

The MSTPNet Approach 

Figure 2 shows the architecture of MSTPNet, which features four building blocks. The feature learning layer 
aims to represent each post as an embedding vector with a fixed length and rich semantic meaning. 
Different from analyzing each post independently, our proposed temporal segmentation layer assigns posts 
into different periods based on the semantic similarity and time interval between posts, which facilitate 
period-level analysis. Instead of learning complex dynamic prototypes (e.g., “long-term disturbed sleep”) 
directly, our proposed multi-scale temporal prototype layer breaks the task down into two parts. We first 
infer depressive symptoms (e.g., “disturbed sleep”) in each period by comparing posts with learned 
prototypes, and then explicitly measure the frequency (e.g., the proportion of periods where disturbed sleep 
appears) and persistence (e.g., the number of continuous periods where disturbed sleep all appears) of each 
symptom. Based on the above interpretable temporal measurement of each symptom, the classification 
layer classifies a user into depression or non-depression categories.  
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Figure 2.  MSTPNet Architecture 

To learn an effective representation for each post, we deploy a feature learning layer using the cutting-edge 
pre-trained language model BERT (Devlin et al., 2019). Specifically, for a post 𝑋𝑖: 

𝐻𝑖 = 𝐵𝐸𝑅𝑇(𝑋𝑖)                                                                 (1) 

Our temporal segmentation layer builds upon a bottom-up hierarchical clustering algorithm (Shetty & 
Singh, 2021) to segment the social media posts 𝑢 = (𝐻1, 𝑡1; 𝐻2, 𝑡2; … ; 𝐻𝑛 , 𝑡𝑛)  into 𝑚  periods 𝑢 =
(𝐶1, 𝐶2, … , 𝐶𝑚), where 𝐶𝑖 = (𝐻𝑖,1, 𝑡𝑖,1; 𝐻𝑖,2, 𝑡𝑖,2; … ; 𝐻𝑖,𝑙 , 𝑡𝑖,𝑙). The key to segmentation methods is the distance 

measurement between different posts. We propose a new measurement that combines both semantic 
similarity and the time interval between posts in Formula (2), (3), and (4).  

𝑠𝑖𝑚𝑠𝑒𝑚
𝑖,𝑗

=
𝐻𝑖∗𝐻𝑗

‖𝐻𝑖‖∗‖𝐻𝑗‖
                                                                 (2) 

𝑠𝑖𝑚𝑡𝑖𝑚𝑒
𝑖,𝑗

= exp (−
|𝑡𝑖−𝑡𝑗|

𝑤𝑑
)                                        (3) 

𝑠𝑖𝑚𝑖,𝑗 = 𝑤𝑎 ∗ 𝑠𝑖𝑚𝑡𝑖𝑚𝑒
𝑖,𝑗

+ (1 − 𝑤𝑎) ∗ 𝑠𝑖𝑚𝑠𝑒𝑚
𝑖,𝑗

   (4) 

In each iteration, the method calculates the similarity between each pair of segments, and then merges the 
most similar pair into a new segment, until the time distance between the two segments exceeds the pre-
defined length ℎ of periods. The remaining clusters (𝐶1, 𝐶2, … , 𝐶𝑚) are the segmentation results, where 𝐶𝑖 is 
the 𝑖-th segment of the focal user, and 𝑋𝑖,𝑗 is the 𝑗-th post in the segment 𝐶𝑖. 

Then, we define 𝑘 prototypes 𝑃 = (𝑝1, 𝑝2, … , 𝑝𝑘) to be leaned, where each prototype is learnable parameters 
with the same length as the latent representation of each post. We can assign 𝑝𝑖  with the closest post in the 
training data to translate prototypes and make them interpretable (Trinh et al., 2021). Next, based on the 
learned prototypes, we infer the existence 𝑠𝑚,𝑘 of the symptom 𝑘 in period 𝑚 that contains 𝑙 posts, as shown 

in Formulas (5). The 𝑠𝑚,𝑗,𝑘  denotes the similarity between depressive symptom prototype 𝑝𝑘  and latent 

representation 𝐻𝑚,𝑗 of the 𝑗-th post in 𝑚-th period 𝐶𝑚 by using L2 distance (Ming et al., 2019).  

𝑠𝑚,𝑘 = max
𝑗=1,2,…,𝑙

𝑒𝑥𝑝 (−‖𝐻𝑚,𝑗 − 𝑝𝑘‖
2

)                    (5) 

Beyond one period or all periods, we focus on a specified number of consecutive periods to measure the 
frequency and persistence of depressive symptoms. The number of consecutive periods is called “scale” in 
this study. Different scales enable analysis at different granularity and can capture comprehensive clues to 
detect depression. Therefore, we employ multiple scales (i.e., multi-scale) with different sizes for period-
level analysis, which is conceptually similar to the filters with different sizes in CNN to analyze image data. 
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The difference is that our “filters” are not learnable parameters but are explicitly set to get the average value 
over continuous periods, which is easy for humans to understand. Specifically, let 𝑊 be the set of scales 
used in our model, and 𝑤𝑗  denotes the size of the 𝑗-th scale. We calculate the existence (i.e., average 

similarity) of depressive symptoms in each pair with a window length of the scale, and then take the highest 
value as the existence (i.e., 𝑔𝑗,𝑘) of the depressive symptom 𝑘 on the scale 𝑤𝑗 , as shown in Formula (6). 

𝑔𝑗,𝑘 = max
𝑚=1,2,…,𝑀−𝑤𝑗+1

1

𝑤𝑗
∑ 𝑠𝑚,𝑘

𝑚+𝑤𝑗−1

𝑚                                                (6) 

We let 𝐺 =  (𝑔1,1, 𝑔1,2, … 𝑔1,𝐾 , … 𝑔𝑗,𝐾,…,𝑔𝐽,𝐾), where 𝐽 is the number of scales. The classification layer computes 

the probability of depression given all 𝑔𝑗,𝑘 (𝐺) of a focal user, as shown in formulas (7) and (8): 

�̂�𝑖 =
exp(𝑧𝑖)

∑ exp (𝑧𝑠)1
𝑠=0

                                                                                  (7) 

𝑍 = 𝑄𝐺                                                                                         (8) 

Following Ming et al. (2019), the loss function of MSTPNet to be minimized is defined based on the binary 
cross-entropy (CE) loss with four additional regularization terms. Specifically, 

𝐿𝑜𝑠𝑠 = 𝐶𝐸 + 𝜆𝑐𝑅𝑐 + 𝜆𝑒𝑅𝑒 + 𝜆𝑑𝑅𝑑 + 𝜆𝑙1
‖𝑄‖1                                                       (9) 

𝐶𝐸 = ∑ 𝑦 log �̂� + (1 − 𝑦)log(1 − �̂�)  (𝑋,𝑦)∈𝐷                                                         (10) 

where 𝜆𝑐, 𝜆𝑒, 𝜆𝑑  and 𝜆𝑙1
 are hyperparameters that determine the weight of the regularizations. 

Empirical Analysis 

We use the WU3D, an annotated dataset regarding depression detection in a Chinese social media platform 
(Wang et al., 2022). It contains chronological sequences of posts from 10,325 depressed users and a random 
control group of 22,245 users. We set imbalance ratios as 1:8, which approximates the ratio of adults with 
depression risk in China (Fu et al., 2023).We split this dataset into 60% for training, 20% for validation, 
and 20% for test. We set K=70, h=15, 𝑤𝑎 =0.4, and the scales contain 1, 2, 3, 5, 8, 12, 16 and 20. The 
evaluation results are reported in Tables 5. MSTPNet outperforms benchmark models in F1 score and 
accuracy and outperforms interpretable deep learning models in all metrics. 

Models F1 Precision Recall Accuracy 

Yang et al. (2020) 0.412*** 0.887*** 0.268*** 0.918*** 

Chen et al. (2018) 0.508*** 0.891*** 0.355*** 0.926*** 

Chiong et al. (2021) 0.380*** 0.363*** 0.399*** 0.861*** 

Chau et al. (2020) 0.706*** 0.604*** 0.850 0.924*** 

Orabi et al. (2018) 0.828*** 0.878*** 0.785 0.965** 

Chiu et al. (2021) 0.822** 0.936* 0.732** 0.966** 

Ghosh and Anwar (2021) 0.820** 0.921** 0.741*** 0.965*** 

Naseem et al. (2022) 0.826** 0.963 0.723** 0.967* 

Cheng and Chen (2022) 0.806*** 0.910** 0.723** 0.963** 

Zogan et al. (2022) 0.795*** 0.840*** 0.754* 0.958** 

Ming et al. (2019) 0.816** 0.929* 0.729*** 0.965** 

Chen et al. (2019) 0.735*** 0.876*** 0.633*** 0.951** 

Trinh et al. (2021) 0.675*** 0.774*** 0.598*** 0.938*** 

MSTPNet 0.851 0.957 0.766 0.971 

Table 5.  SOTA Methods vs. Our Method 

Note: *p < 0.05; **p < 0.01; ***p < 0.001 
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We further perform ablation studies to show their effectiveness as shown in Table 6. We remove the 
temporal segmentation layer to validate the effectiveness of period-level analysis. We also replace the multi-
scale temporal prototype (MS) layer with a common prototype learning layer. We test two options: the 
maximum or mean existence strength of prototype. 

Models F1 Precision Recall Accuracy 

MSTPNet (Ours) 0.851 0.957 0.766 0.971 

MSTPNet removing temporal segmentation layer 0.801*** 0.923*** 0.702*** 0.962*** 

MSTPNet removing MS using Max 0.760*** 0.868*** 0.676*** 0.954*** 

MSTPNet removing MS using Mean 0.690*** 0.846*** 0.583*** 0.944*** 

Table 6.  Ablation Studies 

Note: *p < 0.05; **p < 0.01; ***p < 0.001 

Our MSTPNet provides a level of interpretability that is absent in other interpretable deep models. Figure 
3 provides a visual comparison of different types of interpretation. Our interpretation is capable of 
capturing what symptoms users suffer and how long these symptoms last, which aligns with the clinical 
depression diagnosis criterion. Moreover, our MSTPNet is based on prototype learning and can show new 
depressive symptoms rather than just pre-defined symptoms. 

 

Figure 3.  MSTPNet Architecture 
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Discussion and Conclusion 

We propose a novel interpretable deep learning method to detect and interpret depression based on what 
symptoms the user has and how long these related symptoms last. We conduct extensive evaluations to 
demonstrate the superior predictive power and interpretability of our method over state-of-the-art 
benchmarks. Our study establishes a few generalized design principles: (1) A temporal segmentation 
module could facilitate period-level analysis and mitigate the effect of redundant and irrelevant information; 
(2) It’s cost-effective and flexible to explicitly separate a complex task into two related simple tasks; (3) 
Showing the temporal distribution of prototypes could improve interpretability and boost the trust and 
perceived helpfulness. These design principles prescribe how to predict and interpret the hidden state of a 
user from a sequence of user-related data, such as social media posts, electric health records. 
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