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AI Washing: The Effect of Framing
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Abstract

Many researchers and practitioners see artificial intelligence as a game changer compared to
classical statistical models. However, some software providers engage in “AI washing”, re-
labeling solutions that use simple statistical models as AI systems. By contrast, research on
algorithm aversion unsystematically varied the labels for advisors and treated labels such as
”artificial intelligence” and ”statistical model” synonymously. This study investigates the ef-
fect of individual labels on users’ actual advice utilization behavior. Through two incentivized
online within-subjects experiments on regression tasks, we find that labeling human advisors
with labels that suggest higher expertise leads to an increase in advice-taking, even though the
content of the advice remains the same. In contrast, our results do not suggest such an ex-
pert effect for advice-taking from algorithms, despite differences in self-reported perception.
These findings challenge the effectiveness of framing intelligent systems as AI-based systems
and have important implications for both research and practice.

Keywords: Artificial intelligence, algorithm appreciation, framing, advice-taking, expertise

Introduction

The term Artificial intelligence (AI) has gained immense popularity in recent years, becoming a buzzword
used by companies, newspapers, and researchers to describe a wide range of more or less intelligent sys-
tems and algorithms. A buzzword is ”a catchword or expression currently fashionable; a term used more
to impress than to inform” (Oxford University Press, 2022). For example, companies use buzzwords in the
context of greenwashing, which refers to the ”creation or propagation of an unfounded or misleading en-
vironmentalist image” (Oxford University Press, 2023b). Analogous to the concept of greenwashing, some
companies engage in ”AI washing” by exaggerating the AI content of their products to gain business ad-
vantages (Moore, 2017). For instance, some providers might label a supervised machine learning classifier
based on logistic regression as AI, while the label ”statistical model” would arguably be more adequate.

Similar to the question of the proper terminology for algorithmic advisors, the question whether people
trust algorithmic advice at all has attracted a lot of research interest in recent years. In a series of semi-
nal studies, Dietvorst and colleagues initiated a stream of research and coined the term algorithm aversion
(e.g., Dietvorst et al., 2015; Prahl & Swol, 2017; Saragih &Morrison, 2022). Algorithm aversion refers to the
observation that although algorithms are typicallymore accurate in estimating numerical short-term regres-
sion tasks than humans (see Grove et al., 2000), people still tend to prefer advice from humans compared
to algorithms (Jussupow et al., 2020). This phenomenon has been observed in multiple manifestations and
contexts (Mahmud et al., 2022). Even if people are not averse to algorithms they struggle to assess the capa-
bilities of AI correctly (Fügener et al., 2022). However, there are also reports of an opposite phenomenon,
namely algorithm appreciation (Logg et al., 2019). Other studies found no significant differences or increas-
ing algorithm appreciation over time (Leffrang et al., 2023).

The inconclusive results from previous studies on algorithm aversion or appreciation suggest that various
factors influence people’s trust in algorithmic or human advisors. In their literature review, Jussupow et
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al. (2020) emphasized the expertise of a human advisor as an important factor in algorithm appreciation.
Furthermore, they noted that technical labels used to describe algorithmic advisors have varied across ex-
periments. For example, labels ranged from ”sophisticated statistical model” (Dietvorst et al., 2015), over
”decision support system” (Heßler et al., 2022), to ”artificial intelligence” (Longoni et al., 2019). Yet, studies
systematically examining the influence of these different labels on users’ trust in advice are scarce. The only
empirical study investigating this issue is a study by Langer et al. (2022). In a series of surveys, they found
that the labels used to describe algorithms can significantly impact people’s perceptions of the advisors,
particularly in terms of perceived fairness and trust.

However, self-reported perceptions and opinions may not always align with actual behavior. For instance,
individuals may express a willingness to purchase green products but exhibit different purchasing behavior
(Moser, 2015). Therefore, in this paper, we seek to contribute to the existing literature by experimentally
examining the impact of labels with varying positive or negative connotations of expertise (referred to as
the framing effect) on actual user behavior. Expertise is a ”[...] skill or expertness in a particular branch of
study” (Oxford University Press, 2023a). While algorithmic advisors arguably do not develop expertise on
their own, computational advancements allow experts to incorporate more complex forms of expertise into
algorithmic advisors. Drawing on theoretical foundations and literature on framing (Tversky & Kahneman,
1981), we address the following research question:
What is the influence of expert framing on algorithmic advice utilization?

We tackled this research question with two online within-subjects experiments, in which people received
advice on a car price regression task. In these experiments, we examined how individuals adjusted their ini-
tial car price estimation when receiving help from advisors described using different framings with varying
positive or negative connotations. Specifically, we used four conditions: Two of these framings referred to
human advisors, a negative one signaling low expertise (a student) and a positive one signaling high exper-
tise (an industry expert). Likewise, two framings referred to algorithmic advisors, a negative one signaling
low expertise (a statistical model) and a positive one signaling high expertise (an artificial intelligence). No-
tably, the advice provided by the advisors remained constant across all conditions, with only the labels used
to describe the advisors varying. Through our analysis of the experimental results, we discovered evidence
for algorithm appreciation (i.e., individuals utilized advice from algorithms more than from humans) and
observed a framing effect for human advisors, but not for algorithmic advisors (i.e., differences in advice
utilization between experts and students, but no differences between statistical models and AI).

This papermakes valuable contributions to the information systems domain by providing empirical insights
into the behavioral effects of framing AI-based systems in business and society. Notably, this paper extends
prior survey research by employing incentivized experiments to investigate the effects of terminological
framing (high vs. low expertise) on both human and algorithmic advisors in a regression task. Based on
our findings we suggest that product owners should focus on the functionality and user experience of their
algorithms, rather than using buzzwords like AI.

Theoretical Background & Hypotheses Development

Framing in Decision-Making

Framing refers to the presentation of the same factual content in different formats and has been shown to
have a significant impact on decision-making (Tversky & Kahneman, 1981). The pioneering work of Tver-
sky & Kahneman (1981) demonstrated that people’s risk preferences could be influenced by the framing of
decision options. Specifically, people were more risk-seeking when a frame focused on possible negative
consequences of a decision (e.g., 10 out of 100 lives will be lost). If they observed positive consequences
(e.g., 90 out of 100 lives will be saved), people were less willing to take risks. This observation has become
commonly known as the framing effect. Framing effects are not limited to risk-taking but can take several
forms, including attribute framing (Levin et al., 1998).

Attribute framing involves presenting the same content using different formulations for an attribute, which
can result in different decision-making behaviors (Levin et al., 1998). For instance, people preferred the
label ”75% lean” beef over ”25% fat” beef (Levin et al., 1998). The positive or negative association of an
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attribute can semantically and syntactically influence the cognitive representation of an entire statement,
leading to different interpretations based on changing a single word or number (Levin et al., 1998).

Hypotheses Development

Research on attribute framing suggests that proper framing of an advisor can convey certain characteristics
that influence the acceptance of advice. Existing literature suggests that people are generally more willing to
seek advice from experts than from non-experts (Bonaccio & Dalal, 2006). This preference for expert advice
is not necessarily a cognitive bias, but rather a finely-tuned intuition (Gigerenzer, 2018). Seeking advice
from experts appears to be a reasonable approach, as users typically lack information about the quality of
an advisor. They have to use signals like ”doctor” to assess the quality of an advisor (see Spence, 1973).

Furthermore, Goldsmith & Fitch (1997) interviewed participants who considered advice from designated
experts to be more helpful compared to advice from other sources such as roommates or family members.
The media also often portrays experts as experienced and knowledgeable (Önkal et al., 2009) and people
tend to use the advice of experienced and knowledgeable advisors more than the advice of other advisors
(Harvey & Fischer, 1997). While this may seem reasonable, it is important to note that expertise itself does
not necessarily guarantee better outcomes. For example, the factor experience did not improve participants’
performance in predicting human behavior across different domains (Highhouse, 2008).

In summary, prior research found expert effects in advice-taking from humans. Our first objective is to
extrapolate the concepts of expert effects and framing to the specific scenario, where the label of a human
advisor is the only variable being manipulated:

Hypothesis 1: Participants are more likely to take the advice of a human advisor if the advisor’s framing
suggests more expertise.

Previous research examined the influence of textual descriptions on the perception of algorithms. For in-
stance, Madhavan & Wiegmann (2007) used a public safety task to investigate how seven-sentence-long
textual descriptions of expertise influenced algorithm aversion. The textual descriptions included unique
characteristics for each advisor, such as their profession (e.g., ”student”, ”expert in airport security”, ”com-
puter system”), training, competence (e.g., ”Novice” vs. ”Expert”), and experience in the application area.
Surprisingly, participants showed algorithm appreciation (i.e., preferred algorithms over humans) for non-
expert advisors and algorithm aversion (i.e., preferred humans over algorithms) for expert advisors.

Similarly, Pearson & Mayhorn (2017) conducted a study on a routing problem with human and algorithmic
advisors providing contradicting advice. They used advisor descriptions similar to Madhavan &Wiegmann
(2007). They found that higher levels of expertise led to more trust, but they did not observe an interaction
between advisor type (i.e., human vs. algorithm) and expertise.

In another study, Hou & Jung (2021) manipulated the textual descriptions of algorithmic and human ad-
visors for creative and analytical tasks. When the human was described as a non-expert (crowdworker or
person) and the algorithm as an expert (AI), participants exhibited algorithm appreciation. However, when
the human was described as an expert and the algorithm as a non-expert (algorithm or computer), par-
ticipants showed algorithm aversion. The textual descriptions in this study consisted of one sentence and
assigned unique individual characteristics to each advisor, including terminological differences, number of
advisors (e.g., ”A group of experts” vs. ”An algorithm”), and information about the prior experience (e.g., ”A
group of experts [...] with their 20 years of experience” vs. ”An algorithm [...] aggregating severalMTurkers’
responses”) to differentiate the conditions. Participants’ perceptions and preferences towards algorithms
changed based on the framing of the descriptions.

While most of the previous studies utilized detailed textual descriptions of varying lengths and information,
our study focuses on the effects of singlewords or labels. Providing different information, evenwith different
levels of detail, can lead to unintended framing effects as readers draw conclusions from it (Gigerenzer,
2018). Yet, according to attribute framing, even a single property of an advisor can change the behavioral
consequences of an entire sentence.

Forty-Fourth International Conference on Information Systems, Hyderabad 2023
3



AI Washing: The Effect of Framing

Previous research already observed that terminological differences can lead to varying perceptions of algo-
rithms. For example, Shank et al. (2019) investigated the effect of technological terms on sentiments. They
found that participants preferred technologies they were more familiar with. Additionally, as mentioned in
the introduction, Langer et al. (2022) found that terminology influenced evaluations of trust and fairness,
but not perceived abilities of algorithms when compared to humans. However, as they rightfully pointed
out, focusing on perceptions allows only for tentative conclusions about behavior, and more research on the
actual behavioral effects of terminology is needed.

In summary, prior research has found varying evaluations of algorithms when using descriptions of dif-
ferent lengths and with different amounts of information about the algorithms. Other strands of research
found that individual labels are sufficient to influence the perceptions of algorithms. However, changes in
perception do not necessarily lead to changes in behavior. To the best of our knowledge, the behavioral
effects of terminology on algorithmic advice utilization have not been studied explicitly in an experiment.
Accordingly, our second hypothesis in this paper is:

Hypothesis 2: Participants are more likely to take the advice of an algorithmic advisor if the advisor’s
framing suggests more expertise.

Research Design

In order to investigate the effect of framing on algorithm aversion, we conducted two experiments. Study
1 focused on participants who had a particular interest in algorithms. In Study 2, we aimed to increase the
generalizability of our results by including a more diverse population. We pre-registered both experiments
before we ran them1.

Study 1

Conditions

We utilized a 2 x 2 repeated measures within-subject design, employing four conditions that varied the
advisor type (human vs. algorithm) and the framing of the advisor’s expertise (high vs. low). For each task,
we assigned participants to one of the four possible combinations of advisor type and expertise framing.
Notably, the only difference between the conditions was the label used to denote the advisor. The content
of the advice - i.e., the numerical estimation - remained constant.

To determine appropriate labels for the algorithmic advisor type, we conducted a review of existing litera-
ture. We drew on prior reviews on algorithm aversion to select appropriate labels for the algorithmic advisor
type (Langer et al., 2022; Langer & Landers, 2019). Table 1 displays the identified labels.

Label Exemplary Study
Algorithm (Lee, 2018)

Automated system (Keel et al., 2018)
Artificial intelligence (Leyer & Schneider, 2019)

Computer (Langer et al., 2020)
Computer program (Grgic-Hlaca et al., 2019)

Decision support system (Shibl et al., 2013)
Machine learning (Gonzalez et al., 2019)
Technical system (Montague et al., 2009)

Robot (Ötting & Maier, 2018)
Sophisticated statistical model (Dietvorst et al., 2015)

Table 1. Terminological Differences for Algorithms (see Langer et al., 2022)

1We pre-registered the research question, our hypotheses, the dependent variable, our analysis, a plan to exclude data, and the factors
determining the sample size. Please note that we reworded the research question to provide a better reading flow, but did not change
its meaning. First experiment: https://aspredicted.org/55H_D8X Second experiment: https://aspredicted.org/BXN_9FQ
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Among these candidates, ”(sophisticated) statistical model” has probably been in use for the longest pe-
riod of time, even predating the computer era. ”Artificial intelligence”, in contrast, has gained prominence
as a buzzword in recent years and has received significant media attention. AI is different from previous
generations of approaches as it is autonomous, learning, and often inscrutable (Berente et al., 2021). The
differences between the two labels have also been identified in the study of Langer et al. (2022), who se-
mantically clustered different labels for algorithmic advisors and found the highest distance between the
labels artificial intelligence and sophisticated statistical model. Therefore, we selected these two framings
as conditions for our experiments.2

Label Expertise Exemplary Study
Industry expert Expert (Berger et al., 2021)
Colleague Non-expert (Leyer & Schneider, 2019)
Human Non-expert (Kramer et al., 2018)
Student Non-expert (Madhavan &Wiegmann, 2007)
You Non-expert (Dietvorst et al., 2015)

Table 2. Terminological Differences for Humans (see Jussupow et al., 2020)

For the framing of the human condition, we referred to another literature review on algorithm aversion by
Jussupow et al. (2020). Table 2 presents the labels used in prior studies, their expertise according to the
authors, and their respective origins. Based on the findings from the review, we chose the framing ”industry
expert” to communicate high human expertise and ”student” to communicate low human expertise, which
aligns with prior studies such as Madhavan &Wiegmann (2007).

Sample

We offered an online experiment to 127 first-year bachelor’s students studying Information Systems at a
medium-sized, IT-focused university. Students could participate in the online experiment from July 1 to
July 11, 2022. They received a performance-based incentive in the form of exam bonus points for their
participation, with no penalty for non-participation or incomplete responses. Out of the invited students,
60 participated in the experiment.

We excluded 13 participants because their datawas incomplete, and 7 participants failed the attention checks
or made constant estimations (e.g., always entering the same number). We also controlled for participants
who finished too quickly (i.e., less than 90 seconds for all tasks) or too slowly (i.e., more than two stan-
dard deviations above the mean participation time) to prevent ”clicking-through” the experiment, but no
participants were excluded based on these criteria. In total, our final sample consisted of 40 participants.

Because participants’ interest in algorithms might influence our results, we included participants’ affinity
for technology (ATI) as a control variable, consistent with prior research on terminology (Franke et al., 2019;
Langer et al., 2022). The ATI scale is a 9-item scale ranging from 1 to 6, with higher values coded as higher
affinity for technology. The mean value on the ATI scale was 4.49 (SD = 0.58). Notably, our mean ATI
value was more than one point higher compared to the survey of Langer et al. (2022), indicating a more
technology-savvy population in our study.

Procedure &Materials

In order to investigate the effect of framing on advice-taking, we conducted an incentivized online experi-
ment. Incentivization is an effective setup for estimation tasks, which respond to effort (Camerer &Hogarth,
1999). Upon accepting the invitation to the experiment, sent in the form of a link in the learning platform of
the university, they were directed to the instructions page in the online survey tool (LimeSurvey). In the in-
structions, we informed the participants that they would be estimating the price of a car. If their estimation
accuracy was good enough, we compensated them with bonus points for the final exam. The instructions
informed participants of attention checks to ensure careful reading.

2To avoid potential unintended bias associated with the adjective ”sophisticated”, we omitted it. Reproducing the procedure of (Langer
et al., 2022), the clusters still joined last.
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A paradigm commonly used to investigate such forms of advice-taking differences is the judge-advisor sys-
tem (JAS) (Bonaccio & Dalal, 2006). In a JAS, the advice-taking process involves two roles: a judge and an
advisor. The judge starts with an initial estimation but can receive advice from an advisor. The judge then
weighs the advice in light of their initial estimation to arrive at a final decision.

During the experiment, participants took the role of the judge and received help from an advisor, which -
according to our 2x2 experimental design - could be an artificial intelligence, an industry expert, a statistical
model, or a student. At the beginning of the experiment, we placed an attention check. Afterward, partic-
ipants provided self-reported age and gender. Next, participants proceeded to complete eight regression
tasks, each consisting of the following steps:

1. Participants saw data on a used car (e.g., brand, model, age, mileage). Based on this information, they
had to estimate the price of the car.

2. After submitting their initial estimation, they saw a price estimation from an advisor (AI, statistical
model, industry expert, or student). Now they had the opportunity to adjust their initial estimation.

3. After submitting their final estimation, they learned about the actual price of the car, themean absolute
error (MAE) of the advisor’s estimation, and their own MAE for the final estimate.

Figure 1 shows an example of the user interface from Step 2 for the AI condition. A table showed mileage,
brand, model, fuel, gear, the type of offer, horsepower, and the vehicle registration year of the car. Note that
the only difference between the four conditions was the label of the advisor, while the advice itself remained
the same. To avoid anchoring bias (Tversky & Kahneman, 1974), we did not specify a default value for the
user’s estimation. Figure 2 shows an example of the feedback provided in Step 3.

Figure 1. User Interface of Step 2 for the “Artificial Intelligence” Condition

Figure 2. User Interface of Step 3 for the “Artificial Intelligence” Condition

To familiarize participants with the advisors and the user interface, participants received feedback on the
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actual price of the cars for the first four example cars (warm-up). For the next four cars, participants only
conducted the first two steps and did not receive feedback in Step 3. These vehicles formed the basis of
our analysis. Participants saw each condition (AI, statistical model, industry expert, and student) once in a
randomized order in both the warm-up and actual regression tasks.

We chose a car regression task to create a situation that participants could realistically encounter. Addition-
ally, both human and algorithmic advisors can provide reasonable advice in such tasks. The data provided
was based on real-world data from an online marketplace for new and used cars sold in Europe. To ensure
comparability of the cars, we randomly selected used cars that were sold between 2020 and 2021, had a
mileage of at least 1000 km, and a price between 10,000€ and 50,000€. To control for varying the quality
of the advice, we generated the advice artificially with a random mean percentage error of up to 5%.

As framing is not the only factor influencing algorithm aversion, we did not provide feedback on the general
accuracy of all advisors and kept the order of the tasks constant. To avoid ordering and learning effects,
we assigned a randomized condition to each participant-task combination in which we presented the same
advice. Additionally, we included a second attention check to mitigate fatigue biases and controlled for
multiple additional factors, which will be described in the model specification section.

Finally, we assessed the robustness of our assumptions by asking participants to rate the expertise of each of
the four advisors separately, using an 11-point Likert scale (0 = least expertise, 10 = highest expertise). This
additional measure allowed us to supplement our observations of participants’ actual behavior by perceived
differences in expertise between the different advisor conditions.

Measures

The dependent variable was the weight participants assigned to the advisor’s recommendation. Weight of
advice (WOA) captures the degree to which participants adjust their final estimation towards the advisor’s
recommendation and is commonly used in the JAS paradigm (Bonaccio & Dalal, 2006; Harvey & Fischer,
1997). We used the following formula to calculate WOA:

WOA =
|final estimation− initial estimation|

|advisor′s estimation− initial estimation|
(1)

A value of 0 corresponded to no change in the initial estimation after receiving advice, which indicated
no advice-taking. An exception to this was when the original estimation was equivalent to the advice, in
which case WOA was not defined. A WOA value of 1 meant that the judge fully adjusted his or her original
estimation to the value of the advisor. Consistent with prior studies (e.g., Gino & Moore, 2007; Logg et al.,
2019), we winsorized any WOA values that were greater than 1 to mitigate outliers due to overshooting.

Model Specification

To test our hypotheses, we employed a linear mixed-effects regression approach. The unit of analysis was
the combination of participant and task. The four main variables of interest were Student, Industry Expert,
Statistical Model and Artificial Intelligence. These took the value 1 if participants saw the respective label.

We also controlled for between-subject factors from prior research on algorithm aversion. As mentioned in
the sample section, we included the ATI scale. Additionally, we assessed participants’ domain knowledge
about cars using an 11-point Likert scale (0 = no knowledge, 10 = very good knowledge), since higher domain
knowledge has been found to increase algorithm aversion (Logg et al., 2019). Age and a dummy variable for
Female gender served as additional control variables. Given the repeatedmeasures within-subject design of
our experiment (i.e., every participant solves multiple tasks), we included random intercepts for Participant
and Task in the model to account for potential between- and within-subject variability.

Our hypotheses aimed at pairwise comparisons, so we used Student as reference level to test our first hy-
pothesis. Statistical Model served as reference level to test our second hypothesis. In this case, we replaced
the variable ”Student” with ”Statistical Model” to avoid perfect multicollinearity.
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Study 2

To examine the generalizability of our findings to a broader population, we conducted a second study on
car price regression tasks. This was motivated by the findings of Lee & Rich (2021), who reported differ-
ences in algorithm aversion across social groups. They found that prior experiences with algorithms influ-
enced the evaluation of algorithms. Additionally, Kramer et al. (2018) found that self-reported prior expe-
rience with algorithms correlated with participants’ decision-making regarding human versus algorithmic
decision-makers. This suggests that specific social groups may differ in their propensity to take advice from
algorithms. Except for the changes outlined below, we followed the same procedure as in Study 1.

Sample

We offered the experiment on Prolific until 80 participants from the US, balanced on gender, completed the
experiment successfully. Successful completion was defined as passing all attention checks. Participants
could participate between November 21 and November 29, 2022. The data collection period took place be-
tweenNovember 21 andNovember 29, 2022. Participants received a base payment of 3£ for their successful
participation, and a performance incentive of up to 2£ depending on their relative performance compared
to other participants.

A total of 115 Prolific workers participated in the study, but 35 were excluded due to failing attention checks.
The remaining 80 participants had a mean value of 3.65 (SD = 0.98) on the ATI scale, indicating a less
technology-savvy population compared to Study 1 (mean = 4.49, SD = 0.58).

Results

Model-Free Evidence

Figure 3 displays box plots presentingmodel-free evidence fromStudy 1 and 2. In Study 1, themedian values
for the expert conditions (artificial intelligence: 0.90 and industry expert: 0.68) were associated with higher
WOA levels than the non-expert conditions (statistical model: 0.80 and student: 0.52). Additionally, both
algorithmic frames (artificial intelligence and statistical model) had higher median values than the human
conditions (expert and student). Overall, the algorithmic expert condition had the highest median.

Study 1 Study 2

Student Industry
 expert

Statistical
 model

Artificial
 intelligence

Student Industry
 expert

Statistical
 model

Artificial
 intelligence

0.00

0.25

0.50

0.75

1.00

Condition

W
O

A

Figure 3. Boxplots of WOA in Study 1 and 2With Means as Black Squares
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In Study 2, the model-free evidence revealed similar median values for artificial intelligence (0.95), statisti-
cal model (0.95), and industry expert (0.96), along with similar distributions. However, the student condi-
tion had a lower median WOA (0.85). Notably, WOA occurred more frequently with a value of 1 compared
to Study 1, suggesting a higher likelihood of participants relying entirely on the advice.

Estimation Results

Table 3 presents the results of the regressionmodels specified above. The first twomodels present the results
from Study 1 (S1_Student & S1_Stat Model) while the last two models represent the results from Study 2
(S2_Student & S2_Stat Model).

Dependent Variable:
WOA

Study 1 Study 2
(S1_Student) (S1_Stat Model) (S2_Student) (S2_Stat Model)

Constant 0.706∗ 0.912∗∗ 0.781∗∗∗ 0.876∗∗∗

(0.394) (0.394) (0.149) (0.149)

Student −0.206∗∗∗ −0.095∗∗

(0.061) (0.038)

Industry Expert 0.125∗∗ −0.080 0.109∗∗∗ 0.014
(0.060) (0.061) (0.038) (0.038)

Statistical Model 0.206∗∗∗ 0.095∗∗

(0.061) (0.038)

Artificial Intelligence 0.266∗∗∗ 0.060 0.099∗∗ 0.004
(0.061) (0.061) (0.038) (0.038)

ATI −0.058 −0.058 0.001 0.001
(0.055) (0.055) (0.030) (0.030)

Domain Knowledge −0.019 −0.019 −0.025∗ −0.025∗

(0.018) (0.018) (0.014) (0.014)

Age 0.008 0.008 0.002 0.002
(0.012) (0.012) (0.002) (0.002)

Female −0.039 −0.039 −0.041 −0.041
(0.129) (0.129) (0.057) (0.057)

Participant? ✓ ✓ ✓ ✓
Round? ✓ ✓ ✓ ✓
Observations 160 160 320 320
Log Likelihood -48.702 -48.702 -73.221 -73.221
Akaike Inf. Crit. 117.405 117.405 166.442 166.442
Bayesian Inf. Crit. 148.157 148.157 204.125 204.125

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

Table 3. Regression Results
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Study 1

We investigated whether participants were more likely to take the advice of a human (H1) or an algorithmic
(H2) advisor based on the advisor’s framing. In our first model (S1_Student) in Table 3, we regressedWOA
on our four conditions, using the student condition (i.e., low-expertise human advisor) as the reference
group to test our first hypothesis. To test our second hypothesis, we constructed a similar model (S1_Stat
Model) using the statistical model condition (i.e., low expertise algorithmic advisor) as the reference group.
We statistically controlled for ATI, domain knowledge, age and gender, and included random intercepts for
participant and task.

In model (S1_Student), Industry Expert (i.e., high expertise human advisor) had a 0.125 higher WOA on
average compared to Student. This association was significant (p < 0.05). A 12.5%-point increase in WOA
due to high expertise for the human advisor appeared to be practically meaningful. Thus, we found support
for our first hypothesis that expertise increases advice-taking for humans.

In model (S1_Stat Model), the AI condition was associated with a 0.06 higher WOA on average compared
to the statistical model condition. However, due to the lack of statistical significance (p > 0.1), we could not
support our second hypothesis that expertise increases advice-taking for algorithms.

In bothmodels, statistical models had a 0.206 higherWOA compared to students (p < 0.01). The coefficient
ofmodel (S1_Student) indicated a 0.266 higherWOA for the AI condition compared to the student condition
(p < 0.01). This indicated algorithm appreciation for the non-expert case.

We did not find statistically significant coefficients for ATI in both models (p > 0.1). Our results suggested
no significant differences based on domain knowledge in the specified models (p > 0.1). The results for
age and the gender female themselves did not indicate a significant effect on WOA (p > 0.1). Omitting the
ATI, domain knowledge, age, and female did not change the interpretation of the regression results for our
variables of interest.

The intra-class correlation (ICC) for Participant was 0.22 in both models. For Task, it was 0.02. Due to the
small ICC (ρ < 0.05), the task could arguably be omitted. However, this only changed the coefficients in the
third decimal place and caused no changes with respect to the significance thresholds. In summary, we find
support for a human expert effect in advice-taking in Study 1, but cannot confirm an expert effect between
the algorithmic conditions in an algorithm appreciation scenario.

Study 2

Table 3 shows the results of Study 2 in the models (S2_Student) and (S2_Stat Model). Expertise increased
WOA by 0.109 for the human condition in model (S2_Student). This coefficient was statistically significant
(p < 0.01). A 10.9%-point increase in WOA due to high expertise appeared to be practically meaningful.
Thus, we found support for our first hypothesis.

Our results from model (S2_Stat Model) indicated no significant difference between the statistical model
and the AI (p > 0.1). A 0.4%-point increase in WOA due to higher expertise in the algorithmic condition
does not appear to be practically meaningful either. Thus, we could not confirm our second hypothesis that
an expert effect is prevalent for algorithmic labels in a general population.

Similar to Study 1, the results indicated a 0.095 higher WOA for statistical models compared to students
(p < 0.05). The coefficient for the AI in model (S2_Student) indicated algorithm appreciation in the form
of an increase in advice-taking by 0.099 if the advice came from an AI compared to advice from a student
(p < 0.05). However, the results revealed no statistically significant difference between the statistical model
and the industry expert (p<0.1). This confirmed the observation of algorithmappreciation in the non-expert
case from Study 1.

We did not find statistically significant coefficients for ATI, age, and a female gender (p > 0.1). However,
our results suggested a significant decrease in WOA of 0.025 based on domain knowledge in the specified
model (p < 0.1). Just as in Study 1, omitting the control variable did not change the interpretation of the
regression results for the variables of interest.
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The ICC for Participant was 0.40 and 0.02 for Task. Omitting Task (as ρ < 0.05) did not change coefficients
except for the third decimal place. In summary, we found support for a human expert effect in advice-taking
but not for an algorithmic expert effect in an algorithm appreciation scenario in Study 2.

Robustness Checks

We’ve included the results of an alternative formulation of our regression in Figure 4. The twomain variables
of interest in the models are High Expertise and Algorithmic Advisor. The binary dummy variable High
Expertise took the value 1 for high expertise (AI, industry expert) and 0 for low expertise (statistical model,
student). Similarly, the binary dummy variable Algorithmic Advisor took the value 1 for the algorithmic
condition (AI, statistical model) and 0 for the human condition (industry expert, student). The interaction
coefficient between these two variables controlled whether the effect of one variable depended on the other.

Figure 4. Interaction Plot of Expertise andWOA for the Two Advisor Types

In Study 1, the results indicated a 0.125 higher WOA on average for the expertise condition compared to
the non-expert condition. This coefficient was statistically significant (p < 0.05). A 12.5%-point increase
in WOA due to high expertise appeared to be practically meaningful. The coefficients for the algorithmic
condition indicated an increase of 20.6%-points if the advice came from an algorithm compared to advice
that came from a human (p < 0.01). An insignificant interaction of High Expertise and Algorithmic Advi-
sor of -0.066 (p > 0.1) indicated no significant dependence between the algorithmic and expertise factors.
Thus, the results from our robustness check imply an expert effect across both human and algorithmic con-
ditions in an algorithm appreciation scenario. However, the measured interaction term is negative and a
non-significant interaction term does not provide evidence against the results from Study 1.

Similar to Study 1, the results from Study 2 indicated an expert effect of 10.9% (p < 0.01) and algorithm
appreciation of 9.5% (p < 0.05). However, the coefficients implied an interaction coefficient between high
expertise and algorithmic advisors of -10.5% (p < 0.05). Thus, this interaction coefficient mediates the
positive association of expertise for the algorithmic condition, confirming the results from our previous
analyses. In summary, our robustness checks support our results from Study 1 and 2.
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Post-hoc analysis

We also investigated perceived differences in expertise. Figure 5 shows the results of the post-experiment
questionnaire. In study 1, the student condition had the lowest expertise rating of 4.53 on average. The
industry expert had the highest rating, with an average rating of 8.58. We conducted a Wilcoxon signed-
rank test, which indicated that the location shift is not equal to 0 (p < 0.01). We found similar results in
study 2 (p < 0.01). Thus, these results supported our initial assumption that industry experts are associated
with more expertise than students.
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Figure 5. Self-Reported Perceptions by Conditions

In Study 1, the statistical model had an average rating of 7.38. AI had an average perceived expertise rating
of 8.03. We conducted a Wilcoxon signed-rank test, which indicated that the true location shift is not equal
to 0 (p = 0.05). In study 2, the statistical model received a 7.24 average rating. The average perceived level
of expertise for AI was 6.93. A Wilcoxon signed-rank test was not significant in study 2 (p > 0.1). Overall,
both post-hoc analyses confirmed a perceived expert association for human advisors. The results of the first
post-hoc analysis confirmed our original assumption that AI is associated with more expertise compared to
a statistical model. Based on the results from post-hoc analysis of Study 2, we could not confirm a perceived
expertise difference between these conditions.

Discussion

The objective of this paper was to investigate the impact of expert framing on algorithmic advice utilization.
As prior research on this topic used surveys with self-reported measures and focused on perceived inten-
tions (e.g., Langer et al., 2022), our results from two incentivized experiments on regression tasks add new
and robust empirical evidence on the question whether the labeling of algorithmic advisor matters to users.
In a nutshell, we found an expert effect for human advisors in our experiments, but no expert effect for al-
gorithmic advisors. Hence, our research implies that product owners should prioritize communicating the
functional and non-functional attributes of their systems, rather than relying on buzzwords like AI.

Our experiments confirmed our first hypothesis that framing human advisors as experts increases advice
utilization. This finding is in line with prior empirical studies (Madhavan & Wiegmann, 2007; Pearson &
Mayhorn, 2017). Surprisingly and contrary to conjectures in prior work (Langer & Landers, 2019), we could
not confirm our second hypothesis that there is a similar expert framing effect for algorithmic advisors.
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Regarding self-reported perception of expertise, the technology-savvy population in Study 1 rated the per-
ceived expertise of AI significantly higher than the perceived expertise of statistical models. In contrast, for
the more general population in Study 2, we did not observe significant differences in perceived expertise be-
tween statisticalmodels and AI. Taken together, these results suggest that ”AI washing”may not be effective,
or may only affect the perceptions of technology-savvy users, but not their actions.

This study further extends the existing literature on algorithm aversion by experimentally examining the
effect of single words or labels on advice-taking. Prior research has noticed differences in algorithm advice
utilization depending on the framing of advisors (Jussupow et al., 2020). But previous studies have used
lengthy textual framings as a factor to explain differences in advice-taking and simultaneously modified
various advisor characteristics. Examples of such characteristics are years of experience, education, and
amount of advisors (e.g., Hou & Jung, 2021; Madhavan & Wiegmann, 2007; Pearson & Mayhorn, 2017).
Extending these insights, our results provide empirical evidence that even single labels are sufficient to
trigger such an expert effect.

Regarding our second hypothesis, we could not confirm the conjecture of Langer & Landers (2019) that
labels for algorithms have an impact on advice utilization. We used ametric frequently employed in research
on algorithm aversion, namely WOA (e.g., Berger et al., 2021; Logg et al., 2019). Thus, this study extends
the survey of Langer et al. (2022) on algorithmic perception by providing experimental evidence of non-
significant differences in advice-taking from algorithmic labels for a within-subjects regression task.

One possible explanation for an expert effect is the portrayal of experience and knowledge in the media
(see Önkal et al., 2009). Recently, AI has received significant attention in the media (e.g., Tarrant, 2023).
However, we only observed higher perceived expertise associated with AI in Study 1, and we did not observe
differences in advice-taking.

People tend to prefer labels they are more familiar with (Shank et al., 2019). A ”highly complex algorithm”
can lead to more algorithm aversion compared to a ”simple algorithm” (see Ganbold et al., 2022). Deter-
rence of the unknown could explain the differences in perceived expertise between the technology-savvy
population in Study 1 and the more general population in Study 2. Furthermore, the ongoing debate about
the limitations of AI (e.g., Lebovitz et al., 2021), could explain the lack of significant differences in actual
advice-taking. Due to a lack of experience with AI, individuals are unable to overcome their unconscious
bias towards AI (Turel & Kalhan, 2023).

The question at hand is why companies involve in AI-washing when it fails to contribute substantial value.
Firstly, it’s important to note that insignificant results do not necessarily indicate that the AI label is inferior
to the label ”statistical model”. Secondly, one plausible explanation could be that while the AI label may
not directly affect advice utilization, it may have the potential to shape the perceptions of the product’s or
company’s novelty and computational advancement.

Nonetheless, AI is not without controversy, exemplified by the AI Act, which the European Parliament re-
cently passed. The AI Act classifies AI applications into certain risk classes, determining the extent of legal
obligations imposed. Consequently, a situation opposite to AI-washing could emerge: Companies might be
inclined to conceal the AI content of their applications. While our study’s findings suggest that such reverse
AI-washing does not notably impact advice-taking, we emphasize the need for caution against such prac-
tices. This caution is rooted in the potential legal consequences that render such washing both unprofitable
and unethical.

In both studies, we observed algorithm appreciation or no difference in advice utilization from algorithmic
or human advisors for a regression task. This finding aligns with previous research that observed greater
algorithm appreciation for objective tasks compared to subjective tasks (Castelo et al., 2019). Taking advice
from algorithms in more subjective tasks can lead to a dehumanizing experience, where people associate
algorithms with a lack of intuitive and subjective judgment capabilities, rather than recognizing their ef-
ficiency and objectivity (Lee, 2018). Consequently, the level of algorithm appreciation might diminish for
non-regression tasks. It is worth noting that the data in our study may bemore comprehensive compared to
other applications, which could suffer from more unique characteristics (e.g., Longoni et al., 2019). How-
ever, regardless of the application area, evaluations of algorithms and research on algorithmic advice uti-
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lization should be aware of single labels turning an algorithm appreciation situation into non-significant
differences in advice utilization.

People sometimes don’t use what they don’t know and product owners should take this into account when
designing intelligent systems. Although hopes in AI systems can be high in the development phase, with
developers perceiving the potential of AI to be greater than conventional statistical models, it is important
to note that people may not rely on AI advice until its performance is demonstrated to be better than other
alternatives. Therefore, AI should not be used because it is a buzzword, but in situations where it brings
added value. Simple AI washing without real substance does not work.

Limitations & Outlook

Exploring the effects of labels on algorithmic advice utilization is a promising avenue for future research.
For example, the observed effects could be larger for individuals with a negative attitude towards algorithms
(Langer et al., 2022). We focused on competent advisors, while failing algorithms might disappoint (Prahl
& Swol, 2017) or require a recovery from initial aversion (Leffrang et al., 2023). Additionally, terminol-
ogy could differ in dimensions, such as cognitive flexibility (Longoni et al., 2019) or task characteristics
(Lee, 2018). Future work can examine whether people understand how expertise manifests in algorithms or
whether additional cues on the sophistication of algorithms are necessary.

As not all factors influencing algorithm appreciation are known (Jussupow et al., 2020), we did not pre-
register hypotheses on algorithm appreciation. Other tasks and measures can enhance insights beyond
regression. We acknowledge that WOA is a common dependent variable in the algorithm appreciation lit-
erature. However, it is important to note that WOA has limitations (Bonaccio & Dalal, 2006). While the
evaluation of advice utilization among students and crowdworkers is a prevalent research design within
the field of algorithm aversion (e.g., Fügener et al., 2022), subsequent studies could focus on more specific
populations in diverse scenarios, like long-term predictions with many possible futures.

Finally, framing is not the only factor influencing algorithmic advice utilization. While our specific task
involves users’ estimation and decision-making, we recognize that the advisory process encompasses further
stages like data collection, model training, and advice communication. We encourage further research to
explore other factors, like different tasks and advisors’ quality, and their interactions with framing to gain a
more comprehensive understanding of algorithmic advice utilization in different contexts.
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