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Abstract 

Patients lie to their doctors for a variety of reasons such as judgement, embarrassment, 
and financial concerns. These reasons are different from consumer contexts where 
information disclosure risks include the loss of data to unknown third parties. Yet, the 
same theories are commonly used to frame both settings. This overextension of theory 
leads to important differences in the results of these studies. We propose that additional 
theorizing is needed to reconceptualize privacy calculus to more accurately explain 
healthcare patient disclosure. Using a hybrid methodology based on both a grounded 
theory approach and construal level theory, this study explores the perceived risks and 
benefits of health data and consumer data disclosure. The results reveal significant 
differences in psychological distance and construal levels between the two contexts which 
can improve future theorizing. This deeper understanding could help improve the 
accuracy of patient disclosure and reduce harm in clinical systems. 
 
Keywords:  information privacy, disclosure, healthcare, construal level theory, critical 
realism, grounded theory 

Introduction 
Information privacy concerns and disclosure behaviors are unique in the healthcare setting from traditional 
consumer contexts (Keith et al., 2022). For example, while consumers are more concerned about issues like 
secondary use by third parties (Smith et al., 1996), patients are more concerned about the embarrassment 
and judgment from providers (Vogel, 2019). In both cases, the privacy concerns lead to either lying in the 
information disclosed (Jerrold, 2011; MedicareAdvantage.com, 2018) or limitations in the amount of 
information tracking allowed via privacy settings (Almuhimedi et al., 2015). However, the consequences of 
lying or withholding information are drastically different in each case. With consumer accounts and 
applications, withholding information may simply result in limited personalization and utility for the 
consumer. But for the patient, the result could be misdiagnosis (Palmieri & Stern, 2009) and potential death 
(Shojania & Dixon-Woods, 2017). Given that approximately 1 in 20 patients are affected by some form of 
preventable harm (Panagioti et al., 2019), it would be a great benefit to understand why patients disclose 
inaccurate information. 
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Despite the important differences between the healthcare and traditional consumer contexts, academic 
research in healthcare privacy has largely adopted the existing theories from business research such as 
privacy calculus (Dinev & Hart, 2006; Laufer & Wolfe, 1977) with some adaptation (e.g., Cherif et al., 2021; 
Dinev et al., 2016; Harborth & Pape, 2022; Keith et al., 2022; Li et al., 2016; Lustgarten et al., 2020). Privacy 
calculus frames information disclosure decisions as a rational tradeoff between the risks and benefits of 
disclosure in a particular context. Yet, there are significant differences in the risks and benefits of a 
healthcare setting versus consumer application context that are not fully understood that may limit the 
applicability of privacy calculus theory as a blanket explanation for all situations including healthcare.  

For example, there are differences in the types of information collected as well as who that data might be 
exposed to. Traditional e- and m-commerce contexts collect data about names, emails, phone numbers, 
addresses, and anything else needed to personalize services and offerings whereas healthcare requires data 
about the body or mind. Health data is sensitive and personal to individuals and will be shared with doctors, 
nurses, and other providers whereas consumer data is not typically analyzed by a human, but rather, used 
in automated systems for machine learning unless that data is breached and collected by a hacker. 

In addition, there is a great difference in the temporal immediacy of the risks of health data disclosure (e.g. 
immediate embarrassment and judgment from doctors of sensitive information) versus consumer data 
disclosure (e.g. eventual long-term spam or availability of data on the dark web). This is relevant because 
risks that may occur long into the future are often minimized by consumers (Acquisti & Grossklags, 2003). 
As a result, risks may not be accurately estimated in traditional consumer contexts compared to healthcare 
settings. Similarly, the benefits of disclosure are often immediate in consumer contexts relative to 
healthcare settings. For example, if you download an app to give you driving directions, then those benefits 
come immediately whereas if you seek healthcare for depression in the form of medication or therapy, it is 
less likely that you would find immediate results. In summary, the healthcare context is sufficiently unique 
that privacy and disclosure decisions need to be theorized differently from the consumer context from the 
ground up. To this end, we seek to understand how the information disclosure risks and benefits are 
different between the healthcare and consumer contexts. 

Prior research has explored why patients lie to their providers (Jerrold, 2011; Masters et al., 2022; 
MedicareAdvantage.com, 2018; Palmieri & Stern, 2009; Vogel, 2019). Similarly, researchers have explained 
the variety of privacy risks relevant to consumers (Karwatzki et al., 2022). But our research question goes 
beyond understanding the information disclosure risks perceived in both contexts to a broader question of 
how the risks and benefits are weighed differently in the healthcare setting. This cannot be fully resolved 
with a positivist approach because so much is unknown about the information disclosure risks in healthcare 
settings. However, there are theories that can inform this issue. Therefore, the methodology of this paper 
most closely aligns with critical realism using abduction and retroduction (Mingers et al., 2013). Based on 
this framework, our main objectives within this paper are to (1) describe the events of interest, (2) retroduce 
a plausible hypothetical mechanism to explain these events (in keeping with critical realism methodology), 
and (3) present preliminary findings of our qualitative research thus far. 

Having explained the events of interest above (i.e. information disclosure in the healthcare context), we 
find that construal level theory (CLT) describes a promising hypothetical mechanism that may offer some 
insight to frame the healthcare setting uniquely from the consumer context. Construal level refers to the 
degree of abstractness used to conceptualize objects and events beyond our own current, direct experience      
(Liberman & Trope, 2003; Trope & Liberman, 2010; Trope et al., 2007). Phenomena that are more 
“abstract” typically have weaker influence on our preferences and behavior than those that are more 
“concrete.” Recent research has demonstrated that the construal level can explain how information 
disclosure risks and benefits vary in their importance in disclosure contexts (Butori & Miltgen, 2023). We 
propose that CLT is ideal for explaining the uniqueness of the healthcare disclosure context.  

Therefore, to study this phenomenon, we executed a qualitative data collection to ask a variety of potential 
patients what they believe the risks and benefits of healthcare data disclosure would be for them in a 
particular medical context where certain data elements would be requested (height, weight, illegal drug use, 
prescription drug abuse, exercise, sexual activity, alcohol consumption, smoking status). In addition, we 
asked the same question of potential consumers of a particular mobile app designed to give personalized 
restaurant recommendations (body mass index, smoking status, alcohol consumption, soda consumption, 
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dessert consumption, fast food consumption, amount of overeating, use of diet-related medication, 
exercise). The data from this collection were open-ended text responses. The results were categorized using 
a grounded-theory approach and then juxtaposed against the various types of psychological distances (near 
versus far) proposed by construal theory. This combination of methodological approaches is typical of 
critical realism which is ideal for research contexts where neither a fully positivist or constructivist approach 
is completely ideal. 

While the results do confirm many of the findings from prior research on why patients lie to their doctors, 
they also reveal new topics that were not reported in prior research. Importantly, the results also suggest 
that there are significant differences in the psychological distance of the risks and benefits to disclosed 
health data versus data needed for a consumer app—even though several of the data elements were the 
same in each context. The implication of this finding is that existing theory intended to explain information 
disclosure should measure and consider psychological distance in the risk/benefit tradeoff. Disentangling 
differences in risk and benefit in the commercial vs healthcare setting may enlighten how to increase the 
willingness to share personal information and the accuracy of information shared.  This has theoretical as 
well as practical significance.  

Patient versus Consumer Disclosure 
In 2018, a US-based national survey found that as many as 81 percent of respondents have withheld 
medically relevant information from their clinician (Levy et al., 2018; MedicareAdvantage.com, 2018). The 
types of information respondents admitted to withholding from health care providers included items such 
as disagreement with a provider’s advice, suboptimal exercise and diet habits, nonadherence to a 
prescription medication regimen, substance abuse, and whether they understood their provider’s treatment 
instructions (MedicareAdvantage.com, 2018; Vogel, 2019). The most common reasons patients gave for 
withholding medical information from a clinician were (1) not wanting to be judged or lectured, (2) not 
wanting to hear how harmful their behavior was, and (3) embarrassment (Levy et al., 2018; Vogel, 2019). 
All the information a clinician requests from a patient during an exam has clinical significance, and 
attempting to treat a patient without accurate information can lead to medical errors, such as misdiagnoses 
or prescribing contraindicated medication (Jerrold, 2011). 

Compare this with disclosure behavior in a consumer context, in which the most commonly cited reasons 
for withholding or misrepresenting personal information revolve around physical threats to safety, social 
influence, loss of money, and fear of prosecution or job loss (Karwatzki et al., 2022). We expect some level 
of overlap between these risks and those for the healthcare domain. However, we also expect to find a 
different emphasis or level of risk (i.e. the probability and impact of those risks) between those that overlap. 

While the risks identified by Karwatzki et al. (2022) are legitimate and powerful predictors of consumer 
disclosure behaviors, they are inspired by end scenarios that are perhaps less visceral and immediate than 
the disapproving look or disparaging comment a patient may receive from their physician upon disclosing 
sensitive and embarrassing behavior. Additionally, the requested information itself in a healthcare context 
is often more sensitive, intimate, and/or personal than the information typically requested in a consumer 
context. While the mishandling of personal data commonly associated with retail transactions, such as 
credit card numbers or email addresses, remains a source of distress and concern, the potential 
repercussions are generally less intimate and consequential compared to the mishandling of health data. 
This is because retail-related details primarily pertain to transactional aspects and do not offer profound 
insights into an individual's personal identity, lifestyle, or well-being, as is often the case with health 
information. 

Despite these differences in the perceived risks of disclosing accurate information between consumer and 
patient contexts, privacy calculus theory is perhaps the most used framework for both settings (Cherif et 
al., 2021; Dinev et al., 2016; Harborth & Pape, 2022; Li et al., 2016; Lustgarten et al., 2020). While privacy 
calculus has proven effective in explaining a significant degree of consumer behavior, it has limitations 
centered around its assumption of humans as rational actors who can adequately estimate and quantify the 
risks and benefits of disclosure. However, as indicated above, there may be significant differences between 
the consumer and patient context in our ability to assess perceived risks and benefits. Next, we theorize one 
way to differentiate these two contexts.  
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Construal-Level Theory and Psychological Distance 
Construal-level theory (Trope & Liberman, 2010; Trope et al., 2007) provides a framework that is 
particularly well-suited to highlight the differences between the risk and benefit perceptions that determine 
information disclosure in the healthcare context versus traditional consumer electronic accounts. Construal 
level indicates how abstractly (high level construal) or concretely (low level construal) information is 
processed. A concrete mindset refers to thinking about the how of a task. For example, rubbing a toothbrush 
across your teeth is low-construal or a concrete aspect of tooth-brushing, while abstract (high level 
construal) aspects of toothbrushing would be to prevent tooth decay. In a concrete mindset (i.e., low-level 
mental construal), the value of a product is not abstract or emotional but rather cognitive in terms of 
likelihood of outcomes (Hong & Lee, 2010). Low construal thinking individuals focus on the details of the 
task (Mehta et al., 2014). 

The level of concreteness at which an individual constructs a situation can be affected by situational  factors 
(Vallacher & Wegner, 1987; Wegner & Vallacher, 1986). For example, low construal thinking can be 
triggered by asking individuals how to accomplish a goal (Fujita et al., 2006), by thinking of more proximal 
events (Liberman & Trope, 2003), and by providing higher goal specificity and importance (Ülkümen & 
Cheema, 2011). For example, low construal would be how to provide answers to get a prescription to heal a 
sore throat, versus high construal of what to do to get a visit with a physician to get better. Trope and 
Liberman (2010) propose two criteria for determining which features of an object are high level and which 
are low level: centrality and subordination. High-level features play a more central role in the meaning of 
an object; therefore, altering a high-level feature will have a greater impact on the object’s meaning 
compared to modifying a low-level feature. Additionally, low-level features derive meaning from high-level 
features to a greater extent than the reverse. In the example of attending a lecture, the topic of the lecture 
is both more central than and superordinate to the location of the lecture, and the topic thus constitutes a 
higher level of construal than location. 

The level of construal concreteness (low construal) or abstractness (high construal) is tightly related to and 
commonly approximated using psychological distance. In construal theory, four types of psychological 
distance are identified: temporal, spatial, social, and hypothetical. Temporal distance refers to the timing 
of events: whether they will occur sooner (low construal) or later (high construal). Events that are expected 
to occur further in the future are harder to conceptualize. This temporal distance leads decision makers to 
discount future events and devalue positive future outcomes (known as hyperbolic discounting) (Acquisti 
& Grossklags, 2003; Laibson, 1997). Spatial distance is the physical proximity of events. For example, 
sharing data with a doctor that is going to be seen face-to-face in the next room is a low (concrete) construal 
compared to high construal (abstract) of losing data to a third party overseas who you will never meet 
personally. This example also applies to social distance which refers to the relationship space between 
people or groups. A patient may develop a relatively close personal relationship with a doctor over time. 
Even seeing the doctor face-to-face once without ever seeing them again represents a much lower and more 
concrete construal level than an unknown hacker who steals your data who you will never meet personally. 
Finally, hypothetical distance refers to the likelihood that an event will occur. A likely event is low-construal, 
concrete, or “near” versus an unlikely event that is high-construal, abstract or “far”. For example, a patient 
may believe that it is very likely that they will get into legal trouble for sharing their illegal drug use versus 
unlikely that they will suffer from identify theft from having their password stolen. 

There is a small but growing body of research that utilizes CLT to examine privacy behavior (Bandara et al., 
2018; Cloarec et al., 2022; Hallam & Zanella, 2017; Singh et al., 2018). However, two are particularly 
relevant to our context. First, only one addresses the healthcare context (Singh et al., 2018) but applies 
specifically to healthcare data breaches which is an important, but distinct, topic from ours. Second, and 
most relevant to our context, Butori and Miltgen (2023) use construal level as a moderator of perceived 
risks and benefits. They found that only concrete (as opposed to abstract) risks caused consumers to reduce 
their information disclosure. 

This is meaningful to our purpose if the types of data and risks associated with that data in the healthcare 
context have greater “concreteness” than traditional consumer contexts. If true, then this would explain 
differences in the strength effect sizes of perceived risks versus benefits in the privacy calculus that 
consumers/patients formulate to make disclosure decisions. Figure 1 visualizes the implications of our 
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propositions for privacy calculus theory which would account for the healthcare and consumer contexts by 
incorporating construal level and psychological distance.   

 
Figure 1. Construal-Based Privacy Calculus Model for Future Research 

 
Essentially, construal level and psychological distance moderate the effect of perceived risks and benefits 
on information disclosure depending on the context. In healthcare, we expect that the risks identified in 
prior literature like embarrassment, judgement, and financial or job loss are more concrete and 
psychologically near to individuals. Thus, perceived risks will have a larger (negative) effect on reducing 
information disclosure than perceived benefits have on increasing disclosure leading to a greater amount 
of lying to healthcare providers. In more traditionally studied e- and m-commerce contexts, the benefits of 
disclosure (e.g. personalized recommendations) are easier to construe and psychologically close to 
consumers; thus, leading to perceived benefits having a larger effect on disclosure (e.g., Keith et al., 2015; 
Keith et al., 2013). 

However, although we have stated some expectations about the differences in the concreteness of 
perceptions between the risks and benefits of health data versus consumer data, we do not feel it is 
appropriate to hypothesize these differences without first better understanding the actual risks and benefits 
associated with each context. This is because psychological distance is typically measured in specific 
contexts as opposed to general categories like perceived risks and benefits are often measured. For example, 
we could not ask a research participant to tell us how concrete or abstract the risks and benefits of health 
data are without referring to specific data elements (e.g. name, address, phone number, height, weight, 
exercise, alcohol consumption, depression, anxiety, etc.).  

Therefore, the purpose of this research (as stated earlier) is to identify a list of perceived risks and benefits 
associated with health data versus consumer data elements so that we can categorize those risks and 
benefits and differentiate them by construal level’s psychological distance.  

Methodology 
Critical realism asserts an ontological distinction between the real world and our knowledge of it (Bhaskar, 
2013). It contends that there are real, underlying mechanisms (in this study, construal level) that might 
produce observable events, even if the mechanisms themselves are not always observable. This philosophy 
guides our exploration of how construal level may influence perceived risks and benefits of disclosure in 
various contexts, and we felt this was an especially relevant approach, given the difficulty of observing and 
empirically quantifying the process by which individuals make disclosure decisions. By acknowledging the 
real-world implications of disclosing health data and understanding that our perceptions of these risks and 
benefits can vary, we employ a research approach that is both realistic and sensitive to our subjective 
interpretations. 

Although we have some expectations regarding construal level and psychological distance, we must use an 
interpretive, grounded theory approach to understand how the specific types of perceived risks and benefits 
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are different in health data. Grounded theory has been often used in both healthcare research (Cutcliffe, 
2000; Walker & Myrick, 2006) and information systems research (Urquhart et al., 2010; Wiesche et al., 
2017). Grounded theory uses inductive reasoning based on qualitative data where ideas and concepts 
emerge from data (Glaser & Strauss, 2017). Specifically, it calls for an initial coding of distinct ideas or 
themes in the data, achieved by continuously comparing each new data point with the existing codes to 
determine fit, followed by an examination of the relationships between these categories (referred to as axial 
coding). Grounded theory is appropriate in our context because, as mentioned above, prior research on the 
risks and benefits of information disclosure are largely based in the context of e- and m-commerce which 
may not be sufficient to hypothesize about concepts like construal level and psychological distance. In line 
with the principles of critical realism, we recognize that our interpretations emerge from real-life 
experiences, but these interpretations are socially and culturally mediated. If we are to understand specific 
risk and benefit perceptions regarding health data, we must start with a qualitative data collection. 

To collect data for our study, we created vignettes for two hypothetical, but specific, information disclosure 
contexts that could be relevant to people from a wide range of backgrounds. Participants were randomly 
assigned to the health care or consumer mobile app disclosure survey. The health care survey began by 
explaining to participants that we were mental health researchers who wanted to understand the causes of 
depression in adults. We chose depression research as our premise both because of its relevance, as an 
estimated 30 percent of adults in the US report being diagnosed with depression at some point in their life 
(Witters, 2023), as well as to enhance the believability of our survey, as depression is a widely-recognized 
health condition with standardized measures that could feasibly be screened for online. Participants were 
informed:       

We are working to better understand the causes of depression in adults. To do so, we need to clinically 
measure and assess depression in individuals and ask them for important health background data 
including: height, weight, smoking, tobacco & vaping usage, alcohol use, illegal drug use, prescription 
drug misuse, sexual activity, and exercise regularity.   

While disclosing each of these health data points accurately and honestly may help providers better 
diagnose and treat symptoms of depression, it also comes with certain risks that may cause patients 
to lie or exaggerate their responses. We ask for your help in coming up with a list of all potential risks 
and benefits of sharing this data. Please think carefully about what you personally would be 
concerned about when sharing this data and what benefits you would hope to receive from sharing 
this data.  

The second context was a consumer mobile application. For this, our goal was not to select a context that 
would represent all possible range of contexts. Rather, our purpose was to learn how the psychological 
distance differed between risks and benefits in a sample consumer context that might be somewhat 
comparable to the healthcare context chosen. Therefore, we selected the context of a restaurant 
recommender app because it could require certain data fields similar to the health context. The participants 
were told: 

We are working to develop a better algorithm for a mobile app that recommends restaurants. To do 
so, we need to assess food preferences in individuals and ask them for important background data 
including: BMI, smoking, alcohol consumption, carbonated beverage (soda) consumption, dessert 
consumption, fast food consumption, overeating, use of diet-related medication, and exercise.  

Although having this data will help us give customers a more accurate restaurant recommendation, 
it is possible that customers will be hesitant about the risks of sharing personal information. We ask 
for your help in coming up with a list of all potential risks and benefits of sharing this data. Please 
think carefully about what you personally would be concerned about when sharing this data and 
what benefits you would hope to receive from sharing this data.  

To preserve the believability of the premise of the survey, we needed to find related or substitute measures 
for some data fields (e.g., it would be suspicious for a restaurant recommender app to require users to 
disclose their height and weight, but BMI is a related, comparably sensitive measure). We were unable to 
identify a non-healthcare commercial context in which the exact questions used in a medical screening 
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survey could be posed without arousing suspicion and jeopardizing the results of the study. Indeed, the 
premise of this study is that the data required, and risks involved in each setting are very different. We thus 
concluded that using questions appropriate in a near approximation (such as a restaurant recommendation 
context) represented a weaker threat to the validity of our results. Although the data elements being 
collected in each context are not perfectly aligned, the restaurant recommender context allows us to base 
the differences in responses more on who the data are being shared with as opposed to what data is being 
shared—at least relative to other consumer contexts. After reading the text, participants were given a list of 
textboxes to enter their responses into and were required to enter at least two risks and two benefits with 
the option of entering up to ten for each.  Participants were randomly assigned to respond to only one of 
the health or consumer contexts, but not both. 

We received a total of 684 responses between two surveys and we implemented a survey design that ensured 
participants' responses were limited to a single context. Approximately two-thirds of these responses were 
collected from Prolific and the other third from MTurk which have been demonstrated to provide results at 
least as valid as those of a professional online panel (Lowry et al., 2016; Palan et al., 2018). Two-hundred 
and eighty-two responses were dropped either because they missed a trap question or provided no relevant 
text responses to be analyzed. Of the remaining 402 responses, 202 completed the procedures for the 
mental health context and 200 for the mobile app context. Of those who chose to report, this sample was 
represented by 51.6 percent females, 70.6 percent Caucasians, 5.5 percent African Americans, 5.2 percent 
Asians, 5.0 percent mixed ethnicities, 4.0 percent Hispanics, 3.0 percent other, and 1.5 percent Native 
Americans. The average age was 35.8 years old. Online panels were utilized to more accurately reflect the 
method of providing private information online and to increase the diversity of our sample population 
beyond what a local focus group could provide.  

Our coding process was conducted by three researchers. The initial open coding and comparison process 
for each pool of responses (health data risks, consumer data benefits, etc.) was carried out by a single 
researcher, to promote familiarity with the data and category coherence. Categories were intended to be 
mutually distinct; multiple benefits or risks could be identified in a single participant comment, and coding 
processes reflected this. Because of the manageable number of responses collected, open coding was carried 
out for all responses, rather than coding until saturation was perceived. Axial coding and any ambiguous 
cases were then discussed by the three researchers until a consensus was reached, with an emphasis on 
identifying themes in the risks and benefits that applied in both contexts and spanned both concrete and 
abstract outcomes. For the risks, we then mapped the categories to the dimension identified by Karwatzki 
et al. (2022). Given the absence of an established framework for potential disclosure benefits, the higher-
order categories were systematically formulated by our research team. This process was in line with critical 
realism’s emphasis on epistemic relativism, acknowledging that while we’re aiming to understand real-
world phenomena, our categorizations are influenced by our historical and cultural standpoints.  

Results 
Health Data Risks 
Figure 2 visualizes the percentage of the detailed categories coded about each identified health data risk. 
Like prior health care disclosure research, the primary concern was the fear of judgment and 
embarrassment (25.7 percent). The next most common risk was abstract, non-specific privacy (24.2). 
Although every issue could be considered a “privacy” concern in the broadest context, this category covers 
remarks that were either non-specific privacy risk or secondary use by third parties. This type of concern 
(which often showed up in the written participant remarks as simply the term “privacy”) does not fit in the 
specific categories outlined by Karwatzki et al. (2022). Legal concerns (9.1 percent) were the next most 
common which may be the result of including illegal drug usage as one of the data points in question.  
The fear of discrimination (6.8 percent) by the hospital and doctors themselves was the next most common 
concern. The risk of insurance costs rising (5.8 percent) was next, followed by the fear of mistreatment 
which included not only misdiagnoses (4.2 percent), but both a desire to get the treatment they did want 
(5.6 percent) and avoid the treatment they didn’t want (4.1 percent). Embarrassment (2.7 percent) came 
next followed by exploitation or blackmail by others (2.4 percent). Social consequences (2.0 percent) 
included the worry that spouses, children, or other loved ones would find out about bad behaviors.  
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Figure 2.  Health Data Detailed Risk Categories 

 

High Level  Category Example Statements 
Social Judgment “I don’t want the doctor to judge me.” 

Embarrassment “It’s just generally embarrassing for people to know how much you 
drink or that you never exercise.” 

Discrimination “The doctor might discriminate against me because I’m overweight.” 
Exploitation               
 

“Knowing a person's sexuality can be negative when that information is 
used without consent and to do harm against LGBTQ people.”      

Relationship “I don’t want my kids to know my lifestyle.” 
“My partner might find out about my sexual activity.” 

Distrust* “Doctor might not take you as seriously if you did not disclose before, 
but now you do. Trust issues moving forward.” 

Psychological 
 

Mental health “It might affect my mental health to talk about weight.” 
“All of the questions in general just make me anxious.” 

Dr doesn’t care* “Healthcare providers don’t take patient's problems seriously, it’s just 
another case for them.” 

Abstract      
privacy* 

Non-specific 
privacy* 

“My data could be lost or stolen and shared with third parties.” 

Prosecution-
related      

Legal      “Disclosing your illegal drug use could result in jail time.” 

Resource-
related      

Insurance      “Insurance companies might charge me more if they knew how 
unhealthy I am.” 

Avoid cost      “The doctor may find something expensive wrong with me.” 
Bad pricing      “They may offer different pricing based on the data I give them.” 

Treatment* 
 

Misdiagnosis*           “Healthcare provider may dismiss other symptoms due to being 
overweight or not active enough.” 

Get treatment*      “Revealing past drug misuse may lead the provider to blacklist many 
viable options for medication for you.” 

Avoid treatment*      “If you are honest some might be afraid of being committed to a mental 
health institution.” 

Gaming* “Doctors assume patients are lying about the amount they smoke or 
drink and add on to the number given, so giving an honest number 
means the doctor will calculate it high.” 

Unnecessary*      “Patients might not be given an explanation for needing this 
information and feel it is unnecessary.” 

Unsure* “I may not remember the information exactly so it’s better not to share 
it.” 

Ignorance* “I’d rather not know just how unhealthy I am.” 
Poor 
communication* 

“Language barriers might make someone hesitant to share data because 
they worry they can’t fully explain themselves” 

Career-related      Lose job “If my work finds out about my drug use, I’ll lose my job.”           
Table 1. Health Data Risk Categories and Examples 



Patient versus Consumer Information Disclosure 

Forty-Fourth International Conference on Information Systems, Hyderabad 2023 
 9 

While the concerns above were most common, there were some less frequent, but very interesting concerns 
that have not come up in prior research that were primarily related to uncertainty. For example, there was 
a concern that one’s mental health would suffer from sharing sensitive information as well as a belief that 
doctors do not care so they don’t need to know. Also, one self-admitted doctor said that they always assume 
that patients lie and exaggerate how little they drink alcohol or use drugs, and patients know that doctors 
assume that. Therefore, the patients will admit only half of their actual drug use, for example, knowing that 
the doctor will assume an amount double that size. This is a form of “gamified” lying. Distrust refers to 
when a patient has lied in the past so they must lie again or else the doctor will no longer trust them. Other 
minor issues included not being sure if the patient remembers their information correctly, not knowing why 
the data is needed, or simply preferring not to know just how unhealthy they might be. 
In Table 1, we map the detailed categories found during coding to the higher-level categories identified by 
Karwatzki et al. (2022). We placed asterisks next to categories that were not explicitly included in that prior 
research. In addition, we provide example statements from respondents to represent each category. The 
primary difference in our findings was the concern about treatment which we believe is distinct from the 
physical privacy risk category identified by Karwatzki et al. (2022). In their study, physical risk referred to 
issues like physical assault whereas treatment refers to the concern that disclosed information may result 
in a misdiagnosis or the inability to get or avoid treatments. Treatment risks are much more concrete and 
psychologically “near” from a CTL perspective than the chance that someone might come to your home and 
assault you. 

Health Data Benefits 
The results of the health data benefits categorization are found below in Figure 3 and Table 2. Because 
Karwatzki et al. (2022) did not develop a framework around disclosure benefits, we include our own higher-
level categorizations. Similar to the healthcare risks, participants were able to produce a wide range of 
benefits indicating that they are also more concrete and easier to construe or more psychologically “near.” 
The primary benefit perceived was an accurate diagnosis (20.5 percent). However, a variety of other 
interesting benefits arose we well including better overall help from the provider (14.4 percent), greater 
patient safety (12.9 percent), better long-term health (10.3), more information (9.8 percent), more 
appropriate medications (7.8 percent), access to resources (6.6 percent), and more. 

 

 
Figure 3.  Health Data Benefits 
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High Level Category Example Statements 
Overall 
health 

Better health  “better more informed care plan”; “foundation to begin treating you”; 
“allows one to see behavior that is not healthy”; “get better health” 

Diagnosis  “a clearer picture of what is wrong with you”; “deeper understanding of the 
cause”; “accurate diagnosis”      

Right 
medications 

“better prescription”; “prevent medication errors”’   

Get resources 
to help  

“better recommendation for treatment”; “provide additional services for 
things like substance abuse”;   

Get better 
help  

“better education from Dr”; “make most informed decisions”; “better help”; 
“provide better referrals”  

Increased 
patient safety  

“avoid medication errors”; “know risk factors can influence treatment 
methods”   

Accurate risk 
assessment  

“this data could help the provider be aware of potential conditions that 
might crop up for the patient”; “an accurate risk assessment”  

Knowledge-
related 

Provide more 
information  

“better information for studies”; “administrative”; “medical records”; 
“consistent overall view of trends”; ”research acceleration”      

Self-learning      “can know about your body”; “you can understand how you are coping”; “the 
patient would have to confront the truth about their habits”  

Social      Build trust      “potential for human connection/kindness” 
Resource-
related      
  

Help 
insurance      

“insurance premium might be lowered”; “save the customer money”; 
“potentially lower insurance rates”  

Increase 
efficiency      

“more efficient healthcare”; “reduce wait time”; “save time”; “reduce 
unnecessary testing”   

Table 2. Health Data Benefits Examples 

Consumer Data Risks 
Figure 4 and Table 3 illustrate the frequency of consumer data risk categories. Abstract, non-specific privacy 
concerns were the most prevalent by far (49.4 percent), almost outnumbering the other 15 categories 
combined indicating the difficulty that respondents had in conceptualizing consumer data risks. All 
remaining categories matched to the higher level categories identified by (Karwatzki et al., 2022). The 
second most cited risk was receiving targeted advertising (8.5) due to shared information. The third most 
common concern was experiencing negative feelings like shame or anxiety (8.0 percent) from sharing 
information. This was distinct from the fear of judgment by others (6.3 percent), as negative feelings were 
tied to the act of disclosure, regardless of whether someone else saw the information. 

Users also expressed concerns about the recommender app's interface and algorithm, including its potential 
simplicity leading to inaccurate recommendations or the promotion of unhealthy food despite users' 
intentions. Conversely, users worried about the app forcing healthy options and limiting their agency. 
Although these concerns were generally considered benign, bias (discrimination) and exploitation were 
more sinister. Algorithmic bias and discriminatory treatment from partner restaurants were concerns, as 
well as the app deliberately recommending unhealthy options or selling information to third-party 
advertisers for exploitation. Other common concerns included the necessity of requested information, 
financial implications like insurance rate adjustments, and potential legal, professional, and social 
consequences. However, these concerns were cited less frequently than in a healthcare context. 
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Figure 4. Consumer Data Risks 

 
High Level Category Example Statements 
Abstract 
Privacy* 
      

General Privacy  “They now have this info and can do whatever with it”; “privacy” 
Unnecessary “It seems like an invasion of privacy and unnecessary to ask about 

exercise, medication, fast food and soda consumption, dessert, smoking 
and BMI.  I wouldn't share this in any app.” 

Psychological      Negative 
Feelings                      

“Inputting this information could make users feel embarrassed or self-
conscious”; “There is no risk in the app itself, but I would worry about 
this data being sold to other companies and that I may be profiled as a 
smoker”           

General Distrust     
                

“Not understanding what the data is used for, a fear of the unknown for 
the average consumer”           

Freedom-
related 
      

Inaccuracy “The data collected could also be used to make inaccurate or biased 
recommendations. For example, if the app was to use the data to 
recommend restaurants based on BMI or activity level, then this could 
lead to recommendations that are not reflective of user preferences.” 

Loss of Control “The app might take personal choice away from the person by deciding 
they need to eat healthier.” 

Resource-
related 
 
 
      

Avoid Ads      “There is no risk in the app itself, but I would worry about this data 
being sold to other companies and that I may be profiled as a smoker” 

Exploitation “Data could be used to take advantage of my vices/cravings” 
Insurance “If sold, could it impact my insurance rates (I.e., my health statistics 

may raise my health insurance rates due to higher likelihood of illness)” 
Costs “Potential for discrimination or extra charges from restaurants should 

they obtain this data in some way. E.G. being charged more on basis of 
one's BMI.” 

Social 
 
 

Judgment “I'd be vulnerable to fat shaming, intrusive diet recommendations, or 
unwelcome comments” 

Discrimination  “I'd receive biased recommendations based on perceptions of weight 
and activity” 

Social 
Consequences 

“A partner could view your data or preferences and find out something 
they didn't know about you” 

Physical      Unhealthy 
Recommendations      

“The app using my bad eating habits against me (recommending 
unhealthy food that I have a habit of eating)”      

Prosecution-
related      

Legal      “Exposing underage drinking” 

Career-
related      
 

Job Security      “Your employer could somehow get this data and fire you for something 
they didn't like” 

Table 3. Consumer Data Risks Examples 
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Consumer App Data Benefits 

The results of the consumer data benefits categorization are found below in Figure 5 and Table 4. 
Participants identified the algorithm’s ability to offer personalized recommendations as the primary benefit 
of disclosing the requested information (46.4 percent), next noting that disclosure might allow for 
recommendations that were more health-conscious, adapted to a user’s dietary preferences or restrictions, 
or better suited to an individual’s unique palette. The second most cited category identified the app’s ability 
to provide the user with information and insights both about the offerings at various restaurants along with 
their own physiological and behavioral data. Following this, the next benefit users cited was the ways the 
app would make the selection of restaurants easier, such as the convenience afforded by outsourcing the 
decision and the possibility of receiving recommendations for a wide variety of restaurants. 

 
Figure 5.  Consumer Data Benefits 

 
High Level Category Example Statements 
Appropriate 
Recommendation 

Personalization  “Customized recommendations so there's less chance of a bad 
match.” 

Healthy 
Recommendation 

“Could recommend healthier options similar to a person’s 
unhealthy eating habits” 

Dietary Needs “Can help those with food allergies avoid places that will trigger 
the allergies” 

Enjoy Food “Dishes or drinks that may interest you” 
Discovery “The app could help you discover a restaurant you would not have 

tried previously.” 
Convenience “Not having to manually search for a restaurant that caters to my 

needs" 
Variety "Get to try new places or different places” 

Knowledge-
related 

Offerings Info “No accidentally dining at a place that doesn't serve alcohol when 
you wanted a drink and vice versa” 

Self-Analysis “The data can be used to help users monitor their eating habits.” 
Improve App “gain better insight so that app works better” 
Help Restaurants “Could help restaurants come up with new menus or dishes to 

meet trends in user interest” 
Social Better Experience “Depending on how it's asked, people may feel seen but without 

judgment, therefore going to the recommended restaurants and 
potentially having a better, more supportive experience.” 

Social “recommend you places with patrons of similar lifestyle” 
Resource-related      Cost Savings “give offers for deals related to preferences” 

Table 4. Consumer Data Benefits Examples 

A smaller but notable proportion of participants listed benefits that did not directly affect themselves, such 
as improving the algorithm and app by providing additional data, as well as helping local restaurants by 
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potentially driving more traffic to them and helping them better cater to the dietary preferences in their 
area. These comments can be seen as more distant from the self and thus a higher more abstract construal-
level. A few participants also identified an improved dining experience (such as finding restaurants with 
smoking areas or connecting with similar people at a restaurant) and financial savings (such as receiving 
recommendations for restaurants with specials or discounts) as possible benefits motivating disclosure. 
These comments can be seen as closer to the self, or the how of experience and lower more concrete 
construal-level.  

Discussion 
The purpose of this study was to demonstrate how the risks and benefits of healthcare data disclosure differ 
from consumer contexts in their construal level and psychological distance. In addition, we set out to 
identify those specific risks and benefits so they can be measured properly in future research. By positioning 
our findings within an existing framework of consumer privacy risks (Karwatzki et al., 2022), we have been 
able to identify some uniqueness. 

For example, one interesting finding from the data above is the number of health (n=22) versus consumer 
data risks (n=16). It seemed easier for participants to come up with a variety of risks for health data that 
were more evenly spread across many topics compared to consumer data which were almost primarily      
abstract privacy risks which were not easily tied to the more specific risks outlined by Karwatzki et al. 
(2022). This speaks to the construal level in terms of psychological distance of the two data types. 
Participants have more concrete (lower) risk concerns with health data than consumer data. In particular,       
abstract privacy risk came up 292 (49.4 percent) times with consumer data and only 143 (24.2 percent) 
times with health data where it was also only the 2nd most common topic as opposed to the overwhelmingly 
topmost common topic with consumer data. 

In addition, the healthcare context has unique risks and benefits have different levels of construal and 
psychological distance from consumer contexts. Most significantly, our respondents identified risks 
associated with getting treatment for their health issues. Some wanted to avoid painful treatment while 
others wanted to get the right treatment. Some were worried that miscommunication or language barriers 
would result in incorrect treatment. Others tried to “game” their treatment by anticipating that the doctor 
would assume they were understating their poor health behaviors. These risks are more concrete and easier 
to conceptualize than most consumer risks which are difficult to predict. They also have nearer 
psychological distances because mistreatment will happen immediately and can be more directly tied to a 
specific information (non)disclosure.  

Another example is that the fear of social consequences like judgment and embarrassment is much stronger 
with health data. This risk is both spatially and socially close, low construal, or “concrete” because it will 
happen face-to-face with a person that the patient may have to see repeatedly. Although your doctor may 
not be family or your best friend, they are a relationship that is much closer than an unknown hacker 
overseas. Similarly, the likelihood and timing of that embarrassment is also very close compared to some 
eventual data breach by an unknown hacker that could happen sometime in the future.  

The psychological distance of health data disclosure risks is also much closer and more concrete relative to 
the benefits. The primary benefits are a more accurate diagnosis and better help, treatment, and health 
which is based on the self. However, a patient is not as sure that a treatment will work as they are that they 
will be embarrassed when sharing health data. Similarly, it takes time for surgeries, medications, and other 
changes to take effect compared to the judgment that may happen immediately when the doctor reads your 
file and enters the room. Table 5 summarizes the differences in psychological distance for health data risks 
versus benefits which forms the reasoning for Proposition 1. 

 Spatial Social Hypothetical Temporal 
Health data risks Close (low) Near (low) Likely (low) Immediate (low) 
Health data benefits Distant (high) Far (high) Unlikely (high) Long-term (high) 

Table 5. Summary of Psychological Distances across Healthcare Data Types 

Proposition 1: The perceived risks of health data disclosure have lower (a) social, (b) hypothetical, and 
(c) temporal distance than the perceived benefits. 
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The implication of P1 is that information disclosure decision models will be affected more by perceived 
health data risks than benefits. The greater psychological distance of perceived benefits means that 
phenomena like hyperbolic discounting will play a larger role when assessing perceived benefits because 
the benefits will occur further into the future than the risks. This can explain why patients are well-known 
for lying to their providers when required to fill out intake forms. 

With consumer data, the risks are much more psychologically distant than the benefits. For example, the 
benefit of using a recommender app is that the consumer will get a personalized recommendation 
immediately that is more temporally close than a data breach that could happen sometime in the future. 
The recommendation is also much more likely to happen, and the benefits will be shared with people that 
are spatially and socially closer to you than an unknown hacker who is miles away. Table 6 summarizes 
these differences forming the reasoning for Proposition 2. Propositions 3 and 4 are based on both tables. 

 Spatial Social Hypothetical Temporal 
Consumer data risks Distant (high) Far (high) Unlikely (high) Long-term (high) 
Consumer data benefits Close (low) Near (low) Likely (low) Immediate (low) 

Table 6. Summary of Psychological Distances across Consumer Data Types 

Proposition 2: The perceived risks of consumer data disclosure have higher (a) spatial, (b) social, (c) 
hypothetical, and (d) temporal distance than the perceived benefits. 

Proposition 3: The perceived risks of health data disclosure have lower (a) spatial, (b) social, (c) 
hypothetical, and (d) temporal distance than the perceived risks of consumer data disclosure. 

Proposition 4: The perceived benefits of health data disclosure have higher (a) spatial, (b) social, (c) 
hypothetical, and (d) temporal distance than the perceived benefits of consumer data disclosure. 

In summary, P2-4 explain why so many studies of consumer privacy calculus find that perceived disclosure 
benefits are a stronger explanation of actual disclosure behavior than perceived risks (Keith et al, 2013; 
2015). The benefits of e- and m-commerce applications are perceived as more likely, immediate, close, and 
personally near than the risks.  

There are several implications of these propositions. First, if rational choice-based theories such as privacy 
calculus are to adequately account for a wide range of contexts including healthcare, they should 
incorporate construal level and psychological distance in their equations like how recent research has model 
CLT in the consumer context (Butori & Miltgen, 2023). This important moderator may account for the 
differing importance of perceived benefits and risks across contexts and provide greater explanatory power 
for actual information disclosure. 

Next, and perhaps most importantly, to aid healthcare providers in creating accurate diagnoses and save 
lives, patients need to help in lowering the construal level of the benefits of disclosing accurate information. 
They need to know how likely it will be that they will receive the benefits of health data disclosure that they 
are hoping for. They need to know when those benefits to themselves will come and understand how it may 
impact others near to them in addition to themselves. Providers may be understandably hesitant to provide 
this type of information since it is impossible to promise future health. However, rational actors prefer 
certainty to uncertainty. Therefore, it is better to provide them with more concrete ideas to help them make 
better decisions with their health behavior and information disclosure.      

This research reveals that context matters with differences found between commercial and health care 
privacy risks and benefits. With health care using many online devices and the importance of patient 
truthfulness on correct diagnosis and optimal care, the effect of construal should be further studied. 
Interviews and scale analysis for benefit categories should be done to further define the contextual impact.      
Further research to define construal level for all categories can be studied to determine the impact of 
consumer concern for privacy.  
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Future Research and Limitations 
We employed a critical realist approach in our research. Within this paper, we executed the first two steps 
of critical realist methodology: (1) describing the events of interest and (2) retroducing an explanatory 
mechanism (construal level). The additional steps of (3) eliminating false hypotheses and ultimately (4) 
identifying the correct mechanism will fall to later work. We encourage other researchers to continue testing 
the validity of construal level as an explanatory mechanism, as well as explore the potential of other 
mechanisms in explaining disclosure behavior in healthcare and consumer contexts. 

Although our sample included potential patients and consumers from a variety of backgrounds, Prolific and 
MTurk do not perfectly represent the entire population of interest. There may be risks and benefits to 
consider that did not come up in our dataset and risks and benefits may overlap in subtle ways. This is 
something that can be teased out in future research. Perhaps the primary limitation of this research is that 
we stopped short of creating measures of psychological distance for each risk and benefit that was raised. 
However, that is a clear next step for future research—to validate the assumed distances in Tables 5 and 6 
by generating measures for each data type and psychological distance. Doing so would allow testing these 
propositions above using hypotheses. Those measures could be used to augment theories explaining 
information disclosure in various contexts so that health data disclosure can be more accurately explained. 
For example, it could explain why the perceived risks of disclosure are often a much weaker explanation of 
actual disclosure behavior than the perceived benefits in consumer context (e.g., Keith et al., 2015; Keith et 
al., 2013) whereas the opposite is true in healthcare contexts (e.g., Keith et al., 2022).                 

Another potential limitation of our methodology was requiring participants to provide at least two examples 
of risks and benefits each. We could have required more examples (up to 10 were allowed). However, doing 
so may have artificially inflated the occurrence of less common risks and benefits. This would have made 
the study less generalizable given that prior research has shown that people tend to process privacy risks in 
a secondary route (Lowry et al., 2012) using shortcuts and heuristics without giving deep thought to all of 
the risks involved.  

We hope this research will be used to augment future theorizing and testing of information disclosure 
decisions across a variety of contexts. We also hope it will provide direction for clinicians who want to 
improve their patient information disclosure accuracy and subsequent diagnoses. 
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