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Abstract 

This work presents insights into consumer preferences regarding Privacy Management 
Systems in the context of the General Data Protection Regulation (GDPR). The authors 
perform a Choice-Based Conjoint experiment with consumers (n = 589) to elicit 
preferences over four attributes and compute usage likelihoods for all product 
configurations. Results show that data sharing for marketing purposes and discounts are 
the most important attributes for consumers. Furthermore, consumers prefer digital 
access to privacy-related information, detailed rights management for data sharing and 
no data sharing for marketing purposes. Moreover, a cluster analysis reveals differing 
importance weights across clusters. The study concludes that incorporating consumer 
preferences into the design and development process of Privacy Management Systems 
could increase their use and effectiveness, ultimately strengthening consumers’ privacy 
rights and companies’ legal compliance. The authors suggest researching legal, business, 
and consumer requirements more holistically to converge these perspectives to improve 
Privacy Management Systems adoptions. 

Keywords:  Discrete choice experiment, privacy, CBC, data sharing, clustering, conjoint, 
privacy management systems, privacy dashboards, privacy types 

Introduction 

The EU General Data Protection Regulation (GDPR) (European Union 2016) outlines data protection 
principles, such as lawfulness, fairness, transparency, and more1, which affect all businesses and individuals 
that collect, process, and store data from EU residents, or provide goods or services within or to the 
European Union. Since the introduction of the GDPR, many businesses have faced the challenge of 
implementing GDPR-compliant technical solutions to handle their data (Teixeira et al. 2019). However, 

 
1 Purpose limitation, data minimization, accuracy, storage limitation, integrity, and confidentiality as well 
as accountability; for an overview see https://gdpr.eu/what-is-gdpr. 

mailto:hanneke@wiwi.uni-frankfurt.de
mailto:baum@wiwi.uni-frankfurt.de
mailto:christian.schlereth@whu.edu
mailto:ohinz@wiwi.uni-frankfurt.de
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data-driven decision-making is a source of competitive advantage, and many business models rely heavily 
on data and data analytics (Davenport 2006; Sorescu 2017). In addition, consumer privacy rights could 
suffer if solutions are difficult to use or fail to fully comply with GDPR requirements. 

Privacy Management Systems (PMS) are technical solutions that enable businesses to assess data 
processing activities and ensure compliance with privacy regulations (Gartner 2023). By our definition, a 
PMS might include a consumer front-end to manage privacy settings, and in this respect, it is related to 
privacy dashboards. Overall, PMS enable businesses to comply with the GDPR, thereby strengthening the 
privacy rights of consumers. However, consumer preferences regarding GDPR requirements are opaque, 
e.g., research on privacy requirements and preferences is typically disjunct from a legal perspective and 
therefore does not consider the requirements of the relatively new GDPR. GDPR-specific research typically 
considers the law but does not consider consumer preferences, e.g., investigating GDPR requirements 
(Janßen and Kathmann 2020), proposing GDPR-compliant implementation frameworks (Tapsell et al. 
2018), or proposing solutions to specific GDPR requirements, such as privacy dashboards (Angulo et al. 
2015) and consent management tools (Kirrane et al. 2018). However, understanding and considering 
consumers’ privacy preferences is critical to the development and adoption of such tools (Hevner et al. 
2004). 

Given the current lack of consumer preference research on PMS, we elicit consumer preferences through a 
choice-based conjoint experiment (CBC) (e.g., Natter and Feurstein 2002; Raghavarao et al. 2010) on 
specific design choices of a fictive PMS in context of online shopping and the GDPR. Consequently, we seek 
to narrow the gap between general privacy research, GDPR compliance, and consumer privacy preferences.  
Our results allow the consideration of consumer preferences into the design and development process of a 
PMS, which could help to increase its use and effectiveness, ultimately strengthening consumers’ privacy 
rights and better addressing business needs. 

The paper is organized as follows: The first part provides an overview of the related work. Afterward, we 
introduce our methodology and present our study design. Thereafter, we present empirical results on the 
elicited consumer preferences and derive key design decisions for a PMS. Finally, we discuss the 
implications and summarize our findings. We conclude with limitations and provide an outlook for future 
research. 

Related Work 

In this section, we provide an overview of privacy research, including privacy economics and privacy 
disclosure behavior. We then present work on privacy engineering goals and GDPR-specific requirements, 
including existing technical solutions, such as privacy dashboards. Overall, related work will inform the 
design and setup of our choice experiment in the later sections. 

Defining privacy is an ongoing endeavor. Some authors argue against a general definition of privacy because 
it is always context-specific (Smith et al. 2011; among others). However, with the introduction of the GDPR, 
lawmakers in Europe have taken the position that privacy means being in control over the collection, 
storage, and use of personal information, as suggested by several scholars (Altman 1975; Petronio 1991; 
Westin 1968, 2003; among others). Because we focus on information privacy in the context of the GDPR, 
we refer to privacy as information privacy from here on. 

A broad stream of research investigates the economic value of privacy to consumers. Experimental results 
suggest that most consumers prefer lower prices at the expense of privacy (Hann et al. 2002; Preibusch et 
al. 2013), but some participants are willing to pay a “privacy premium” either by not disclosing private data 
or by the service provider promising not to use the data for marketing purposes (Jentzsch et al. 2012). 
Furthermore, financial incentives and convenience positively influence participants’ willingness to create 
an account with a website (Hann et al. 2007), but salient and accessible privacy information induces some 
consumers to pay a premium for purchases from privacy-protective websites (Tsai et al. 2011). Thus, 
businesses may leverage privacy as a competitive advantage in certain settings, as privacy valuations appear 
to be highly context-specific, exhibit order effects, and depend on non-normative factors (Acquisti et al. 
2013). Nevertheless, financial incentives might be relevant in the context of a PMS, as they may motivate 
usage and allow the valuation of certain design choices. 
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Another research stream investigates privacy disclosure behavior, with early works showing that stated and 
revealed preferences of consumer disclosure behavior do not match (Ackerman et al. 1999), and relating 
this dissonance to behavioral literature (Acquisti 2004). Later works refer to this observation as the “privacy 
paradox” (Berendt et al. 2005), and suggest that permission-based data collection, as now introduced by 
the GDPR, may address this paradox (Norberg et al. 2007). The privacy paradox has been a reference point 
for further studies, e.g., suggesting that an increase in perceived control may increase the willingness to 
disclose private information (Brandimarte et al. 2013). Furthermore, the extended privacy calculus theory 
(Dinev and Hart 2006) suggests that trust and personal interest may outweigh the perceived privacy risk of 
disclosing information. Moreover, privacy disclosure behavior itself may not be stable over time, e.g., 
especially older people appear to be more likely to provide less information over time (Goldfarb and Tucker 
2012). In addition, consumers constantly adapt their behaviors to the privacy practices of firms and vice 
versa, e.g., Facebook users engage in privacy-seeking behavior, and Facebook implements features to 
counteract this trend (Stutzman et al. 2013). To address the privacy paradox, we conduct a CBC experiment, 
to uncover consumer preferences and mitigate potential adverse effects due to the privacy paradox. 

Furthermore, to operationalize privacy, researchers have already formulated privacy-engineering goals 
before the GDPR introduction, e.g., arguing that data collection, control, and awareness are relevant in the 
context of online privacy (Malhotra et al. 2004), or proposing six dimensions of privacy in IT systems, 
namely confidentiality, transparency, intervenability, availability, unlinkability, and integrity. However, 
given the conflicting nature of these dimensions, it is not possible to achieve all goals simultaneously 
(Hansen et al. 2015). The GDPR introduction allowed the detailing of privacy goals into requirements. 
While several works suggest frameworks to assess GDPR compliance (Agarwal et al. 2018; Antignac et al. 
2016), other works focus on privacy modeling and potential technical implementations (Maguire et al. 2015; 
Pandit et al. 2018; Tapsell et al. 2018). Some works focus on specific GDPR aspects, such as consent 
management (Kirrane et al. 2018) or transparency systems (Janßen 2019; Janßen and Kathmann 2020). 
Regarding the effects of the GDPR introduction, studies from Norway show that most participants trust 
companies with their personal data (Presthus and Sørum 2019) and that the GDPR introduction did not 
alter the level of consumer awareness or level of control over personal data (Sørum and Presthus 2021). 
Even though, these studies provide valuable insights; they do not derive consumer preferences regarding 
GDPR requirements. More closely related to PMS are privacy dashboards, typically focusing on the 
consumer frontend of PMS. Several studies investigate privacy dashboards before (Buchmann et al. 2013; 
Kolter et al. 2010; Zimmermann et al. 2014) and after the GDPR introduction (Bier et al. 2016; Popescu et 
al. 2016; Raschke et al. 2017). More recently, a case study on the GDPR compliance of privacy dashboards 
reports incomplete GDPR compliance in most dashboards (Tolsdorf et al. 2021). However, experimental 
evidence suggests that access to privacy dashboards increases trust and lowers perceived risk compared to 
sole access to privacy policies (Herder and van Maaren 2020). These findings provide evidence for the 
benefits of privacy dashboards for consumers and businesses alike. Even though, the aforementioned works 
design prototypes and in some cases conduct user acceptance tests compared to other privacy dashboards, 
they do not consider consumer preferences from a general privacy and design perspective. 

To summarize this section, we recognize the importance of studies related to privacy disclosure behavior 
given influencing factors and financial incentives; however, these studies do not consider the recent legal 
requirements of the GDPR. GDPR-related works incorporate legal requirements and offer potential 
technical implementations, but do not consider consumer privacy preferences. Therefore, in the following 
sections, we aim to address this open question by exploring consumer preferences with respect to a fictive 
PMS and its potential design choices. 

Research Methodology 

The GDPR sets the regulatory frame and hence defines the overarching design space for potentially 
compliant PMS. Nevertheless, the success of a PMS depends on specific design choices based on consumer 
preferences regarding their privacy management needs and preferences. To examine consumer preferences 
regarding specific design choices of a PMS, we conduct a CBC experiment. The results of this experiment, 
i.e., the partworths utilities for different design choices, then serve further analyses: We simulated different 
configurations for PMS to determine the preferred configuration and apply a clustering method to identify 
consumer groups with similar preferences. 
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Study Design 

We conducted a survey including a CBC experiment (Raghavarao et al. 2010) with consumers, i.e., 
prospective users of a PMS, potential business requirements are explicitly not the focus of this experiment. 
The choice experiment consisted of 14 independent choice tasks, each consisting of a set of three 
configuration alternatives of PMS. For each task, participants had to decide which PMS configuration they 
prefer, given the alternatives, or not to use any of them. Additionally, we queried further information 
regarding demographics and latent constructs with a detailed questionnaire. We developed the survey 
including the CBC in several interdisciplinary workshops with n = 5 researchers from different disciplines, 
such as information systems (IS), software engineering, and privacy law, to include diverse perspectives 
into the survey design. Finally, we implemented the CBC and questionnaire in the Dynamic Intelligent 
Survey Engine (DISE) (Schlereth and Skiera 2012) and hired a leading market research agency to acquire a 
representative sample for the German internet population. Through this, participants received monetary 
compensation for successfully participating in the study. The sample selection also explains the use of 
German throughout the study. 

Choice-Based Conjoint Design 

We operationalized the preference elicitation using a specific usage scenario of a PMS, to provide a clear 
and illustrative setting for the participants and their decision process within the CBC. The scenario depicts 
the potential use of a PMS in the course of an online purchase of shoes with a digital marketplace that the 
participants regularly use. Furthermore, prior to the experiment, PMS attributes and attribute levels were 
presented to participants, and displayed during the experiment, to ensure participants could look up any 
relevant information. An initial quality test, i.e., a comprehension check (Oppenheimer et al. 2009) ensured 
that respondents understood the scenario and the design of the CBC. If respondents failed the 
comprehension check, the survey was terminated and their participation in the survey ended without 
compensation. Within each choice task, we presented a set of three distinct configurations, i.e., stimuli, of 
the PMS, based on attribute levels and a no-use option. Given our scenario, the no-use option is defined as 
not using the PMS and not realizing a potential discount; hence, buying the shoes for the full price. We 
asked participants specifically to choose the PMS configurations that they would use themselves with 
respect to the given alternatives. 

Attributes and attribute levels define a CBC and are therefore critical success factors in conjoint analyses 
(Auty 1995). Also, the number of attributes and levels per attribute needs to be carefully chosen (Lenk et al. 
1996). In the GDPR context, GDPR compliance is an overarching goal, therefore, we rely on predefined 
non-functional requirements as the basis for the definition of attributes and attribute levels (e.g., Janßen 
and Kathmann 2020). Furthermore, to investigate consumer preferences, especially two intentions of the 
GDPR are to be included in the attributes: strengthening the rights of data subjects in transparency (Art. 12 
GDPR) and self-control and intervenability (Art. 15–22 GDPR) (Hansen et al. 2015; Janßen and Kathmann 
2020). This leads to the first two attributes “transparency” and “data sharing management”. For our 
scenario, with transparency, we refer to the means through which the PMS provides transparency 
regarding the personal data held by the online marketplace. Data sharing management refers to the way 
users can manage consents or disclosures for data sharing to third parties on the marketplace for a better-
tailored shopping experience. Our third attribute “data sharing for marketing purposes” is based on the 
assumption that participants are sensitive to data sharing with third parties, especially for the purpose of 
marketing (Milne et al. 2017). Hence, this attribute refers to different levels of data sharing with third 
parties the online marketplace pursues regarding anonymity. Participants were told that a high degree of 
anonymity might negatively affect recommendation quality and relevance for further purchases on the 
platform. Finally, in hand with the fictive purchase of the pair of shoes, the online marketplace offers 
different discount levels to the users of the PMS. This allows for a comparison of attribute utilities with this 
monetary attribute. 

After defining the initial set of attributes, we conducted a second round of interdisciplinary interviews on 
user interface design, user experience design, and privacy law, to validate and refine final attributes and 
attribute levels, including adjustments to certain expressions or terms. This resulted in the CBC design 
consisting of four attributes with three to four attribute levels each representing different design choices for 
the development of a PMS. Table 1 presents all attributes and attribute levels of our CBC (original attributes 
and levels in German can be found in Table 6 in the Appendix). 
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Attributes (range) Attribute levels (keyword) 

Transparency  
(3) 

• you receive the information by mail via post. 
• you are granted one-time digital access to the information upon request (e.g., 

e-mail or download link). 
• you can access this data online at any time via a dashboard. 

Data sharing 
management  
(3) 

• individually, i.e., each consent for data sharing must be selected individually 
and manually. 

• consent profiles, i.e., granting of pre-set consents with one click, e.g., based on 
a selection recommendation from data or consumer protection organizations. 

• maximum consent, i.e., one-click consent to full and comprehensive data 
sharing. 

Data sharing for 
marketing purposes 
(4) 

• no sharing, recommendation quality, and relevance for further purchases are 
very low. 

• anonymized, but recommendation quality and relevance for further purchases 
are low. 

• person-related, but the quality and relevance of recommendations for further 
purchases are good. 

• comprehensive, but recommendation quality and relevance for further 
purchases are very good. 

Discount (4) • 0% • 4% • 8% • 12% 

Table 1. Attributes and attribute levels – translated from German 

The attribute levels for each attribute are separable but also useful and relevant for the development of a 
PMS. Hence, attribute levels describe potential configurations or features of the PMS. Some of the attributes 
might not correspond to non-functional requirements from the GDPR or national laws, such as a maximum 
one-click consent for comprehensive data sharing or a general user consent to comprehensive data sharing 
for marketing purposes. Nevertheless, these attribute levels are included to offer clearly separable attribute 
levels that participants can easily understand. Moreover, many participants are not aware that these 
attribute levels are not GDPR-compliant and therefore do not bias their answer behavior. Also, these 
attribute levels allow us to investigate if convenience or usability might outweigh GDPR compliance from a 
consumer perspective. 

Figure 1 shows an exemplary choice set (𝐼𝑎) presented to the participants (ℎ ∈ 𝐻) with already one 
configuration, i.e., stimuli (𝑖), selected. For each participant, we randomized the order of the choice 
tasks (𝐼), the positioning of the individual stimulus in the choice tasks, and the presentation order of the 
attributes within the stimuli (once done for each respondent). This further contributes to the validity of the 
results, as order effects can thus be avoided, e.g., change in attention over the time of the experiment or 
learning effects and transfer effects. 

 

Figure 1. Example of a choice set in German language 

Latent Constructs 

We measure established scales from marketing, psychology, and IS research as latent constructs (Bruner 
2019). For our cluster analysis (see respective section) we use two scales following the literature we base 
our clustering approach on (Hanneke et al. 2023). First, we derive estimates for privacy importance, to 
measure participants’ sensitivity regarding how companies handle personal information, given privacy is 
important to them (Martin et al. 2017). Second, we measure GDPR knowledge by adapting the knowledge 



 Consumer Preferences for Privacy Management Systems 
  

 Forty-Fourth International Conference on Information Systems, Hyderabad 2023
 6 

of the product class scale (Kelting et al. 2017), which subjectively measures consumers’ relative level of 
familiarity with a product category, to the topic of GDPR. 

Finally, we include the choice difficulty scale according to Kelting et al. 2017 to measure participants’ 
difficulty in choosing among the PMS configurations within the CBC experiment. With this, we aimed to 
increase the comparability of CBC experiments and validate our CBC design. We recognize the importance 
of maintaining a balance in choice difficulty, neither making choices too challenging nor overly simplistic 
(e.g., Baier and Brusch 2021). For further clarity, we have summarized the items for our latent constructs 
in Table 7 in the Appendix, which provides a comprehensive overview of our measurement approach. 

Model Estimation 

Conjoint analysis has proven to be a valid tool to derive consumer and user preferences. Thereby, CBC is 
currently the most widely used variant of conjoint analysis (Raghavarao et al. 2010). We apply a CBC with 
no-choice, i.e., no-use option, to gain insights into participants’ preferences regarding different potential 
configurations, i.e., stimuli, of a PMS. 

We define the probability that consumer ℎ chooses stimulus 𝑖 from a choice set 𝑎 ∈ 𝐴 as  

𝑃ℎ,𝑖,𝑎 =
exp(𝑢ℎ,𝑖 + 𝜀ℎ,𝑖)

exp(𝑢ℎ,𝑁𝑈 + 𝜀ℎ,𝑁𝑈) + ∑ exp(𝑢ℎ,�́� + 𝜀ℎ,�́�)�́�∈𝐼𝑎

 

to determine the utility 𝑢ℎ for all stimuli and the no-use option (𝑁𝑈) (Natter and Feurstein 2002). 𝜀ℎ,𝑖 𝑜𝑟 𝑁𝑈 

represents the stochastic part of the utility for each stimuli and consumer. The consumer’s utility 𝑢ℎ,𝑖  for a 

stimulus is the sum of the partworths utilities 𝛽ℎ,𝑗,𝑚 for all attributes 𝑗 ∈ 𝐽 excluding the discount and 

attribute levels 𝑚 ∈ 𝑀𝑗 and the utility 𝛽ℎ,𝑑𝑖𝑠𝑐𝑜𝑢𝑛𝑡  for the discount attribute. Hence, we define  

𝑢ℎ,𝑖 = ∑ ∑ (𝛽ℎ,𝑗,𝑚 ∙ 𝑥𝑖,𝑗,𝑚)

𝑚∈𝑀𝑗𝑗∈𝐽

+ 𝛽ℎ,𝑑𝑖𝑠𝑐𝑜𝑢𝑛𝑡 ∙ 𝑑𝑖 

with 𝑥𝑖,𝑗,𝑚 as a binary variable indicating whether an attribute level 𝑚 is part of a stimulus 𝑖 and 𝑑𝑖 as the 

level of discount granted. Systematically, 𝑢ℎ,𝑁𝑈 equals 𝛽ℎ,𝑁𝑈. 

To enable an efficient estimation of the model parameters, we first optimized the CBC design (see Table 1) 
with respect to its D-efficiency using open-source software, applying the Federov algorithm, and then 
second optimized the design regarding the balance within the individual choice sets. This two-step 
procedure resulted in an experimental design with 12 choice sets with three stimuli each plus a no-use 
option. Overall, this design results in an excellent D-efficiency of 98.81% compared to the full factorial 
design, despite the relatively few choice sets. Following the aforementioned procedure, we added two choice 
sets as holdouts, to evaluate the model’s goodness of fit (hit rate, i.e., we calculated the proportion in which 
the observed decision was the one with the highest probability according to the estimated parameters). This 
led to a total of 14 choice tasks the participants had to undertake. A typical critique of CBC experiments, the 
long and monotonic survey participation (Baier and Brusch 2021) is addressed by decreasing the number 
of choice sets for each survey participant without compromising on an efficient model estimation. The 
model estimation and preference calculations were performed in aggregate using a hierarchical Bayesian 
(HB) estimation (Gelman et al. 2014) procedure implemented in MATLAB (Schlereth et al. 2018), as this 
procedure has proven to be superior to the latent class model estimation (Baier and Brusch 2021). 

Simulating Preferred Configurations for Privacy Management Systems 

Following the economic theory, consumers maximize their individual surplus; therefore, they select the 
PMS stimulus, i.e., configuration, that yields the highest surplus, i.e., utility. In our scenario, consumers do 
not pay but receive discounts if they use certain configurations. Assuming our utility function (see 
Formula 2 above), consumers prefer the configuration with the highest utility with the utility of the no-use 
option being the baseline, i.e., the intercept of the linear relation of the attributes’ utilities. Based on the 
CBC experiment and HB estimation, utilities for different hypothetical configurations of the PMS can be 
computed (e.g., Roßnagel et al. 2014). From this, we can calculate the expected usage likelihood for a 
configuration 𝑖 with  

(1) 

(2) 
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𝑈�̂�ℎ,𝑖 =
exp (𝛽ℎ,𝑁𝑈 + ∑ ∑ (𝛽ℎ,𝑗,𝑚𝑚∈𝑀𝑗𝑗∈𝐽 ∙ 𝑥𝑖,𝑗,𝑚) + 𝛽ℎ,𝑑𝑖𝑠𝑐𝑜𝑢𝑛𝑡 ∙ 𝑑𝑖)

exp (𝛽ℎ,𝑁𝑈 + ∑ ∑ (𝛽ℎ,𝑗,𝑚𝑚∈𝑀𝑗𝑗∈𝐽 ∙ 𝑥𝑖,𝑗,𝑚) + 𝛽ℎ,𝑑𝑖𝑠𝑐𝑜𝑢𝑛𝑡 ∙ 𝑑𝑖) + 1
 

for each consumer ℎ. By applying this concept, we can calculate an optimal PMS configuration given all 
discount levels, for every consumer with 𝑖𝑚𝑎𝑥,ℎ = max

𝑖
𝑈�̂�ℎ,𝑖. Similarly, the overall optimal PMS 

configuration 𝑖 by design choices can be determined by maximizing the mean expected usage likelihood for 
all 𝑛 = |𝐻| consumers ℎ ∈ 𝐻: 

𝑖𝑚𝑎𝑥 =
1

|𝐻|
max

𝑖
∑ 𝑈�̂�ℎ,𝑖

ℎ∈𝐻

 

Clustering 

Lastly, we perform a cluster analysis to determine differences regarding importance weights, demographics, 
and latent constructs for privacy types. Hanneke et al. (2023) used the latent constructs privacy importance 
(Martin et al. 2017) and knowledge of the GDPR (adapted from Kelting et al. 2017) to group consumers into 
four distinct privacy types using a k-means clustering, which included robustness checks regarding the 
cluster centers and the number of clusters. Hence, consumers within the same privacy type show similar 
stated characteristics regarding the two scales. In their study, they identify a cluster 1 called “unconcerned” 
with low privacy importance and low knowledge, a cluster 2 named “pragmatists” with low importance and 
high knowledge, a cluster 3 (“amateurs”) showing high importance and low knowledge, and a 4. cluster with 
high values for both constructs which they call “fundamentalists” (Hanneke et al. 2023). For our analysis, 
we use the provided cluster centers to group our participants into the privacy types based on the Euclidian 
distance between the vector of privacy importance and knowledge of the GDPR of each participant to the 
centers. 

Empirical Results 

The market research company recruited our participants between March 3rd and 21st 2022. In total 988 
participants started the survey, of which we include 589 in the evaluation. The high rejection rate is due to 
two employed quality tests, i.e., comprehension and manipulation checks. These quality tests were highly 
successful in capturing low-quality response behavior with our survey participants, as further quality 
validations, such as filtering based on duration and positional choices in the CBC experiment, did not 
improve quality further. Hence, we are confident with the overall quality of the sample. 

Demographics 

Our sample is representative of the German internet population regarding age and gender distributions, 
the prospective main user group of a PMS from our scenario (see Table 9 in the Appendix). The sample 
includes 49.1% women and 50.5% men (n = 3 selected “diverse”). 31.3% of participants had a university 
degree, whereas 68.7 % completed professional training or still attended school. The median household 
income range in our sample is 20,000 to 40,000 EUR. Participants indicated an average private online time 
of 3.8 hours per day. Table 8 in the Appendix outlines more details on demographics. 

Latent Constructs 

We compute and report Cronbach’s α for the relevant latent constructs and compare them to the values of 
the original studies. As we report similar values for Cronbach’s alpha, see Table 2, we use the constructs in 
further analyses of our study. 

Results of CBC Experiment 

We evaluate the validity of our CBC experiment by computing the (internal) hit rate (HR) for the 12 choice 
sets and by calculating the (predictive) HR for the two holdout sets. Thereby, we use the two holdouts as a 
measure for the predictive validity. Our model achieves an overall prediction HR of 70.97%, i.e., 88.07% 

(3) 

(4) 
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goodness of fit with respect to the remaining choice sets included in the HB estimation (e.g., Roßnagel et 
al. 2014). 

Latent construct 
Cronbach’s alpha 

in this study 
Cronbach’s alpha 
in original study 

Original study introducing 
the latent construct 

Privacy importance .91 .94 Martin et al. 2017 
Knowledge of the GDPR (adapted 
from product class knowledge) 

.92 .89 Kelting et al. 2017 

Choice difficulty .87 .81 / .85 Kelting et al. 2017 

Table 2. Cronbach’s alpha of latent constructs 

Overall importance weights reveal that the attributes data sharing for marketing purposes with an 
importance weight of 36% and the offered discount with an importance weight of 33% are the most 
important factors to our participants. Data sharing management with 18% and transparency with 12% 
importance weight are less important. We investigate estimated importance weights relative to gender and 
age and find them to be relatively stable. Only the discount attribute seems to be more important to men 
than to women (importance weight 35.5% vs. 30.4%). Table 3 summarizes those results. 

With respect to potential good PMS configurations, the CBC experiment delivers clear tendencies within 
the attributes. Regarding transparency, participants exhibit a strong preference for digital access (+0.39) 
to information. The data sharing management attribute reveals a preference for individual (and manual) 
consent management (+0.64). Participants also value consent profiles positively (+.50), which were 
described to be more convenient but less detailed than manual consent. Maximum full consent is associated 
with the lowest utility contribution (-1.14). The attribute data sharing for marketing purposes offers a 
similar divided result. On the one hand, the preferred options “no data sharing” (+1.67) and “anonymized 
sharing” (+1.55) are positively associated. Even though, participants accept low recommendation quality 
and relevance at the same time. Thereby, the difference between no sharing and anonymized sharing is 
marginal, demonstrating that participants are willing to share their data anonymously. On the other hand, 
participants are not willing to share their person-related (-1.20) or comprehensive data (-2.02). Finally, the 
discount factor exhibits a positive utility contribution (+.47) per change in the percentage of the discount. 

Altogether, participants value privacy-preserving attributes higher, as postulated by the GDPR. 
Additionally, convenience and financial incentives are prevalent over the average utilities of all attributes. 

Attributes Attribute levels 
Mean 

utilities �̅� 
Std. 

Mean Importance 
weights 

Std. Importance 
weights 

Transparency 
Post 
digital access 
dashboard 

-.41 
.39 
.02 

.56 

.43 

.49 
12.19% 10.47% 

Data sharing 
management 

Individually 
consent profiles 
maximum consent 

.64 

.50 
-1.14 

.61 
.46 
.98 

18.80% 12.60% 

Data sharing for 
marketing 
purposes 

no sharing 
anonymized 
person-related 
comprehensive 

1.67 
1.55 

-1.20 
-2.02 

1.21 
.97 

1.01 
1.21 

36.03% 16.68% 

Discount % discount .47 .70 32.99% 21.91% 

Table 3. Results of HB estimation of CBC experiment 

Preferred Configurations of Privacy Management Systems 

Based on estimated utility levels and all possible combinations of attribute levels, we derive usage 
likelihoods for each participant. Table 4 presents the top three configurations regarding the average usage 
likelihoods. For all configurations, usage likelihoods increase with the discount rate and range between 
57.93% at 0% discount to 78.07% at 12% discount for the Top 1 configuration. The Top 1 configuration with 
the highest average usage likelihood of 74.95% at 9% discount rate offers digital access to information, 
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individual selection within the data sharing management, and no data sharing for marketing purposes. 
Other configurations are slightly less but similarly attractive, e.g., at a 9% discount, the Top 2 configuration 
achieves 74.89% average usage likelihood, and the Top 3 configuration 73.76%. For comparison, we also 
include the PMS configuration with the lowest usage likelihood in Table 4. The difference in usage 
likelihood is striking, especially at the 0% discount level. The Top 1 configuration has a 3.44 times higher 
likelihood than the worst configuration. However, the offered discount has a larger effect on this 
configuration than on the top configurations, increasing its likelihood by a factor of 2.56 up to 43.29%. 

The preferred configuration remains stable for discount levels 0%, 4%, and 8%. At 12% discount level, the 
data sharing attribute level switches from “no sharing” to “anonymized”, which might indicate participants’ 
higher willingness to share their data in return for a higher discount. However, from an economic 
perspective, this result is counterintuitive, because an individual’s preference should still be to share less 
data even if a higher discount is granted. It is possible that participants assumed that they must share more 
data to receive a higher discount, e.g., based on a feeling of fairness or business sense. However, we 
explicitly did not suggest this in the CBC scenario description. 

Attributes 
Top 1 

configuration 
Top 2 

configuration 
Top 3 

configuration 
Worst 

configuration 
Transparency digital access digital access dashboard post 
Data sharing 
management  

individually individually individually 
maximum 

consent 
Data sharing for 
marketing purposes 

no data sharing anonymized anonymized comprehensive 

Average usage likelihoods for given discounts 
0% discount 57.93% 56.81% 52.67% 16.84% 
4% discount 67.07% 66.75% 64.70% 29.94% 
8% discount 73.70% 73.54% 72.28% 37.21% 

12% discount 77.82% 78.07% 77.17% 43.29% 

Table 4. Preferred PMS configurations 

Clustering 

We derive four clusters based on the privacy importance scale, as the intention to act, and the knowledge of 
GDPR scale as the ability to act. We follow Hanneke et al. (2023) regarding the cluster labels for 
“unconcerned” with low privacy importance and low knowledge (cluster 1), “pragmatists” with high 
knowledge and relatively low privacy importance (cluster 2), “amateurs” with relatively low knowledge but 
high privacy importance (cluster 3), and “fundamentalists” with high knowledge and high privacy 
importance (cluster 4). Table 8 in the Appendix holds demographics for each cluster and indicates where 
significant differences between the clusters exist. 

The results for the importance weights presented in Table 5 indicate notable differences between clusters. 
For comparison, importance weights for the entire sample are shown in the total sample column. 
Transparency reflects overall little importance across all clusters. Interestingly, the unconcerned have the 
highest transparency importance weight, however, still on a low level of 13.04%. The data sharing 
management exhibits more variance across clusters (significant differences between at least two clusters 
with p < .001). Its importance weights increase steadily from cluster 1 (15.37%) to 4 (20.91%), with the 
largest absolute difference between cluster 2 (16.61%) and 3 (20.01%). Next, data sharing for marketing 
purposes exhibits even more variance across clusters (significant differences between at least two clusters 
with p < .001), again with increasing importance weights from cluster 1 (26.82%) to 4 (41.07%). The largest 
absolute difference was between cluster 1 and cluster 2 (33.08%). Lastly, discount shows significant 
differences (p < .001) between at least two of the clusters with highest importance weights for cluster 1 
(44.76%) and lowest for cluster 4 (26.28%). Discount shows the largest between-cluster differences and the 
highest overall importance weight for cluster 1. The results confirm the intuition that high privacy 
importance (clusters 3 and 4) relates to higher importance weights for the attributes data sharing 
management and data sharing for marketing purposes.  Furthermore, these results indicate that the 
importance weights derived by the CBC experiment reflect the clustering dimensions of intention to act 
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(privacy importance scale) and ability to act (knowledge of GDPR scale) or vice versa, providing further 
evidence for their validity (Hanneke et al. 2023). 

Cluster results 
Cluster 

Total 
sample 

1 uncon-
cerned 

2 pragma-
tists 

3 amateurs 
4 funda-

mentalists 
Observations n 
(in %) 

90 
(15.3) 

141 
(23.9) 

157 
(26.7) 

201 
(34.1) 

589 
(100.0) 

Knowledge of GDPR 
(cluster center) 

Mean** 2.06 4.49 2.33 4.91 3.69 
Std. .80 .84 .79 .87 1.50 

Privacy importance 
(cluster center) 

Mean** 2.97 4.00 5.69 6.11 5.01 
Std. 1.01 .75 .75 .68 1.42 

Transparency 
Mean 13.04% 12.28% 12.19% 11.73% 12.19% 
Std. 11.30% 10.83% 9.08% 10.88% 10.47% 

Data sharing 
management 

Mean** 15.37% 16.61% 20.01% 20.91% 18.80% 
Std. 12.05% 12.49% 12.67% 12.39% 12.60% 

Data sharing for 
marketing purposes 

Mean** 26.82% 33.08% 37.50% 41.07% 36.03% 
Std. 17.01% 17.28% 15.88% 14.55% 16.68% 

Discount 
Mean** 44.76% 38.02% 30.30% 26.28% 32.99% 
Std. 27.15% 23.49% 19.83% 16.09% 21.91% 

Choice Difficulty 
Mean** 3.24 2.99 3.35 2.73 3.04 
Std. 1.48 1.27 1.55 1.44 1.46 

Note: Between-group difference significance ** at p < 0.01 using Kruskal-Wallis tests. 

Table 5. Importance weights and latent constructs for clusters 

Over the total sample, a choice difficulty of 3.04 on a seven-point Likert-scale, indicates that participants 
neither perceived the CBC tasks as too difficult nor too easy. However, there are significant differences 
between clusters, i.e., unconcerned and amateurs perceived choice difficulty higher as pragmatists and 
fundamentalists. As mean values range between 2.73 (fundamentalists) and 3.35 (amateurs), we infer the 

validity of the CBC experiment regarding choice difficulty. 

Discussion, Implications, and Limitations 

This work investigates consumer preferences regarding PMS design choices and privacy considerations in 
the context of the GDPR. Our consumer preference elicitation confirms several findings of previous general 
privacy research and contributes new insights. 

First, the participants’ preference for the attribute levels “anonymized” or “no data sharing” in the data 
sharing for marketing purposes attribute provides evidence for the suggestion that consumers are less 
concerned with data collection, storage, and usage if data is processed on an aggregate, e.g., anonymized 
level, compared to person-related or comprehensive data sharing (Xie et al. 2006). This intuitive result 
highlights the importance of privacy for most participants; i.e., even clusters with lower privacy importance, 
such as the unconcerned or pragmatists, exhibit a higher importance level for this attribute. Second, these 
preferences also suggest that customers tend to dispense convenience and service quality, e.g., worse or less 
personalized recommendations, if they have to share more data, i.e., personalized data as opposed to 
anonymized data or no data at all (Xu et al. 2011). Again, this finding highlights the importance of privacy 
to the participants. Third, our participants show an inclination for heuristics when taking privacy decisions, 
visible with the high utility contribution consent profiles from known and trusted privacy security and 
consumer protection agencies. This relates to previous findings regarding the use of heuristics in privacy 
decisions (Acquisti and Grossklags 2005). Moreover, this finding shows the potential of predefined consent 
profiles for platforms or PMS operators aiming to build trust with consumers regarding privacy in an online 
environment. Future research could investigate how independent experts could be included in privacy 
systems, offering an added value to consumers that goes beyond current practices, such as privacy or trust 
labels (Bargh et al. 2022). Fourth, we find evidence that privacy-concerned consumers tend to value 
features for privacy protection, as demonstrated by the cluster analysis; this is in line with previous research 
(Lee et al. 2011). Furthermore, future research could investigate whether consumers accept more data 
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collection if they understand the benefits of this action (Malhotra et al. 2004). In our experiment, the 
potential benefit of sharing data was only descriptive but not included as a separate attribute, i.e., sharing 
less data diminishes shopping recommendations quality. Therefore, our experiments and results do not 
allow an evaluation of the suggestion of clearly communicating data-sharing benefits. The same holds for 
the suggestion that consumers are less concerned if data requests match the provided service (Beke et al. 
2018). Both questions are highly relevant and should be addressed in future related works. 

Prior research suggests that consumers tend to be comfortable if they have the feeling to be in control of 
their data, which might even increase their willingness to disclose more information (Brandimarte et al. 
2013). This is in line with our findings regarding the data sharing attribute, as anonymized data sharing 

and no data sharing have similar utility contributions, suggesting that the fact to be in control to decide how 
to share the data has a similar influence as not sharing the data. Regarding the PMS configurations with the 

highest usage likelihoods, it is notable that the top three configurations are rather similar, the main 
differentiators being digital access versus privacy dashboard for transparency, and anonymized data 
sharing versus no data sharing for marketing purposes. From the perspective of potential companies 
developing or implementing PMS, it is interesting that anonymized data sharing compared to no data 
sharing does not decrease usage likelihood as much as one might expect, given the high importance weight 

of data sharing for marketing purposes. To optimize overall welfare, it might be better to deviate from 
overall usage likelihood considerations but consider preferences for different privacy types or on an 
individual level. Also, to increase welfare when implementing a PMS, developers should consider the 
preferences of both, consumers, and companies. In this regard, future work could investigate the 
preferences of businesses with respect to the described attributes and attribute levels, including potentially 
varying development and implementation costs and economic benefits of certain design choices. This might 

lead to PMS that support both consumers and businesses alike and hence, increase overall adoption. 

Furthermore, Tolsdorf et al. (2021) show that in a sample of privacy dashboards, most are not fully GDPR-
compliant, especially regarding the completeness of privacy-related information, data sources, and 
technical data provided. They argue that online services should provide this information to not lose 
consumers’ trust. However, data providers might provide just the right amount of information to induce 
trust, as their dashboards gauge the feeling of being in control (Beke et al. 2018). From our findings, the 
low importance weight of the transparency attribute indicates that access to the privacy information 
(transparency) is less important than control over the information flow and the data sharing itself. This 
might provide evidence for the privacy paradox, as participants want to be in control, even to a detailed 
level (e.g., individual consents), but do not thoroughly care much about the presentation of the information 
or the access to it. In this sense, our participants seem to trust companies providing the information and 

holding the data (Presthus and Sørum 2019).  

Moreover, this observation opens the discussion regarding GDPR requirements, supposably large 
implementation efforts including technical difficulties to adhere to legal requirements but potentially little 
consumer preferences regarding these requirements. Maybe this divergence is a cause for the frustration of 
many companies regarding the GDPR (Härting et al. 2020). In this respect, introducing standard processes 
and privacy services for consumers is economically rational if consumers demand these services. However, 
if demand is too low, most companies will default to manual processes and will not provide comprehensive 

PMS, despite potential long-term savings, legal security, and better serving of consumer privacy rights. 

In summary, our study shows that consumers have an understanding of what privacy means to them and 
which preferences they have for a PMS. On the investigated points, participants’ stated preferences are not 
conflicting with the privacy protection goals of the GDPR. However, convenience is a secondary 
requirement, as users do not want to invest too much time and effort into dealing with this subject (Hanneke 

et al. 2023). Also, we confirm that being in control is more important than having access to privacy-related 

information itself, which might provide evidence for the privacy paradox. Looking forward, the question 
remains how stable consumer preferences regarding PMS attributes are over time. Larger privacy 
awareness and broader adoption and usage of privacy tools, e.g., PMS and privacy dashboards, might 
ultimately influence the preferences of consumers. Future works may also contribute to a better 
understanding of what matching expectations between data requirements and data usage are from 
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consumer and business perspectives. Exploring consumers’ privacy and business’ data requirements more 
holistically might help to converge legal requirements, business implementation efforts, and consumer 
preferences. 

Finally, our research faces similar limitations as other CBC experiments. First, our results are not inherently 
generalizable, as the findings apply to the current state of the German internet population. However, the 
use of standard scales and a transparent CBC design allows the reproduction of results for potentially 
different regions or populations.  With this, future research could investigate how privacy preferences differ 
between populations or for other contexts. Additionally, scholars could also focus more on the underlying 
theories involved in humans’ privacy preferences and data sharing. Second, although our sample is 
representative regarding age and gender, we cannot rule out sample (self-)selection biases, for example, 
privacy-concerned people might not participate in anonymous online studies or privacy-unconcerned 
people might not choose to take part in privacy-related studies. Third, even though our attributes root in 
prior literature, our scenario and the selected attributes (i.e., the non-GDPR-compliance of maximum 
consent) for the fictive PMS are a simplification of real-world PMS and use cases. Thus, experiments with 
real-world PMS are necessary to fully understand human behavior. Finally, limitations from our clustering 
approach apply here as well, e.g., regarding the number of clusters (see Hanneke et al. 2023). 

Conclusion 

This work offers privacy research insights into consumer preferences regarding a PMS in the context of the 
GDPR. Incorporating consumer preferences into the design and development process of PMS could help to 
increase their use and effectiveness, ultimately strengthening consumers’ privacy rights.  

In our CBC experiment, we elicit consumer preferences over four attributes and derive the following 
importance weights in descending order: data sharing for marketing purposes (36.03%), discount 
(32.99%), data sharing management (18.80%), transparency (12.19%). Furthermore, we compute usage 
likelihood for all product configurations. We find that the top 3 configurations with the highest usage 
likelihoods share similar attribute levels, namely digital access or a dashboard for privacy information in 
the transparency attribute, individual consent management for data sharing management, and no or 
anonymized data sharing in the attribute data sharing for marketing purposes. Additionally, we perform 
a cluster analysis by applying two standard scales, privacy importance and knowledge of the GDPR.  
Clustering results indicate differing importance weights across four resulting clusters. The importance 
weights per cluster adhere to intentions regarding the underlying scales to perform the clustering, e.g., 
clusters with high privacy importance exhibit higher importance weights for privacy-preserving PMS 
attributes, whereas low privacy importance clusters value monetary incentives (discount) higher. This 
coherence provides validation for our CBC results and applied scales. We discuss that our CBC results reflect 
findings of prior privacy research. Furthermore, we suggest researching legal, business, and consumer 
requirements more holistically to converge these perspectives.  

 Current diverging legal requirements, business data needs, and consumer preferences might result in lower 
PMS adoption and therefore impair consumer privacy rights execution and companies’ legal compliance. 
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Appendix 

Attributes (range) Attribute levels (keyword) 

Transparenz 
(3) 

• diese per Post an Sie verschickt werden. 
• Ihnen auf Anforderung ein einmaliger digitaler Zugriff auf die Informationen 

gewährt wird (z. B. E-Mail oder Download). 
• Sie diese Daten über ein Dashboard jederzeit online aufrufen können. 

Verwaltung der 
Datenweitergabe 
(3) 

• Einzeln, d. h. jede Einwilligung zur Datenweitergabe muss individuell und 
manuell ausgewählt werden. 

• Einwilligungsprofile, d. h. Erteilung von voreingestellten Einwilligungen mit 
einem Klick z. B. basierend auf einer Auswahlempfehlung von Daten- und 
Verbraucherschutzorganisationen. 

• Pauschale maximale Einwilligung, d. h. mit einem Klick wird der 
umfassenden Datenweitergabe zugestimmt. 

Datenverarbeitung 
für 
Marketingzwecke 
(4) 

• keine Datenweitergabe für Marketingzwecke, dafür sind Empfehlungen bei 
weiteren Einkäufen jedoch nur zufällig. 

• anonymisiert, dafür sind Empfehlungsqualität und -relevanz bei weiteren 
Einkäufen nur gering. 

• personenbezogen, dafür sind Empfehlungsqualität und -relevanz bei weiteren 
Einkäufen gut. 

• umfassend, dafür sind Empfehlungsqualität und -relevanz bei weiteren 
Einkäufen sehr gut. 

Rabattstufen (4) • 0% • 4% • 8% • 12% 

Table 6. Attributes and attribute levels of CBC (German original) 

 

Construct Item 

Privacy importance 
(Martin et al. 2017) 

Bewerten Sie folgende Aussagen zur Privatsphäre: 
(1 stimme überhaupt nicht zu) – (7 stimme voll und ganz zu) 

• Ich bin sensibel für die Art und Weise, wie Unternehmen mit meinen 
persönlichen Daten umgehen. 

• Es ist wichtig, dass meine Privatsphäre gegenüber Online-Unternehmen 
gewahrt bleibt. 

• Die persönliche Privatsphäre ist im Vergleich zu anderen Themen sehr wichtig. 

• Ich bin besorgt über die Bedrohung meiner persönlichen Privatsphäre. 

Knowledge of the 
GDPR 
(adapted from 
Kelting et al. 2017) 

• Wie vertraut sind Sie mit der DSGVO (Datenschutz-Grundverordnung)? 
(1) gar nicht vertraut – (7) sehr vertraut 

• Wie viel wissen Sie über die DSGVO? 
(1) sehr wenig – (7) sehr viel 
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• Wie würden Sie Ihr Wissen über die DSGVO im Vergleich zum Rest der 
Bevölkerung einschätzen? 
(1) Ich bin unter den am wenigsten Wissenden – (7) Ich bin unter den am 
meisten Wissenden 

Choice difficulty 
(Kelting et al. 2017) 

Insgesamt waren die Entscheidungen für eine Konfiguration aus der Auswahl: 
(1) – (7) 

• überhaupt nicht schwierig – extrem schwierig 

• überhaupt nicht verwirrend – extrem verwirrend 

• überhaupt nicht überwältigend – extrem überwältigend 

Table 7. Latent constructs and items (German original) 

 

Cluster demographics 
Clusters 

Total 
sample 

1 uncon-
cerned 

2 pragma-
tists 

3 amateurs 
4 funda-

mentalists 
Observations n  90 141 157 201 589 

Age (in years)  
Mean** 36.4 40.1 47.1 46.6 43.6 
Std.  15.4 13.7 15.5 13.7 15.0 

Gender (in %)  
(** if excluding 
“diverse”)  

male  50.0 58.2 38.5 54.7 50.5 
female  50.0 40.4 61.5 45.3 49.1 
diverse  – 1.4 – – .4 

Education (in %)** 

university 
degree  

18.9 39.3 23.1 37.8 31.3 

no university 
degree  

81.1 60.7 76.9 62.2 68.7 

Occupational status  
(in %)** 

working  46.6 71.4 53.9 71.2 63.0 
not working  53.4 28.6 46.1 28.8 37.0 

Income range  
(in k euro)  

Median  20-40 40-60 20-40 20-40 20-40 

Private Internet time 
(in hours per day)  

Mean  4.2 3.9 3.6 3.7 3.8 
Std.  3.1 2.9 2.6 3.0 2.9 

Note: Between-group difference significance ** at p < 0.01 using Kruskal-Wallis tests. 

Table 8. Demographics of our sample (n = 589) for each cluster 

 

(in % of respondents) 
Gender Total 

sample male female diverse 

Age groups 

< 18 0.9 1.0 –  1.9 
18 - 24 5.0 6.6 .2 11.8 
25 - 34 10.0 7.8 .2 18.0 
35 - 44 8.8 8.7 – 17.5 
45 - 54 10.5 9.2 – 19.7 
55 - 64 11.4 12.9 – 24.3 

65+ 3.9 2.9 – 6.8 
Total sample 50.5 49.1 .4 100.0 

Table 9. Distribution of age and gender within our sample (n = 589) 
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