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Abstract 

We adapt a design science approach (DSR) for coastal resilience and climate justice using 
big data analytics. Our big data and machine learning based artifact can accommodate 
various sets of social attributes to understand coastal risks for vulnerable communities. 
We analyzed social data from communities vulnerable to coastal hazards by 
incorporating machine learning (ML) to assess coastal community needs and demands. 
In addition, we developed a user interface that provides data selection and weighting 
functionalities. We extend IS literature in design science research and ML techniques to 
further our understanding of coastal resilience in vulnerable communities. The outcomes 
of this research can help community members and policy makers understand and develop 
robust sustainability and climate focused decisions using a coastal resilience decision 
approach. 
 
Keywords:  Coastal resilience, big data analytics, design research approach, machine learning, 
climate justice, social data 

 

Introduction 

We apply design science to address coastal resilience with a focus on climate justice using big data analytics 
and machine learning (ML). We adopt a design science research (DSR) approach (Hevner et al., 2004; 
Peffers et al., 2007) to develop a coastal resilience artifact that analyzes climate resilience data sets, 
including social data from communities vulnerable to coastal hazards in the greater Boston area in the U.S. 
This research aims to provide a more comprehensive coastal resilience decision making system that 
integrates the coastal communities’ voices. Globally, a billion people are projected to be at risk from coastal-
specific climate hazards in low-lying cities (IPCC, 2022). Furthermore, these vulnerable coastal 
communities have historically been disproportionately impacted because of climate change and natural 
disasters.   

More specifically, we aim to identify the key stakeholders, needs and actions of communities and develop a 
coastal resilience engine for community members and policy makers. We incorporate ML into a flexible 
analytical approach to assess coastal community needs and demands from social data. Decision makers, 
who take social and regulatory factors into consideration, can make enhanced climate vulnerability 
assessments with ML-enhanced models. For instance, social media and sensor data have been analyzed 
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with supervised learning and natural language processing (NLP) to help forecast storms and disaster risks 
(Harvey et al., 2019; Kankanamge et al., 2020).  

We plan to address these challenges by extending information systems (IS) literature in design research 
and ML techniques to further our understanding of coastal resilience in vulnerable communities. Previous 
studies in information systems literature focus on warning and disaster systems and do not focus on 
community decision making (Harvey et al., 2019; Jakariya et al., 2020; Saravi et al. 2019). Few research 
studies have explored systems that integrate social data related to climate change or disaster resilience 
(Enenkel et al., 2020; Kankanamge et al., 2020; Lee et al., 2022; Seidel et al., 2018). Our research approach, 
enhanced with social data, can accommodate various sets of social attributes to help us understand coastal 
risks in vulnerable communities. We propose an innovative artifact that methodically extracts both long-
term and short-term objectives, aimed at addressing coastal resilience, directly from the voices in the 
community.  The outcomes of this research can help community members and policy makers understand 
and develop robust sustainability and climate focused decisions using a coastal resilience decision 
approach. 

Brief Literature Review 

We build upon social analytics and decision making IS literature as well as adapt the design science 
approach. Organizations have employed big data analytics for knowledge-based decisions (Bharati & 
Chaudhury, 2019) and to understand the influence of social media data on organizational outcomes (Saraf 
et al., 2022). Although data analytics techniques have been adapted for decision models, incorporating 
unstructured data, such as images and videos, to address theory and practice is a challenge (Bharati, 2017, 
pp. 273-276). Social factors play an important role in decision making on sustainability (Carberry et al., 
2019) and the role of IS is integral to solving climate change challenges (Seidel et al., 2017). In addition, ML 
and IS literature can facilitate environmental governance and improve organizational processes and 
individual practices (Enenkel et al., 2020; Nishant et al., 2020). For example, classification methods were 
applied to historical flood behaviors to understand flood resilience (Saraviet et al., 2019) and recent 
research has investigated the usage of social data for coastal resilience (Lee et al., 2022).  We extend these 
decision models to include a process that integrates and analyzes social data focused on coastal resilience. 

Research Design 

This research adapts a DSR approach for designing and evaluating an information technology (IT) artifact, 
broadly defined as “constructs (vocabulary and symbols), models (abstractions and representations), 
methods (algorithms and practices), and instantiations (implemented and prototype systems)” (Hevner et 
al., 2004). In alignment with the DSR methodology (Peffers et al., 2007), our approach is designed to be 
flexible with an outcome-oriented interface for coastal resilience decision-making. The research design 
includes the development of a coastal resilience approach that employs ML for analyzing social data from 
coastal communities (see Figure 1). 

The process includes the identification of relevant social data for coastal resilience. Then, a multi-step data 
wrangling and analysis process extracts meaningful keywords that are semantically associated with each 
other. We adapt Non-Negative Matrix Factorization (NMF), one of the prominent topic modeling 
techniques introduced by Lee and Seung (1999), to extract human-interpretable topics from the text that 
are eventually clustered (Casalino et al., 2018). NMF is an important unsupervised learning technique for 
dimensional reduction and data representation. It is known as the prominent dimensionality reduction 
technique for text data which returns low-rank factor matrices that uncover the underlying structures and 
patterns in the data (Lee & Seung, 1999). Specifically, NMF factorizes the original high-dimensional text 
data matrix into two low-rank matrices that represent the intensity of terms per topic (Xu et al., 2003). 
NMF is known to produce improved outcomes for sparse and short text data like microblogging sites due 
to its ability to extract the compact low-rank feature matrix that uncovers the most important features for 
each topic (Yan et al., 2013). This technique is suitable for our study which intends to extract the underlying 
key topics from a large data corpus. Lastly, we develop a coastal resilience engine for users to select weights 
and explore the results. 
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Figure 1. Research Approach  

Methodology 

Design Requirements 

Our IS design fulfills the following design requirements (see Table 1) discussed in previous studies (Zampou 
et al., 2021). First, the artifact should be capable of capturing and storing real-time social data. Due to the 
nature of social data, where discussions are dynamically occurring and changing, it is important to collect 
the most recent data to derive relevant results for topic modeling. To meet the data supply needs for the 
prototype, we collected social data related to climate change and coastal resilience discussions. Future data 
collection is possible on a regular basis using the model, and the collected data can be further integrated 
into the existing data repository. 

Second, the collected data needs to undergo systematic classification using a topic modeling technique. 
Although the data is limited to specific regions and timeframes, the sheer volume of social media records 
makes manual classification challenging. Therefore, we initially perform data classification based on the 
relevance of the content using NMF topic modeling. This approach can facilitate easier data selection and 
representation in the future. 

Last, the reporting and control of the classified content should be user-friendly in the front-end layer, which 
is presented to end users. The classified data should be provided in a format that users can comprehend, 
and a certain level of controllability is required in the result generation process and interface. In this 
interface, we designed three screens with tables containing example tweets and metrics that can help the 
user understand topics from the social data. We also have included a control panel that allows users to 
directly adjust the weights of features used for data selection, enabling them to receive more satisfactory 
results in the reported outcomes. 

Design 
Requirement 

Description 

Data Identification 
and Collection 

Collecting social data related to coastal resilience, where identifying 
relevant social data in real-time is important for decision-making. 

Data Classification 
and Analysis 

Processing and analyzing the sheer volume of social media data into 
several clusters or groups based on the similarity of semantic structures 
found in the relationships between key terms. 

Data Reporting and 
Control  

Reporting key findings, topics, and tweets, filtered by the topic modeling 
algorithm and topic selection made by users, in user-friendly 
interpretable and controllable ways. 

Table 1. Design Requirements 

Data Identification and Collection 

For this research, we collected data related to discussions on coastal resilience and climate justice within 
the community and local environmental organizations. We identified coastal-related accounts, including 
non-governmental organizations (NGOs), social movement organizations (SMOs), as well as individual 
users, all of whom were associated with the greater Boston area. The data collection process involved 
utilizing coastal-related keywords and the names of environmental groups and coastal communities to 
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gather relevant data from their respective accounts. Our preliminary dataset consists of 18,857 tweets that 
were generated in the year 2021. Each tweet in the dataset includes various features such as the full text, 
timestamp, tweet metrics (e.g., number of likes, retweets), user metrics (e.g., number of followers), and 
URL, among others. To ensure user data privacy, our interface does not display identifiable information 
(e.g., usernames), and we have emphasized the importance of not sharing or reposting this data to mitigate 
any potential privacy or ethical concerns. 

Data Classification and Analysis 

Before conducting the analysis, we preprocessed the text to ensure it was consistent for NLP. Text 
preprocessing is a crucial step in NLP that involves a series of techniques to clean, tokenize, normalize, and 
transform the text data (Uysal et al., 2014). Our preprocessing steps included tokenization to break the text 
into smaller units, lowercasing, removing unnecessary characters (such as symbols, punctuation, and 
URLs), and stemming and lemmatization to extract nouns. We also removed stopwords (e.g., "and", "the", 
"is") and high-frequency words (e.g., “Massachusetts”, “Boston”, “election”, “journalism”) and media names 
that could potentially mislead from coastal change. We also computed a word frequency list for the entire 
data set for robustness. For example, "action" appeared 2,775 times, "city" appeared 2,189 times, and 
"crisis" appeared 1,903 times. 

We employed NMF, introduced by Lee and Seung (1999), for conducting a topic modeling that extracts 
human-interpretable topics from the social data using the NMF module in the scikit-learn package 
(Cichocki & Phan, 2009) and NLTK package. We assigned an ID and text to each document to identify the 
semantic relationship between words and extracted the key topics for all the documents. The framework of 
this study is based on a three-stage process (Casalino et al., 2018). The first stage is devoted to dataset 
creation that transforms a collection of raw data into a preprocessed dataset in a matrix V (Visible 
Variables). Documents and terms are represented in columns and rows respectively, where values are 
assigned according to the weighting function of term frequency and inverse document frequency.  

In the second stage, our NMF model automatically factorized the data matrix to extract human-
interpretable topics by reducing the dimensionality of the dataset into two low-rank factor matrices, which 
are the document-topic matrix W (weights) and topic-term matrix H (hidden variables). In the W matrix, 
each row represents a document composed of unnormalized probabilities of topics and each column 
represents a semantic feature, consisting of a topic. Each value in the W matrix represents the aggregated 
weights of topic-related terms by each document. In the H matrix, each row represents the distribution of 
term frequencies in each topic, and each column represents a visible variable, that is, terms. Each topic, 
driven by the H matrix, provides a set of significant terms that are derived from a collection of bilateral 
terms that frequently appear together in the same document. As an illustration, one of the topics extracted 
from our NMF analysis reveals a cluster of semantically related keywords: “sea-level-rise-harbor-island-
stormwater-town”. 

For each result set, we developed composite scores, which are calculated by combining the topic score (i.e., 
topic coherence score and occurrence of the search term) and the user impact score (i.e., number of 
retweets, likes, and followers). Each component score undergoes normalization and logarithmic 
transformations to eliminate any data skewness or dominance. By default, the topic coherence score is 
weighted at 70%, and the user impact score is at 30%. 

Data Reporting and Control 

We designed an IS interface specifically to present relevant tweet data to stakeholders in coastal resilience-
affected communities (see Figure 2). We adapted the design principles to follow outcome-oriented 
principles (Gregor et al., 2020; Seidel et al., 2018). The interface follows three stages, which involve: (1) 
inputting one or multiple keywords to filter topics from NMF results, (2) selecting topics to load 
corresponding tweets and adjusting weights for further filtering, and (3) exploring the results and tweets. 
Each stage is presented on a single screen, providing users with the ability to explore information and 
control the entire process. To construct the user interface, we utilized Kivy for the interface and Python 
libraries for text preprocessing.  
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Figure 2. User Interaction with Coastal Resilience Engine 

Preliminary Results 

In this section, we present both the initial interface and preliminary results of the NMF analysis. Our 
interface is designed to provide users with relevant data on specific climate issues. The first stage utilizes a 
search method where users input one or multiple words to explore topics of interest (see Figure 3). Upon 
clicking the enter button, a list of topics will be displayed, sorted by the frequency of the search words 
occurring in tweets for each topic.  

Alongside each topic, example tweets and percentage scores of word frequency are provided, allowing users 
to select one or multiple topics for investigation. For instance, using the keyword 'flooding' as an example, 
the interface generates multiple topics ranked by keyword frequency, indicating the occurrence of the word 
'flooding' within a group of tweets for each topic. Our findings reveal that topic numbers 28 and 15 have 199 
and 160 keyword-relevant tweets, respectively, with a frequency rate exceeding 10% (see Figure 4). 

 

Figure 3. Search Screen in the Interface 

 



 Coastal Resilience with Social Data Analytics 
  

 Forty-Second International Conference on Information Systems, Hyderabad 2023
 6 

 

Figure 4. Topic List Screen in the Interface 

 

Based on the sorted results, users can select one or multiple topics based on their preferences. Clicking the 
"Next" button transitions the screen to the third stage, where users can view a list of tweets sorted by 
composite scores. Additionally, users have an optional panel to adjust the weight scores for each component 
of the composite score to improve results as they want. Users can increase either topic coherence scores or 
user impact scores based on their preference (see Figure 5). For example, users can set the weights of the 
topic coherence score and search term occurrence to 35% each and the three user impact weights to 10% 
respectively to see the tweets with higher topic scores. This allows for a personalized user experience and 
ensures that the interface caters to individual preferences and priorities. 

 

 

Figure 5. Weight Panel in the Interface 

 

The results include the full text of each tweet, its composite score, and the tweet metrics used for calculating 
the composite score. Users can access the original tweet by clicking on a specific row (see Figure 6). The 
outcomes can be modified by adjusting the weight scores through the weight panel. By increasing the topic 
coherence score and search term occurrence score, while decreasing user impact scores, the ranking of the 
results undergoes a noticeable transformation. For instance, area-based tweets take precedence with 
updated rankings, which emphasize vulnerable locations to coastal flooding, such as Chelsea and East 
Boston. 
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In the case of our example keyword "flooding," the results display a collection of tweets reflecting the 
discussions within the Boston community regarding various aspects related to flooding. In our results, tweet 
number 1 describes the city's initiative in Langone Park located in North End to enhance climate resilience. 
Tweet numbers 2 and 3 highlight flooding as an indicator of climate change, and tweet number 4 reports 
specific areas prone to flooding, such as Morrissey Boulevard near the coast. Tweets discussing the impact 
of flooding on transportation and property insurance are also discussed in the additional high rank tweets. 

 

Figure 6. Tweet List in the Interface  

Discussion and Future Research 

Our preliminary results indicate the needs of communities that are vulnerable to coastal flooding, which 
can impact the allocation of resources. The ranking of the tweet list in the interface can be used to 
understand the key topics of coastal communities and engage participants in the decision-making process. 
Our interface may be used by community members, local organizations, and decision-makers to view and 
better understand the topics and tweets that concern them and their community. 

There are several limitations of our research. First, although we adapt selection rules for the number of 
topics, we acknowledge all the community voices in our exploratory dataset may not be sufficiently 
captured. Second, our artifact focuses on providing relevant topics and tweets based on the keyword search, 
so the context of the specific insights will vary. Thus, future studies will address such issues by integrating 
complementary sources of community data (e.g., public hearings, workshops, and reports) to encompass a 
wider spectrum of discussions on coastal resilience and facilitate the development of actionable solutions. 
Furthermore, we plan to enhance the user interface of the artifact to include user feedback features and 
further customize the search results based on user preferences. 

In this paper, we have presented the analysis results using the design of the artifact and real-world sample 
data in the initial stages. Our proposed approach is unique in that our artifact methodically extracts both 
long-term and short-term objectives (i.e., topics) directly from community stakeholders to address coastal 
resilience. For future research, we intend to conduct a thorough evaluation through interviews and surveys 
with stakeholders, including environmental experts, scholars, and activists for potential improvements of 
the artifact. Furthermore, we plan to analyze a larger volume of additional real-world social data integrated 
with climate observations for developing a coastal decision model leveraging additional techniques, such as 
developing a neural network to further classify the topics. We will explore the topics in further detail to 
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develop climate justice factors and map them to community data, such as neighborhood, population, and 
vulnerabilities. We aim to develop additional views and reporting functionalities for decision makers to 
input coastal change indicators, community information, and policy plans for a multi-view model to address 
coastal resilience in vulnerable communities. This research can help community members and 
policymakers make better social data based robust sustainability decisions. 
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