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Abstract 
Conversational generative language models (GLMs) like ChatGPT are being rapidly 
adopted. Previous research on non-conversational GLMs showed that formulating 
prompts is critical for receiving good outputs. However, it is unclear how conversational 
GLMs are used when solving complex problems that require multi-step interactions. This 
paper addresses this research gap based on findings from a large participant event we 
conducted, where ChatGPT was iteratively and in a multi-step manner used while solving 
a complex problem. We derived a taxonomy of prompting behavior employed for solving 
complex problems as well as archetypes. While the taxonomy provides common 
knowledge on GLMs usage based on analyzed input-prompts, the different archetypes 
facilitate the classification of operators according to their usage. With both we provide 
exploratory knowledge and a foundation for design science research endeavors, which 
can be referred to, enabling further research and development of prompt engineering, 
prompting tactics, and prompting strategies on common ground.  

Keywords:  Generative Language Models, Generative AI, human-computer-interaction 

Introduction 
Advancements in artificial intelligence (AI) have led to increased interest in how AI can be leveraged to 
support complex problem solving (Krogh, 2018), moving towards humans and AI systems solving problems 
collaboratively (Akata et al., 2020; Dellermann et al., 2019). While addressing open-ended problems might 
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have been difficult with more traditional AI approaches (Krogh, 2018), generative language models (GLMs) 
as a new type of machine learning model have been shown to be useful in supporting humans in almost 
unbounded area of language-mediated tasks (Brown et al., 2020; Lester et al., 2021; Mishra, Khashabi, 
Baral, & Hajishirzi, 2022; Swanson et al., 2021; Wu et al., 2022). However, it is still an open question how 
these models can best be used for different tasks. 

With the recent introduction of a chat-based interaction mode, the generative capabilities of GLMs (e.g., 
OpenAI’s ChatGPT) have become broadly available, even to non-technical users (Jiang et al., 2022). Models 
such as OpenAI’s GPT perform well at generating free text based on a given input, even without additional 
task-specific training (Brown et al., 2020). Since GLM system output is conditioned on input during 
inference time (Brown et al., 2020), it might be challenging to create a suitable formulation for the input 
request to receive an expected generated output (Jiang et al., 2022), reflecting the research field related to 
prompt engineering (Lester et al., 2021; Mishra, Khashabi, Baral, Choi, et al., 2022). Studies on this topic 
already investigate methods to tune initial input-prompts to generate more optimal outputs for solving 
complex problems with GLM systems (Devlin et al., 2019; Hambardzumyan et al., 2021; Jiang et al., 2022; 
Lester et al., 2021; Liu et al., 2023; Mishra, Khashabi, Baral, Choi, et al., 2022). Scholars have shown that 
even slight modifications of initial prompts might result in different GLM system outputs (Jiang et al., 2022; 
Lester et al., 2021; Liu et al., 2023; Mishra, Khashabi, Baral, Choi, et al., 2022). While outputs to initial 
prompts might produce unexpected content, GLM system users seem to develop tactics for working with 
such systems to solve complex tasks, such as task allocation, in prompt chains, if provided with building 
blocks (Wu et al., 2022).  

The release of the chat-based interaction mode with GLM enables long conversations (Jiang et al., 2022), 
and it might open new ways for tactics to work with such systems to solve complex problems. It is unclear 
whether and how the chat-based interaction mode might affect known prompting tactics or lead to new 
prompting strategies for users. Therefore, more research in this field is needed. Additionally, limited 
knowledge exists about how humans use GLM systems (Jiang et al., 2022; Lester et al., 2021; Mishra, 
Khashabi, Baral, Choi, et al., 2022; Wu et al., 2022) to solve complex problems (Akata et al., 2020; 
Dellermann et al., 2019), especially if they aim to generate specific content (Jiang et al., 2022; Mishra, 
Khashabi, Baral, Choi, et al., 2022; Wu et al., 2022). We addressed this research gap by focusing the present 
study on the following research question (RQ): 

RQ: On an operational level, how do humans prompt GLM-based systems to attempt solving complex 
problems?  

To address the RQ, we investigated how humans interact with GLM systems to solve a complex problem 
with a novel format  for human-AI collaboration. We designed one of the first Prompt-a-thon sessions, in 
which a diverse set of 76 participants worked on specific challenges in small groups with the support of 
GLMs. Based on the logs of these interactions, we conducted a qualitative content analysis of the input-
prompts as a foundation for developing an extendable taxonomy in accordance with Nickerson et al. (2013) 
and Kundisch et al. (2021b) to characterize human prompting approaches for GLMs. We contribute a 
taxonomy that offers common ground of conversational GLMs usage conducing researchers and 
practitioners. Practitioners can use it when utilizing GLMs for specific tasks such as complex problem 
solving or relate to it for prompt engineering. Researchers can use it to classify and analyze prompts in 
multi-step interactions, facilitating research for example on prompt strategies. It represents the first 
comprehensive terminology on GLM usage and its prompts in this field, setting the stage for subsequent 
research and the evolution of pertinent theories, as noted by Kundisch et al. (2021b). Additionally, we 
derived archetypes from the collected data to recognize prompting patterns of humans when interacting 
with GLMs. Overall, our results provide first insights into prompting approaches during conversations.  

The remainder of this paper is structured as follows. In the next section, we review related research on 
GLMs and prompt engineering. Then, we describe our research methodology and how we collected and 
analyzed the data to develop the taxonomy and derive the archetypes. Subsequently, we present and discuss 
our results before highlighting the theoretical and practical contributions of our research. After that, we 
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mention the limitations of our research and provide suggestions for future research before closing the paper 
with a conclusion. 

Related Research 
Large language models are a specific type of machine learning-based models trained on large corpora of 
texts (Brown et al., 2020). Such models are trained to generate the next word(s) upon input, consequently 
referred to as generative models. GLMs are flexible; they do not require a certain form of input, and they 
can generate free-form output text based on free-form input text. They have been shown to perform well in 
traditional natural language processing tasks (e.g., entity recognition, translation) and other tasks (e.g., 
generating news headlines, completing exams) (Brown et al., 2020), even without task-specific training 
(e.g., fine tuning) or training data. Given their flexibility in accepting and generating free-form text, and 
their ability to generate task-specific text without task-specific training, GLMs could enable the resolution 
of ill-structured, non-repetitive problems that have traditionally been considered too complex or costly to 
address with AI. (Krogh, 2018). GLMs have been used, for example, in (scientific) writing or design concept 
generation. (Gero et al., 2022; Lee et al., 2022; Zhu & Luo, 2022) 

GLMs do not require a specific input format, such as a programming language, since natural language 
(instructions) can be used, which –in principle– allows users without specific prior knowledge to prompt 
GLMs. Historically, important steps were taken with the release of generative pre-trained transformer 
models, such as GPT-1 (0.1 billion parameters) and its extension GPT-2 (1.5 billion parameters), which no 
longer relied on task-specific architectures (Brown et al., 2020; Zhu & Luo, 2022). Based on these promising 
results, GLMs were further developed. Consequently, the model GPT-3 (175 billion parameters) with a 
higher output accuracy was evolved (Brown et al., 2020). A subclass, GPT-3.5, served as the basis for 
ChatGPT (Dwivedi et al., 2023), a GLM released in 2022 with a user-friendly interface that led to increased 
public awareness of GLMs. ChatGPT was trained in conversations and introduced a chat-based interaction 
mode, allowing humans to engage in multi-step interactions with the GLM in a very familiar manner. 
Instead of a single response to a single input, ChatGPT can engage in a continuous conversation that 
considers previous messages in that conversation. ChatGPT has since then been quickly and widely adopted 
and was updated in spring 2023 by embedding the fourth generation of GPT, GPT-4. 

With no task-specific training (or fine tuning), GLM output is solely conditioned on the input text (and 
inference parameters), which is referred to as a prompt. Even small changes in the input-prompt can lead 
to vastly different results in the output (Jiang et al., 2022). Early research showed that novices find it 
especially difficult to effectively formulate prompts (Jiang et al., 2022; Zamfirescu-Pereira et al., 2023). 
Given the prompt’s critical role, the field of prompt engineering emerged with the goal of “finding the most 
appropriate prompt to allow a [language model] to solve the task at hand” (Liu et al., 2023, p. 2). For non-
conversational GLMs, several techniques, including demonstrations (i.e., examples of the desired output), 
have been proposed (Brown et al., 2020). Compared to more traditional machine learning-based systems, 
where exemplary data is used as training data during training time, examples can be used in GLMs during 
inference time as a prompt or additional information within a prompt (Brown et al., 2020). In addition to 
not using demonstrations (zero-shot), providing examples allows for one-shot (one example) and few-shot 
(multiple example) learning, with different effects on output quality depending on the task (Brown et al., 
2020). Other techniques, such as itemization (i.e., breaking up larger text portions into bulleted lists), have 
also been explored to improve the results (Mishra, Khashabi, Baral, Choi, et al., 2022). More advanced 
approaches split up a larger task into multiple steps. Instead of a large prompt, GLM is prompted with 
several more specific prompts referred to as “primitive operations” (Wu et al., 2022, p. 1). Examples of such 
operations include information extraction and factual query (Wu et al., 2022). The output of one operation 
can be used as an input for the next iteration, resulting in an approach called prompt chaining (Wu et al., 
2022), which can result in a more effective interaction with the system. 

Given the novelty of chat-based GLMs, such as ChatGPT, most (beyond anecdotal) prompt engineering 
knowledge refers to non-conversational, one-off interactions with GLMs. Prompt engineering has been 
shown to significantly improve output quality for such non-conversational interactions (Mishra, Khashabi, 
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Baral, Choi, et al., 2022). This also applies to providing users with guidance and support in interacting with 
GLMs by distilling potential types of interactions (primitive operations (Wu et al., 2022)). However, the 
introduction of a chat-based interface has caused a shift from one-off interactions to free-form, multi-step 
conversations. This change to multi-step conversations might reduce the need to specify all relevant 
information in a single prompt and might enable the stepwise development of work results, from developing 
a more in-depth understanding of the problem to iteratively developing solution aspects, allowing the 
operator to add information as needed or align the understanding. Since it is unclear how conversational 
GLMs affect prompting behavior and prompt engineering, in the present study, we sought to explore how 
conversational GLMs with multiple interactions are used when solving complex problems. Moreover, we 
sought to build a guiding frame to more holistically understand such interactions as a foundation for 
analyzing conversations with GLMs. Future studies could build on such a frame to explore the effectiveness 
of different approaches to prompting (e.g., Zamfirescu-Pereira et al. (2023) for non-conversational GLMs) 
and develop prescriptive knowledge on how to converse with such systems. Although we openly explored 
this question using an inductive approach, we relate our guiding frame to previous work as a part of the 
discussion. However, an analysis of the effectiveness of the distilled approaches was not part of this study.  

Research Methodology 
The purpose of the present study was to shed light on how the disruptive and rapidly emerging 
(conversational) GLM technology is being used. In this regard, little knowledge about the usage of GLMs in 
the context of complex problem solving exists. Therefore, we chose to create a taxonomy as it can serve as 
a basis for research (Kundisch et al., 2021b). We followed the workflow activities according to Kundisch et 
al. (2021b), as their approach embeds Peffers et al.’s (2007) design science research (DSR) and besides 
builds on the well-established taxonomy development by Nickerson et al. (2013). According to Gregor and 
Hevner (2013), the results can be seen as a level two contribution type, representing design-theoretical 
knowledge. For clarity reasons, data collection and taxonomy development are described separately. First, 
the data collection section explains the approach used to collect data that grounds the taxonomy 
development. Second, the taxonomy development section describes its development and DSR embedding 
in detail. Third, the clustering and archetype development is explained, which utilizes and evaluates the 
taxonomy additionally. These activities are described in more detail below. 

Data Collection with a Prompt-a-thon 

GLM can still be considered an emerging technology and research field, as can its usage in tasks such as 
complex problem solving. Therefore, to create a solid data foundation upon which to build our research, we 
developed a data collection instrument called a Prompt-a-thon which led to 252 unique input-prompts. Our 
Prompt-a-thon was inspired by hackathons, where participants work in teams for a limited period of time 
to solve a challenge or problem (Taylor & Clarke, 2018). Their characteristic of possibly attracting large 
numbers of participants (Olesen & Halskov, 2020) from diverse backgrounds and enabling to engage with 
different technologies (Taylor & Clarke, 2018) let us to choose it as format inspiration for data collection, 
especially since it has been proven for research data generation (Olesen & Halskov, 2020). We defined a 
Prompt-a-thon as an event in which people work in a collaborative manner over a fixed period of time to 
create a solution for an idea or a challenge. In contrast to a hack-a-thon, Prompt-a-thon participants do not 
solely rely on themselves while working on hardware or coding but actively and deliberately include GLMs 
(e.g., ChatGPT) in the development process. Since we aimed to collect as broad data samples as possible, 
the event was constructed with the fewest possible restrictions regarding participants’ pre-existing GLM 
usage expertise and general background (e.g., gender, profession, age, workplace). To ensure a wide variety 
of participants, information about and invitation to the event was shared using different multiplicators via 
various channels, including social media, newsletters, word-of-mouth, and direct invitations. Before 
participants signed in, they were given a brief introduction to the field of GLM. When signing in, they were 
asked for interests and ideas of challenges they would like to work on. Participants were assigned a 
challenge in advance – challenges were either provided to the participants or they had suggested them or 
at least its topics themselves as described before. The challenges had a wide range of issues, all of which 
involved complex problems that needed to be solved. With that, they could not be solved by one- or few-
shots prompts but required multi-step, iterative problem solving. The challenges included, for example, 
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topics of public interest like the federal government and its digitalization. Here, participants had the task 
to create a concept for digitalization of the federal authorities, considering requirements for digitally 
requesting services. Other challenges dealt with more creative topics, such as the creation of a puzzle to 
interactively discover a city while learning about the history and places of interest. 
In total, we had 76 participants work on 16 different challenges. They took part either on site or online. 
Those on site were provided with tablets to work with. The format lasted 2.25 hours and included an 
introduction to the format and challenges, a prompting session, and a retrospective to share results and 
lessons learned. Based on 66 returned surveys, the participants can be characterized as following: The 
participants' composition was heterogeneous (e.g., participants from the field of entrepreneurship, 
information technology consulting, marketing, data analytics, information systems research, students). The 
participants were asked how often they use GLMs (in this case ChatGPT),  ≈45 % (30) of the participants 
used GLMs at least once a week, ≈42 % (28) used it a few times already prior the Prompt-a-thon and ≈12 % 
(8) had never used it before. With that, the usage ranged from never to almost every day. The involved 
participants’ ages varied from 21 to 63 years. On average, the age of our participants was about 32 years. 
We had a representation of ≈39 % (26) women, ≈56 % (37) men and ≈4 % (3) others. The 76 participants 
were divided into groups (2-4 persons). The GLM chosen for the event was ChatGPT 3.5 (release February 
13) (Natalie, 2023) without plus subscriptions. ChatGPT account credentials were created prior to the event 
and used to access ChatGPT. Therefore, we could directly access the chat history, extract and tag it with the 
associated account. As result of the event we collected 252 unique input-prompts (on average 16 per group) 
that were evaluable. Cases of unusable chats occurred when the input seemed random (e.g., random input-
prompts of letters) or data extraction was not possible.   

Development of Taxonomy 

To ground the taxonomy, we used the data gathered with the aforementioned Prompt-a-thon. Our 
taxonomy development followed Kundisch et al. (2021b), that builds on Nickerson et al.’s (2013) work but 
provides more guidance for such. Thus, Kundisch et al. (2021b) link their 18 steps for taxonomy 
development to the six DSR method activities (Peffers et al., 2007). However, in contrast to Nickerson et 
al. (2013), we moved away from the restriction of exclusiveness; thus, an object could have more than one 
characteristic of a dimension. This was based on intentional openness to possible variations in the input-
prompt design of the operators using GLMs. These were followed throughout the development of the 
taxonomy. The application of each activity and its steps are presented below. 
Identify and Motivate (DSR activity 1) 

First, in accordance with Kundisch et al. (2021b), the phenomenon that is observed should be specified, the 
user group(s) be named, and then the purpose of the taxonomy described. GLMs' emergence, popularity 
with the general public, and sudden relevance have led more and more people to discuss and exchange 
information about their experiences with GLMs. Discussions of different utilization approaches have led to 
the to be observed phenomenon, the variety of GLM usage and knowledge about it. As user groups of the 
taxonomy, researchers may be interested in the present study’s findings because they could benefit from 
the first data-based and structured overview of (conversational) GLM utilization and use it as a foundation 
from which to dig deeper. For example, they could identify, derive, or analyze prompting strategies as well 
as potential conversational switching behavior in the course of a conversation. Practitioners may also be 
interested in the findings because they frequently use such solutions and embed GLMs in their work 
routines. The taxonomy could help them understand the different characteristics of GLM usage and use 
them as entry points of adjustment for varying and optimizing their interactions. As a result of this activity, 
the phenomenon was identified and motivated. Target groups and objectives were defined. 
Define the Objectives of a Solution (DSR activity 2) 
Following Nickerson et al. (2013), a meta-characteristic to ground further derivation of the characteristics 
was defined and chosen with respect to the purpose of the taxonomy. Specifically, GLM operator-prompt 
attributes were selected as meta-characteristic in accordance with the purposed taxonomy angle of the 
aforementioned phenomenon (Kundisch et al., 2021b). Before iteratively developing the taxonomy, the 
ending conditions were determined in accordance with Kundisch et al. (2021b) and Nickerson et al. (2013). 
As such, all of Nickerson’s objective and subjective ending conditions were used. The preciseness and 
applicability of the taxonomy were selected as the initial evaluation goals. The evaluation aimed to validate 
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that the taxonomy served its purpose of classifying studied, and respectively, self-performed GLM usage. 
To further evaluate the designed taxonomy, a clustering analysis was set as a second goal based on the given 
objects, their characteristics, and dimensions (see Table 3) (Kundisch et al., 2021b). 
Design and Development (DSR activity 3) 
The design and development of the taxonomy were done by applying the empirical-to-conceptual and 
conceptual-to-empirical approaches. Three iterations were carried out as follows: An empirical approach 
was chosen for the first iteration for several reasons. First, this research field lacks a known taxonomy. 
Second, although one could argue that there could be starting points in research in the context of non-
conversational GLMs (e.g., primitive operations in (Wu et al., 2022)), primitive operations were not 
involved in the development of the taxonomy because they could be seen as vague, and we wanted to ensure 
non-bias when investigating conversational GLM usage. Additionally, the empirical approach is 
recommended when a “significant number of objects are available representing the phenomenon under 
consideration” (Kundisch et al., 2021b, p. 430). To maximize reliability and avoid errors (Buscemi et al., 
2006; McDonald et al., 2019), three independent units inductively coded 182 prompts using the MAXQDA 
application. The results were then revised using the taxonomy operations described by Kundisch et al. 
(2021b). For the second iteration, the conceptual-to-empirical approach was selected to “(Re-)examine 
objects [in order] to validate the new characteristics and dimensions that […] have [been] conceptualized” 
(Kundisch et al., 2021b, p. 430) in the prior iteration. The empirical-to-conceptual approach was used for 
the last iteration because a sufficient amount of data (70 prompts) was available for further examination. 
The approaches, dimensions, characteristics, and examined objects of each iteration are shown in Table 1.  

 

Figure 1.  Iterative Taxonomy Development Process 

 

Demonstration (activity 4), Evaluation (activity 5) and Communication (activity 6) 
After each iteration, the taxonomy was studied and by that demonstrated to determine whether the 
objective ending conditions were met. When they were not met, a new iteration was conducted; this 
occurred after the first two iterations. After passing the objective ending conditions, the subjective ending 
conditions were checked. The units that independently coded initially also independently checked whether 
the conditions were met. As this was the case after the third iteration, no new iterations were necessary. 
Therefore, the next steps were executed in accordance with (Kundisch et al., 2021b). Specifically, the 
evaluation was configured and performed. The evaluation objects were the taxonomy and its descriptions. 
Together, they form a DSR artifact from the type of a model and construct, leading to the evaluation criteria 
of completeness as presented in (Kundisch et al., 2021a). “The degree to which the structure of the artifact 
contains all necessary elements and relationships between elements” (Kundisch et al., 2021a, p. 26) was 
evaluated by interviewing experts from the taxonomy’s target groups (Prat et al., 2015). In total, nine 
experts (five practitioners and four researchers) were interviewed; none of them were involved in the 
taxonomy building process. Based on the methodology and criteria of the evaluation, the taxonomy 
usefulness was evaluated. As mentioned before, clustering was also performed to serve as an evaluation. As 
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a result, the taxonomy was demonstrated, evaluated, and thus ultimately validated. Finally, in accordance 
with Kundisch et al. (2021b), the communication and documentation took place, which included the 
taxonomy development process (shown in Figure 1), the visualization of the taxonomy and belonging 
descriptions for characteristics and (meta-)dimensions (see Results section). 

Clustering and Development of Archetypes 

Archetypes help identify patterns that can provide insights into an observed phenomenon, and they can 
serve as a method for evaluating the applicability of a taxonomy (Kundisch et al., 2021b). We empirically 
determined clusters by performing clustering on our prompts that were labelled with the taxonomy 
characteristics. The clustering results in groupings of prompts so that the objects in each cluster are more 
similar to one another than to the prompts in other clusters. Those were then interpreted as archetypes. 
The statistical calculations and creation of the clusters were performed using Python with respective 
packages. First, the Euclidean distance was calculated to find similarities between the prompt-objects. 
Then, hierarchical clusters were calculated using Ward’s method (Ward, 1963), which allowed clustering to 
be prescribed without prior specification of the cluster count (Janssen et al., 2020). It provided an initial 
visualization of clusters that indicated an optimal cluster count of three. Since a combination of non- and 
hierarchical clustering has been recommended (Balijepally et al., 2011; Punj & Stewart, 1983), k-means 
(Hartigan & Wong, 1979) cluster fitting was performed for cluster counts of two to eight. Based on these 
results, the silhouette scores were calculated and inspected to validate the optimal cluster count. The prior 
indicated optimal cluster count was confirmed as a cluster count of three related to the highest silhouette 
score (Berkhin, 2006). Based on the chosen cluster count, k-means was calculated using the k-means++ 
algorithm (Arthur & Vassilvitskii, 2007), leading to the results described and shown. In addition, the 
percentage distribution is displayed and colored according to the percentage of occurrence in the Table 3.  

Results 

User-centric Taxonomy of GLM Usage 

Based on the taxonomy research activities of Nickerson et al. (2013) and Kundisch et al. (2021b), we derived 
the final taxonomy for classifying user-centered input-prompts. It incorporates a hierarchical structure 
consisting of 3 meta-dimensions, 7 dimensions, and 31 characteristics, providing a systematic and rigorous 
classification of input-prompts. The meta-dimensions, which represent the highest level of abstraction, 
depict the overarching classification areas of GLM usage. The dimensions break them further down.  
(Meta-)dimensions provide logical and structural clarity and classification, although they must be 
sufficiently granular for unambiguous classification purposes. For this reason, characteristics were 
determined as specific elements that can occur at the third level. Table 1 depicts the final taxonomy. For 
each meta-dimension, the dimensions and characteristics are further described in the following. 

Meta-
dimension Dimension  Characteristics 

Prompt 
objectives 

Focus Informational Creative 

Purpose Build understanding Sharpen understanding Task delegation General conversation 
Intended 
functional output Create Aggregate Supplement Substitute Assess Compare Combine Reformulate 

Prompt 
settings 

System 
perspective Humanized User- 

oriented 
Group- 

oriented 
Organization-

oriented 
Expert- 
oriented None 

Context Explicit context Reference context Reference previous +  
explicit context None 

Prompt 
style 

Output format 
specification Not specified Structured Domain-specific 

Tone Polite Impolite Motivational Neutral 

Table 1. Final Taxonomy 
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Prompt Objectives 
The prompt objectives meta-dimension represents the following decisive descriptive factors for GLM use: 
focus, purpose, and intended functional output. It serves as the highest level of aggregation for classifying 
GLM usage. The focus dimension describes whether GLMs should focus on delivering existing information 
(including information given by prior input-prompts) or focus on being creative and delivering yet-to-be-
created information. These areas of focus, in which the input-prompt instructs the system, have different 
objectives and requirements for the GLMs. The choice of a suitable focus depends on the operator’s 
individual needs and can vary depending on the area of usage. This dimension is guided by the following 
question: Can the operator’s needs be met by existing information, or is new information creation needed? 
The informational focus aims to provide general, factual, and informative statements (e.g., summaries, 
descriptions, reports on specific topics). The focus here is on using and returning existing information 
instead of, for example, creating new information by applying the provided operator context to existing 
information. Meanwhile, the creative focus strives to generate new and original outputs (e.g., customized 
strategy roadmaps, project plans, short stories, poems, song lyrics). The focus here is on creative expression 
and generating novel and unique information. 
The purpose dimension describes the reason for using the GLM to ensure that it meets the objective of the 
operator. This dimension is guided by the following question: Why does the operator use the GLM? The 
build understanding characteristic refers to the intention behind an interaction with a GLM to develop an 
operator’s understanding of a specific topic. In contrast, the sharpen understanding characteristic refers to 
improving the understanding of partly understood (specific) topics by using GLM to, for instance, extract 
and analyze relevant data or information. Alternatively, operators can use these systems to outsource tasks 
by utilizing the task delegation characteristic for activities such as writing texts or creating content. 
Furthermore, operators can have a general conversation with the system (e.g., conversational dialogue). 
Besides purpose, operators have expectations regarding the concrete functions that the system should 
perform and then return as output. This input-prompt aspect is represented by the intended functional 
output dimension in which the operator specifies the concrete functionality they want the system to perform 
while they use it. This dimension is guided by the following question: What do I want the GLM to do for 
me? Importantly, it should be noted that GLMs are designed to always generate text. Consequently, text 
creation is integral to GLMs and is included in every intended functionality output. However, the expected 
functionality output makes a distinction by highlighting the main intended functionality. When GLMs are 
exclusively used to create content (e.g., blog posts, strategies, articles, advertising texts, product 
descriptions), the expected output functionality is to create. Another intended functionality is to aggregate 
sources of information to provide the operator with forms of overviews. Thus, aggregation summarizes 
information in a narrow sense and generates information in a broad sense. Additionally, these systems can 
be used to supplement information by complementing or extending information to, for example, provide 
the operator with a more in-depth understanding of a particular topic. Moreover, these models can be used 
to substitute information by, for instance, replacing misleading words or sentences. Furthermore, the assess 
functionality can be used, for instance, to better and more accurately comprehend the relevance and 
credibility of information, enabling the operator to make well-grounded decisions. Another intended 
functionality output is to compare information by highlighting the differences and similarities between 
various information sources. In addition, these models can combine information by connecting information 
from separate sources and transferring it from one domain to another. Finally, operators can use GLMs to 
reformulate information into a desirable (e.g., more understandable or readable) form. 

Prompt settings 
The prompt settings dimensions describe the circumstances that are set with the input-prompt. By 
adjusting these dimensions, operators can tailor prompts to their specific needs. The system perspective 
dimension characterizes the point of view that a GLM is told to adopt in a particular setting. The selected 
perspective can affect the system output and influence how the AI system is employed. Here, operators ask 
the following question: Which perspective should the GLM adopt? The operator-oriented perspective can 
be assigned to the system through an input-prompt to provide personalized recommendations and 
suggestions based on the operator’s given individual perspective (e.g., a maternal, student, homeless). 
Alternatively, the system can adopt a group-oriented perspective and for instance provide outputs based on 
their perspective. Furthermore, the system can act from an organization-oriented point of view and operate 
with an organizational fingerprint. In addition, operators can set an expert-oriented perspective in which 
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the system promotes information from an expert point of view, such as by serving as a virtual IT-consultant. 
Another option that can be requested through an input-prompt is the humanized perspective, where the 
systems standpoint and perspective is requested. Lastly, the input-prompt can specify that no perspective 
be taken (i.e., none); in this case, the system uses a general or previously selected perspective. 
The context dimension characterizes the operator’s ability to not only formulate a general input-prompt, 
such as a generic question, but also provide situational content. Operators are guided by the following 
question: Is context given? Characteristics differ based on the question answer. The operator can explicitly 
provide contextual information (i.e., the explicit context characteristic) directly to the GLM (e.g., ask a 
question and provide specific information). Context can also be established by referring to sentences from 
earlier in the conversation (i.e., the reference previous context characteristic) to support the receipt of an 
appropriate response. Moreover, both can occur. In this case, explicit context information is given to the 
system, while, at the same time, references to previous prompt content within the conversation are made. 
Ultimately, contextual information may not be provided to the system at all (i.e., the none characteristic). 

Dimension Characteristic Example* 

Focus 
Informational “Describe to me the function of e-car charging stations.” 

Creative “Write a song text for the target group between 18 and 25 years about […]” 

Purpose 

Build understanding “How can I measure the environmental impact of my software development project?” 

Sharpen understanding “Tell me more about the technical screening criteria for software used in the logistics.” 

Task delegation “Describe to me the target group of electric mobility in terms of age, […], and gender.” 
General conversation “Now don't make yourself worse than you are, you are more than a tool!” 

Intended 
functional 

output 

Create “What is the alternative transportation which this group uses the most after the car?” 

Aggregate  “Summarize the book ‘The algorithm has no tact’ by Katharina Zweig.” 
Supplement “Can give you give us a more detailed demographic profile of this group?” 

Substitute “Exchange the question ‘Which city was the main opponent of West Berlin during […]” 
Assess “Which channels can be used to communicate the message most effectively to […]” 

Compare “What is the difference between hypotheses and research guiding assumptions?” 

Combine  “How to apply the concept of […] to advisory firms that want to create AI-bids?” 
Reformulate “Can you also formulate these ads for the English market?” 

System 
perspective 

Humanized “Do you have any suggestions on how I can optimize the following website?” 

User-oriented “What do I need to take out occupational disability insurance?” 
Group-oriented “How can we effectively use ChatGPT in a design thinking process for its products?” 

Organization-oriented “Assume you are a business in the it-sector aiming to get your it-systems and products […]” 
Expert-oriented “Imagine you were a renowned expert on digitalization [...]. What would you [...]?” 

None “Which electronic devices do drivers of electric vehicles use?” 

Context 

Explicit context “We want to develop a marketing strategy for e-car charging stations. Which […] are […]?” 
Reference context “Could you combine all your answers into a puzzle with creative short descriptions of [...]?” 
Reference previous + 
explicit context  

“Would you like to combine your answers into a text consisting of the questions and answers 
[...]?” 

None “How many personas does a [.] marketing strategy need?” 

Output 
format 

specification 

Not specified “Describe to me the many advantages of electromobility.” 

Structured “Create a cross-tabulation in R with n=300 people. Variable age is the [...].” 
Domain-specific “Program a regression analysis with R. The dependent variable is EDU. The independent […]” 

Tone 

Polite “We focus on parcel services. Please list the needs and wishes of this target group.” 

Impolite “That's boring. Please be more creative and something that rhymes.” 
Motivational “Let's introduce a reward system for our conversation, every time we write good answers […]” 

Neutral “What is the difference between occupational disability and employment?” 

Table 2. Examples of Input-prompts for each derived Characteristic 

*Note: The original examples have been translated into English. 
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 Prompt Style 
The prompt style meta-dimension classifies the way in which an operator specifies the style and form of an 
input-prompt in order to instruct the GLM to generate information. 
The output format specification dimension describes whether an operator gives custom formatting 
instructions. The operator could ask the following question: How do I want the result to be represented? In 
this context, the output format specification can be unspecified (plain text). For example, the operator can 
choose not to pass a precise instruction to the system. Alternatively, the operator can request a generic 
structured format (e.g., tables, lists). In addition, the operator can instruct the system to deliver domain-
specific formatting to match a desired style (e.g., persona, source code, reports).  
The tone dimension applies to the writing style and linguistic tonality of the generated input-prompt. Here, 
the operator can ask the following guiding question: What tone do I use? The operator could specify certain 
tonality statements in the input-prompt, such as polite, impolite, motivational, or neutral. Examples for all 
characteristics can be found in Table 3. 

Clustering and Derived Operator Archetypes 

Three clusters were derived from the cluster calculations that were performed. They are shown in Table 3. 
The percentage distribution of each characteristic in its respective dimension is illustrated independently 
from the clusters over the whole data set as well as per cluster. Each cluster was considered an archetype 
with its own properties, representing a potential usage type.  

Archetype 1: Creative Learning 

The Creative Learning archetype describes a GLM usage type with a high interest in using AI to (better) 
understand aspects. This archetype predominantly uses the creative focus of the GLM to receive 
information that has yet to be created, mostly by demanding that the GLM assessment function is applied 
to contexts that have been given. The assessment could aid in identifying connections and deepening 
understanding. Context is often given and references are made without specifying a format at all. In 
addition, the usage type shows a comparatively high tendency to give perspective, such as the organization-
oriented one. The archetype shows a clear preference for neutral language use, only very rarely politely or 
impolitely elements were used.  

Archetype 2: Operational Delegation 

The Operational Delegation archetype shows specific usage behavior in relation to the GLM. This usage 
type mainly uses the GLM in a creative way and almost always uses it for task delegation. Therefore, the 
create functionality is used a lot and reformulation applied quite often. While formulating the inputs, a 
specific context is explicitly given or referenced in most cases. Matching the task delegation and a certain 
expert-oriented perspective, this archetype prefers to specify a domain-specific output format. It may be 
that operators using this type might view GLMs as a worker to whom they, when not neutrally delegating a 
task, quite sometimes do so politely.  

Archetype 3: Scouting 

The Scouting archetype uses GLM to build an initial understanding. It focusses on using AI as a search 
engine variant and knowledge source and is therefore mainly information focused. At the same time, the 
comparison to the other archetypes identified shows a rather high use of the GLM to hold general 
conversations. Prompts of this type often lack explicit context but sometimes reference previous context. In 
addition, they are aimed toward receiving general, existing, and retrievable information. They regularly do 
not specify a specific output format and use neutral wording in the vast majority of cases, in some instances 
a polite tone.  
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Meta-dimension Dimension 
Σ 

Characteristics 
Cluster 1 Cluster 2 Cluster 3 

n = 252 n = 103 n = 73 n = 76 

Prompt objectives 

Focus 
44% Informational 34% 11% 91% 
56% Creative 66% 89% 9% 

Purpose 

48% Build understanding 66% 0% 70% 

13% Sharpen understanding 23% 3% 8% 
35% Task delegation 11% 96% 9% 

4% General conversation 0% 1% 13% 

Intended  
functional 
output 

46% Create 1% 67% 87% 

4% Aggregate 0% 4% 8% 

3% Supplement 3% 5% 0% 
1% Substitute 0% 3% 0% 

38% Assess 93% 1% 0% 

2% Compare 1% 0% 5% 
2% Combine  2% 4% 0% 

4% Reformulate 0% 15% 0% 

Prompt settings 

System 
perspective 

15% Humanized 17% 10% 16% 

4% User-oriented 5% 1% 5% 

4% Group-oriented 6% 0% 4% 
4% Organization-oriented 8% 3% 0% 

4% Expert-oriented 4% 8% 0% 

70% None 60% 78% 75% 

Context 

15% Explicit context 28% 10% 4% 

37% Reference context 39% 52% 21% 
14% Reference previous + explicit context 14% 26% 3% 

33% None 19% 12% 72% 

Prompt style 

Output format 
specification 

83% Not specified  100% 44% 99% 
1% Structured  0% 1% 1% 

16% Domain-specific  0% 55% 0% 

Tone 

7% Polite 1% 14% 9% 
2% Impolite 1% 3% 3% 

1% Motivational 0% 0% 3% 
90% Neutral 98% 84% 86% 

Table 3. Cluster Analysis Results considered as Archetypes 

Discussion  
Our taxonomy shows that the use of GLMs varies. On one hand, operators use the system to obtain 
information that is already known and can be delivered by GLMs without creating anything new. This may 
be a behavior carried over from typical search engine use. In GLM use, basic information requests are 
submitted, assuming no individual responses are provided. In this regard, our results reveal that a third of 
the input-prompts (33%) had no context given, underlining this assumption. Furthermore, considering our 
archetypes of GLM usage—especially for the Scouting archetype—the informational focus was 
predominantly geared toward build understanding without providing context, thus supporting our 
assumption. On the other hand, our results also show that more than half of the input-prompts (56%) were 
designed to focus on creative; hence, requesting new information that was yet to be created. This is 
interesting, considering that creativity has previously been considered a capability that humans can master 
while it is hard for computers (Chen et al., 2023). In addition, operators mostly use GLMs to build, sharpen 
their understanding (together 61%), and delegate tasks (35%), highlighting the need for clarification and 
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education on the system and its weakness regarding providing false information (Dwivedi et al., 2023). This 
could create a new opportunity, as the system could be considered a team member used to perform specific 
tasks or assist in building understanding of specific subjects.  
Regarding the intended functional output, we observed that the characteristics create (46%) and assess 
(38%) were used the most. In contrast, aggregate (4%), supplement (3%), substitute (1%), compare (2%), 
combine (2%), and reformulate (4%) were used less frequently. Furthermore, we show that although 
operators primarily engage with the system without providing a perspective (70%), some operators tend to 
humanize the system (15%), for example, by asking for its opinion on certain subjects. This observation is 
also reported in (Dev & Camp, 2020), which focuses on chat protocols. This buttresses our findings that 
often we could not observe that operators do distinguish between whether they are communicating with a 
human or an intelligent chatbot system. This is further reflected in the fact that we found polite phrases, 
e.g., saying please to the system.  
Other perspectives found were user- (4%), group- (4%), organization- (4%), and expert-oriented (4%). The 
relatively rare usage indicates that although the option of providing a perspective is used. This option may  
still be relatively unknown among operators or not considered necessary, despite systems offering distinct 
options for specifying the perspective, e.g., ChatGPT (OpenAI, 2023). Reducing the lack of awareness could 
be a concrete example of the benefits of the proposed taxonomy when operators become fully aware of such 
possibilities. Only a third of the cases (33%) we investigated contained no context. Interestingly, this 
contextualization is addressed incidentally in previous studies on non-conversational GLMs, as they 
contemplated various possibilities of simulating such capabilities by chaining prompts (Wu et al., 2022). 
With that being absent per se in prior non-conversational GLMs, it may be that this is a critical factor, 
because not all information needs to be included in a single prompt. Regarding the output format 
specification of an input-prompt, the possibility of such specification was not provided in most cases (83%), 
and when a format specification was given, it was almost exclusively domain specific (e.g., code, or a 
persona) (16%). Maybe the possibilities accompanying this dimension are either relatively unknown to 
operators or not considered to be beneficial. The last dimension identified was tone. The characteristic 
neutral tone was used in most cases (90%). Other tones such as being polite (7%), impolite (2%) or 
motivational (1%) occurred less. Those non neutral tones could be a result of overlearning in accordance 
with (Nass & Moon, 2000), as there too is described that participants applied behavior rules when 
interacting with computers. Determining whether the tone makes a difference would be an interesting new 
research topic for further investigation.  

We observed that complex problems (problems that typically require multi-step interactions) were broken 
down into single-step interactions. Since our taxonomy built on these observations and reflects these GLM 
usages, it could be referred to when breaking down problems into subtasks and formulating input-prompts 
for each, leading to a step-by-step development of work results. An example of such a process is to start 
with a prompt that asks general questions to build understanding, followed by a more in-depth approach 
that focuses on details using prompts that enable sharper understanding. Single-step examples are shown 
in Table 2. 
In general, our taxonomy contains characteristics and dimensions similar to primitive operations 
introduced by (Wu et al., 2022). For instance, classification described in (Wu et al., 2022), requests the 
classification of the input into categories, which implies an assessment equivalent to our assess 
characteristic. Another example would be the factual query with which an operator requests facts, which is 
similar to a combination of characteristics in our case, where the focus is informational and the intended 
functional output is —for example— create. However, in our case, we emphasize that the information 
provided does not have to be a fact, but what the case displays is existing information. The generation and 
ideation could be mapped to a combination of creative and create (Wu et al., 2022). Although the prevailing 
“insufficient controllability” (Wu et al., 2022, p. 1) in non-conversational systems may be reduced, facets of 
controllability such as output format specification and a system perspective seem to still be rarely used 
(format specification used in 17% and system perspective used in 30% of all cases). 

The evaluation of our taxonomy and its description reveal that the identified concepts offer a comprehensive 
view of GLM usage. Because no additional dimensions or characteristics were requested, we assume that 
our taxonomy is applicable to other GLM-based use, in addition to our problem solving scenario. This can 
be noted as a positive, considering that our data collection was performed in an environment in which 
solving a problem was intended. Participants in the evaluation spoke positively regarding the taxonomy we 
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developed and expressed interest in the research results. In addition to the taxonomy, three different 
archetypes were derived based on cluster analysis, potentially representing an initial state of different usage 
types of a (conversational) GLM. The derived archetypes indicate that the GLM was most used in our study 
to build an understanding of a specific problem or to outsource tasks to the system. Besides the three 
archetypes identified describing GLM usage types, future research could also explore potential correlations 
of usage types with different levels of domain expertise and GLM experience among operators. Following 
our archetypes, for example, the Scouting type could be related to Beginners that use the GLM 
predominantly for contextless, informational, and therefore search engine-like requests. The Creative 
Learning type could be more prevalent among people who already use the system’s functionality to assess 
and follow more advanced strategies advanced in the use of GLMs. The Operational Delegation type may 
reflect users that have the most advanced knowledge of the system’s capabilities, utilizing several of the 
possible dimensions to a significantly high degree. The archetypes with that could serve as a guide for 
practitioners, as well as researchers, for classifying users and designing customized offers based on the 
user’s level of expertise. 

Theoretical Contribution 

We performed our study in an environment with limited academic knowledge on GLM usage, particularly 
with respect to using GLMs in multi-step interactions to solve complex problems. To the best of our 
knowledge, there are no findings that enable academics to have a common, comprehensive, and data-
derived starting point that serves as common terminology when discussing or conducting further research 
on GLM use. Taxonomies, in general, can serve as a vocabulary in the investigated domain (Gerlach et al., 
2022; Weking et al., 2020) and can be seen as a basis for the development of relevant theories (Kundisch 
et al., 2021b). Furthermore, taxonomies can serve an educational purpose (Miller & Roth, 1994).  

Our taxonomy provides common knowledge based on analyzed input-prompts. Furthermore, the 
archetypes developed facilitate the classification of prompting behavior across different operators. Thus, 
we identified additional information that could not possibly be identified with a taxonomy alone (Gerlach 
et al., 2022) and used this to evaluate our taxonomy (Kundisch et al., 2021b). Both enables to investigate 
the usage of GLMs in multi-step real-world interactions. We envision the taxonomy and archetypes to 
facilitate research on prompting strategies or prompt engineering. For example, the taxonomy can help to 
identify changes in prompting approaches within and across interactions with GLM. This could support the 
empirically supported derivation of prompting strategies. Such future work would require researchers to 
classify prompts and characterize sequences of prompts in multi-step interactions. For this, researchers can 
now rely on the taxonomy as a common framework. Moreover, researchers who intend to use GLMs can be 
equipped with an efficient and comfortable introduction to GLM use. For DSR, we provide a useful starting 
point to work in GLMs because we set a common ground of structure, which could be used for instance as 
guideline for automated creation of prompts. 
Although research regarding input-prompts has already shown some promising results (Wu et al., 2022), 
there is still limited research on conversational GLMs and using them to solve complex problems. With our 
study, we address this research gap and provide insights on conversational GLM usage; we also address the 
question of whether the change to multi-step conversations might reduce the need to specify all the relevant 
information required in a single prompt, as well as how conversational GLMs will be used. Furthermore, 
we demonstrate the use of GLMs across a diverse group of users and build a guiding framework for a 
analysis of such interactions. We also contribute to the existing body of knowledge of Wu et al. (2022). It 
turns out that the primitive operation classification has similar functionality to our identified assess 
function, so do the primitive operations factual query, generation and ideation as they represent similar 
functionality to our create characteristic. The primitive operation rewriting can be seen as a function 
similar to the identified reformulate characteristic and the split points operation represents functionality 
similar to our characteristic of specifying a structure. (Wu et al., 2022) However, we also identified new 
dimensions and characteristics (e.g. system perspectives like humanized, user-oriented, expert-oriented; 
context; purposes including understanding or task delegation and other intended functional outputs such 
as supplement, compare, combine). Thus, we complement the validity and transferability of the results.  
Our findings also give a brief glimpse on possible human-AI collaboration with GLMs. Besides the 
characteristics of use we extracted, we could derive that humans utilize GLMs already in different ways, for 
instance by requesting delivery of information to understand or sharpen understanding of a given topic, 
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and use them as some form of colleague to whom tasks are delegated and outsourced to. Such utilization of 
requesting information delivery and the creation role as well as the use as colleague to delegate tasks to 
aligns with other findings in this field of research (Kim et al., 2023; Siemon, 2022). In the field of hybrid 
intelligence, our findings show aspects of humans learning through the information provided by the GLM. 
As seen in the results, humans use GLMs potential advantages while working on solving complex problems. 
With the continuous transmission of context, steps of updating the GLM and by that educating it can also 
be observed. This depicts the third and central aspect of hybrid intelligence, i.e., continuous learning – 
showing that both humans and AI can learn from each other through experience (Dellermann et al., 2019). 
Future work on human-AI collaboration and hybrid intelligence can build on this when designing new 
studies and further investigating the collaboration. 

Practical Contribution 

Our results are a foundational work that might serve as a basis for practitioners to design prompts and 
prompting tactics to create better results from GLMs. For example, the proposed taxonomy might serve as 
a blueprint to structure and design conversations with GLMs for specific tasks (e.g., during complex 
problem solving). The taxonomy also supports GLM training by helping individuals to learn relevant 
constructs for designing input-prompts, and thus explore the capabilities of GLMs with greater ease-of-use. 
In addition, our taxonomy can be used as a customization tool to improve input-prompts and generated 
outputs. In this regard, by passing clear instructions to the system, the GLM could be brought to respond 
to specific needs and expectations. Furthermore, we contribute to usage behavior research through the 
archetypes we have identified. Organizations can use these archetypes primarily to perform an initial 
assessment of their employees regarding their GLM usage behavior. Thus, organizations can assign 
individuals or groups of employees to their respective archetypes to understand the distribution of these 
behavior types within the organization, with the next step being to create type-appropriate measures for 
employees. For example, employees with little experience with GLMs could be encouraged to use the 
technology to build up their knowledge. These implications can also be applied to researchers and general 
users, as they can conduct a self-assessment based on the archetypes and thus learn about their usage 
behavior to better understand how they can potentially improve.  

Limitations and Further Research 

Despite these valuable contributions, our results have limitations and implications for further research. The 
resulting taxonomy is based on a multi-iterative development process based on 252 input-prompts and 
evaluation interviews. The overarching dimensions and characteristics proved to be valid starting points 
for exploring the usage of GLMs. Nevertheless, the taxonomy may does not comprise a fully exhausted set 
of (meta-)dimensions and characteristics. Therefore, further investigation is required to potentially identify 
additional (meta-)dimensions and characteristics that warrant a user-centric use of GLMs. Furthermore, 
the analyzed input-prompts did not always result in a clear possibility of classification within the proposed 
taxonomy, as the classification is based on the researchers’ background. Moreover, applying the taxonomy 
does not inevitably guarantee success using GLMs. To achieve this, additional aspects, such as the non-
deterministic nature of the system (e.g., the same input does not always produce the same output) and 
demonstrating limitations, need to be considered and further understood. Next, other factors, such as user 
AI acceptance (e.g., trust in AI technology, system transparency, and behavioral intention), must be 
considered because the sum of all interacting factors may determine the basis for successful GLM use. 
Therefore, future research should identify the acceptance criteria for using GLMs and analyze them in 
relation to each other to facilitate the implementation of appropriate (counter) measures to foster AI 
adoption.  
The evaluation of the proposed taxonomy revealed several challenges that require further research. First, 
further research is required to understand how operators (theorists and practitioners) can develop various 
prompting strategies, including the objectives addressed, user-centric design, the inclusion of specific 
prompt settings and styles, and the relationships between input-prompts and generated outputs, to 
facilitate effective and efficient prompting. Second, we observe that switching behavior should also be 
considered in addition to user behavior. In this context, the relation to previous input-prompts needs to be 
considered because GLMs like ChatGPT relate responses to previous inputs and generate outputs 
accordingly. Lastly, we acknowledge that the proposed taxonomy is not a static, but a living artifact. As 
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GLMs potentially advance and the associated technical possibilities rise (e.g., ChatGPT3 vs. ChatGPT4), 
combined with the resulting need for further research, we assume that additional concepts will arise that 
foster an understanding of GLM usage in a narrower sense and prompt engineering in a more general sense.  
Although our study provides valuable insights, it has methodological limitations that also offer ideas for 
future research. The analyzed data were collected in the context of a Prompt-a-thon, which had the purpose 
of solving the given challenges of certain user groups. This data collection environment may have influenced 
the observed GLM use; in addition, the prompts can be considered synthetic products of the study 
participants. However, through the evaluation, we were able to counteract these influences and confirm 
that the proposed taxonomy is comprehensive. Although our artifact has been shown to be applicable 
through validation and evaluation with various users, its transferability to other technologies such as video 
or graphic-based generative AI models is open to further research. In this vein, our taxonomy and derived 
archetypes could be a building block for deeper understanding GLM usage. Regarding the investigated 
GLMs, future research topics could be aimed toward explanatory and prescriptive knowledge about prompt 
engineering, prompting tactics, prompting strategies, and switching behavior. 

Conclusion 
Users, researchers, and organizations are experimenting with GLMs and strive to understand and explore 
the possibilities of this disruptive modern technology in order to build or sharpen their capabilities and 
support or automate processes, tasks, and activities so that it can contribute to their (business) value.  
However, despite the promising benefits associated with the current emergence of AI, fundamental 
knowledge in the use of GLM, especially for complex problem solving (Krogh, 2018), is still lacking. We 
addressed these problems by providing a fundamental user-oriented taxonomy. In a hackathon-like format 
called a Prompt-a-thon, 76 participants conducted complex problem solving tasks in groups using GLMs. 
The input-prompts derived were coded, analyzed, and aggregated iteratively into key concepts and formed 
into specific archetypes that describe the usage in such a problem solving environment. Further research is 
needed to investigate prompt engineering, prompting tactics, prompting strategies and behavioral switches 
of operators in GLM usage. 
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