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ABSTRACT A ‘‘smart city’’ sends data from many sensors to a cloud server for local authorities and the
public to connect. Smart city residents communicatemostly through images and videos.Many image security
algorithms have been proposed to improve locals’ lives, but a high-class redundancy method with a small
space requirement is still needed to acquire and protect this sensitive data. This paper proposes an IoT-based
multi-dimensional chaos mapping system for secure and fast transmission of visual data in smart cities,
which uses the five dimensional Gauss Sine Logistic system to generate hyper-chaotic sequences to encrypt
images. The proposed method also uses pixel position permutation and Singular Value Decomposition with
Discrete fractional cosine transform to compress and protect the sensitive image data. To increase security,
we use a chaotic system to construct the chaotic sequences and a diffusion matrix. Furthermore, numerical
simulation results and theoretical evaluations validate the suggested scheme’s security and efficacy after
compression encryption.

INDEX TERMS Smart city, compression, encryption, gauss map, sine map, logistic map, singular value
decomposition, fractional cosine transform, image security.

I. INTRODUCTION
A ‘‘smart city’’ is an urban region that employs technological
and data-driven solutions to enhance both the living standards
of its citizens and the effectiveness and longevity of local ser-
vices and infrastructure. Smart transportation systems, smart
energy management, smart waste management, and smart
governance are just a few examples [1]. The purpose of a
‘‘smart city’’ is to improve the quality of life via the use of
information and communications technology to make cities
safer, more secure, and more sustainable.

Digital images play a critical role in many applications of
smart cities, including;
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Public safety: Digital images can be used for surveillance
andmonitoring of public spaces, helping to prevent and inves-
tigate crime, and enhance emergency response.

Traffic management: Digital images from cameras and
sensors can be used to monitor traffic flow and detect con-
gestion, accidents, or other issues that can affect the safety
and efficiency of urban mobility.

Environmental monitoring: Digital images can be used to
track and analyze air and water quality, temperature, humid-
ity, and other environmental factors to ensure a healthy and
sustainable urban environment.

Infrastructure management: Digital images can be used to
monitor and maintain critical infrastructure, such as bridges,
tunnels, and buildings, to ensure safety and prevent damage
or failures.
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Tourism and marketing: Digital images can be used to pro-
mote and showcase the city’s cultural and natural attractions
to attract visitors and support the local economy.

In all these applications, digital images can provide valu-
able insights and data to help improve the quality of life,
safety, and sustainability of urban environments. However,
as this data is transmitted and stored digitally, it is also vul-
nerable to cyber attacks and other security threats. To ensure
the protection of digital images in smart cities, measures
such as encryption, authentication, and access control can
be implemented to prevent unauthorized access, tampering,
or theft of this data. Additionally, it is important to have
policies and procedures in place to manage and secure the
storage and transmission of digital images.

In the context of a smart city, the data produced by a
variety of sources are saved on a cloud platform, where
both concerned government agencies and people may access
and change the data. Citizen data includes things like health
records, shopping habits, weather reports, and traffic pat-
terns. Images and other visuals play a significant role in
the way people in smart cities share information with one
another. Trying to gain access to images of people going
about their daily lives can seriously damage personal and vital
information. By developing strong encryption mechanisms
and incorporating them into cloud infrastructure, data can be
protected from unauthorized access. To improve residents’
quality of life, numerous algorithms for image application
must be proposed further. The locals’ best interests could be
in risk if there is no reliable way to transmit the image. Smart
cities rely heavily on the ability to transmit images in a safe
and efficient manner.

Chaos map based methods [2], [3], [4], [5], DNA sequence
[6], automata [7], Quantum cryptography [8], Optical encryp-
tion [9], [10], Affine, Fractional Random Transform, Fast
Fourier Transform [11], [12], [13] and Compressive sens-
ing [14], [15] are only a few examples of the many image
encryption and compression approaches that make use of
cryptographic properties. Nevertheless, encryption alone is
not adequate to fulfill the current requirement for safer com-
munication and little storage space. This has led to several
academics making important contributions and presenting
their own versions of compressed cryptosystems.

The remaining article is structured as follows. In section II,
introduces related work. Section III explains the suggested
framework. The central ideas are broken down in detail
in section IV. Part V provides examples of the recom-
mended algorithm, while Part VI presents the simulation
results via simulation experiments. Part VII is the climactic
conclusion.

II. RELATED WORK
Image compression and encryption can be a useful technique
in smart city applications for several reasons such as:

• Efficient use of storage and bandwidth: Smart city appli-
cations often involve the collection and transmission of
large amounts of image data. Image compression can

help reduce the size of these files, making them easier
to store and transmit.

• Improved performance: Compressed images can be pro-
cessed more quickly than uncompressed images, which
can be important for real-time applications such as video
surveillance.

• Privacy protection: compression can help to obscure
details in images, which can be important for protecting
the privacy of individuals captured in the images.

• Security: Encryption can be used in conjunction with
compression to help protect sensitive images from unau-
thorized access or use. However, it’s important to note
that compression and encryption can both have an effect
on the quality of the image information. In some cases,
compression can result in a loss of detail or resolution,
while encryption can add overhead to processing and
transmission. As with any security or privacy technique,
it’s important to carefully consider the trade-offs and use
themost appropriatemethods for the specific application
and context.

Furthermore, several researchers have successfully applied
this in the past. Some recent and notable work is discussed
in further depth. Ghaffari et al. [16] proposed sparse recov-
ery and chaotic system for compression encryption. Sparse
recovery is a technique used to recover a sparse signal from
a small number of measurements. It involves finding a sparse
representation of a signal using a linear transformation, such
as the discrete cosine transform (DCT) or wavelet transform.
The combination of sparse recovery and chaotic systems can
be used for both compression and encryption of data. In this
approach, the data is first transformed into a sparse repre-
sentation using a linear transform. The sparse representation
is then multiplied with a chaotic sequence generated by a
chaotic system. The resulting signal is a chaotic sequence
with a sparse representation. This signal can be compressed
for efficient storage or transmission, and can be decrypted
by first recovering the sparse representation using inverse
transformations and then dividing by the chaotic sequence.
The sparse encrypted form in two dimensions is compressed
using the singular value decomposition. The next step is to use
a chaotic confusion-based compression scrambled matrices
to minimize the connection between adjacent pixels in the
scrambled image. Similar to JPEG compression, the method
reported by Chaudhary et al. [17] suggested column-wise
scanning and optimization instead of zigzag scanning. JPEG
uses arithmetic coding rather than Huffman coding during
the entropy phase of compression. XOR encryption, which
cannot be cracked, is used primarily to encode one-time pad
images in this method.

According to Tang et al. [18] compressing and encrypting
data at the same time is essential for the secure transmis-
sion of multimedia content, such as digital images. Due to
the advancement of compressive sensing, this issue is now
moot. Together, these two benefits of compressive sensing-
reduced network transmission bandwidth and increased sys-
tem security-make it an attractive option. To combat this,
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compressive sensing cryptosystem requires storing the whole
measurement matrix, but when integrated in a chaos, the
system’s confidentiality could be strengthened by tapping
into the sensitivity of the chaos. This new global chaotic
architecture creates the arrangement’s chaotic map, which not
only enhances the functionality of the chaotic map but also
expands its chaotic range.

A new encryption scheme for colored images using
advanced chaotic maps was also presented previously. While
this method introduces innovation in image encryption
through the utilization of high-level chaotic maps, there
are other points to consider. These might include the pos-
sibility of increased computational complexity, leading to
slower encryption and decryption processes. Furthermore, the
scheme’s effectiveness may depend heavily on the choice of
chaotic maps, potentially resulting in reduced security if the
maps are not chosen carefully [19]. Another work introduces
an upgraded approach for image encryption that relies on
sophisticated chaotic maps and an improved gravity model.
While this method aims to enhance encryption security by
utilizing intricate chaotic systems and refining the gravity
model [20].
An image encryption algorithm that incorporates dynamic

permutation and a large chaotic S-box was also given in the
past. This approach [21] aims to enhance image encryption
by introducing dynamic elements and chaotic components.
The dynamic permutation process might introduce a higher
computational overhead, leading to slower encryption and
decryption speeds. Additionally, the effectiveness of the
encryption could be sensitive to the parameters and initial
conditions of the chaotic S-box, potentially impacting the
security if not managed precisely.

A hybrid color image encryption method that relies on
an extended logistic map was presented in the past. This
approach [22] aims to enhance image encryption through the
integration of a complex logistic map. Further the extended
logistic map might introduce a higher computational load,
possibly resulting in slower encryption and decryption pro-
cesses. Moreover, the security of the encryption could be
compromised if the parameters of the logistic map are not
chosen carefully, potentially leading to vulnerabilities in the
algorithm. These points should be carefully evaluated along-
side the benefits when considering the adoption of this hybrid
encryption method.

As established by Zhu et al. [23], in the context of
image compression encryption, CS with chaotic measure-
ment matrices can be used to compress an image and simulta-
neously encrypt it using the chaotic matrix as the encryption
key. The compressed measurements can be transmitted or
stored securely, and the original image can be reconstructed
by solving an optimization problem that involves sparsity
or compressibility constraints and the chaotic measurement
matrix. The reconstruction can only be done by someone
who has the correct chaotic matrix or key, which adds an
extra layer of security to the image compression process.

However, it should be noted that the use of chaotic measure-
ment matrices in CS for image compression encryption is
still an active area of research, and there are challenges and
limitations that need to be addressed, such as the trade-off
between security and compression performance, the sensi-
tivity of chaotic systems to perturbations and noise, and the
computational complexity of solving the optimization prob-
lem with the chaotic matrix. In parallel, an easy and efficient
chaos-based Substitution box creation technique is created.

Zhu et al. [24] suggested one compression-encryption
technique that combines a random Gauss matrix and sparse
transform is the Random Gaussian Fourier Matrix (RGFM)
technique. This technique uses a random Gaussian matrix
as the measurement matrix and a sparse transform, such as
the discrete cosine transform (DCT), as the basis for signal
representation. The RGFM technique works by first trans-
forming the image into the sparse domain using the DCT
or other sparse transform. Then, the transformed image is
compressed by multiplying it with a random Gaussian matrix
to obtain a set of compressed measurements. The compressed
measurements are then encrypted using a secret key, such as
a block cipher or a stream cipher, to provide confidentiality
and integrity protection. Finally, the encrypted compressed
measurements are transmitted or stored. However, the RGFM
technique also has some limitations. First, the security of the
technique depends on the strength of the encryption algorithm
used to encrypt the compressed measurements. Second, the
performance of the technique depends on the choice of the
random Gaussian matrix and the sparse transform basis,
and different choices may yield different compression and
encryption performance. Finally, the technique may not be
suitable for images with non-sparse or non-compressible con-
tent, as the compression and encryption performance may
degrade in such cases.

The 2D logistic sine map used by Ye et al. [25] combines
permutation, modulation, and diffusion to create an image
encryption technique. Repeatedly switching between rows
and columns is a hallmark of this permutation method. The
encrypted image is obtained by applying a modulation func-
tion to a permuted image and then diffusing the columns
independently of one another. It fixes the problem with reg-
ular encryption techniques where the pixel position needs to
be jumbled around thoroughly before the diffusion procedure
can start.

DNA coding and fractional-order hyper-chaotic systems
are used together for image compression encryption by
Dong et al. [26]. To use both techniques together, the image
data can first be compressed using a lossless compression
algorithm such as Huffman coding or Lempel-Ziv-Welch
(LZW) algorithm. The compressed data can then be converted
into a sequence of nucleotides using DNA coding. Next,
the fractional-order hyper-chaotic system can be applied to
a seed value to generate a key that can be used to encrypt
the DNA-coded image data. The encrypted data can then
be transmitted over a secure channel or stored in a secure
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location. To decrypt the data, the recipient would first apply
the fractional-order hyper-chaotic system to the same seed
value to generate the same key that was used to encrypt the
data. The key can then be used to decrypt the encrypted DNA-
coded data, which can then be decoded back into its original
compressed image data using DNA decoding. Finally, the
original image data can be reconstructed from the compressed
data using a lossless decompression algorithm. Overall,
using DNA coding and fractional-order hyper-chaotic sys-
tems together can provide a secure and efficient method for
image compression encryption.

Yu et al. [27] suggested a method using SVD for image
compression, encryption, and identity authentication. This
approach may be used to establish identity authentication
and encryption for cloud-based image data. Here, the SVD
is utilized to decompose the picture data into its left and right
singular value matrices.

By fusing block compressive sensing (BCS) with singular
value decomposition (SVD) embedding, Zhu et al. [28] cre-
ated an image encryption method. Compressive sensing uses
the sparse representation of the original image in the DCT
domain to create the coefficient vectors, which are then made
confusing using the coefficient random permutation method
in order to encrypt the image. One way to beef up security is
to encrypt data using the hyper-chaotic Lorenz system.

A triple-image encryption method was proposed by
Lidong et al. [29] based on a chaotic system, an S-box, and
image compression. To build a new image, the 2D-LSCM
(two-dimensional Logistic-Sine-coupling map) method first
compresses three simple images by 25% before combining
them using a randommatrix. These enhancements over previ-
ous methods provide the proposed image encryption strategy
a leg up in terms of the efficiency with which it transmits
encrypted images. Z-scan and the recommended coded lock
scrambling approach are then used to randomly jumble the
pixel coordinates in the final image, resulting in a low time
complexity. Scrambling the image and then using the diffu-
sion process with S-box and chaotic sequences results in a
cipher image.

As per the high security needs and light weight transmis-
sion for saving data storage space, a compression encryp-
tion multidimensional approach is presented in this work.
Memory requirements and the appropriate structure of the
predicted output from the compression method also affect the
overall usefulness of the produced work. The compression
algorithm’s foundation relies heavily on its performance.
In spite of the fact that SVD is a method that requires a
significant amount of computational power, it has proven to
be an effective factorization algorithm for obtaining specific
information about matrices. Data compression is one of the
many uses of this technology because it has the potential to
lessen the amount of information necessary for encoding an
image while preserving the image’s quality.

Security algorithms with limited key space are suscepti-
ble to various forms of attacks. To address this issue, the

study proposes the development of an image encryption
algorithm rooted in multi-dimensional chaotic systems based
on novel five dimensional Gauss Sine Logistic system to gen-
erate hyper-chaotic sequences. The use of low-dimensional
chaotic maps offers a more streamlined architecture due to
the reduced number of system components. But by employ-
ing techniques for estimating chaotic signals, it becomes
possible to predict system characteristics and initial values
for low-dimensional chaotic systems. Conversely, the pro-
posed multi-dimensional chaotic systems exhibit remarkable
chaotic behavior alongside intricate structures.

We draw on the preceding discussion to propose a novel
compression and encryption multidimensional scheme in this
paper.

A. MOTIVATION
The motivation behind developing an IoT-based multi-
dimensional chaos mapping system for secure and fast
transmission of visual data in smart cities arises from the need
to effectively address the dual challenges of rapid urbaniza-
tion and data communication. As smart cities increasingly
rely on visual data for various applications, including traf-
fic management and environmental monitoring, there is a
pressing demand for a transmission system that can ensure
both speed and security. Traditional methods often struggle
to provide this balance, leading to potential vulnerabilities.
By leveraging the inherent complexity of chaos mapping and
the connectivity of IoT devices, this innovative system seeks
to optimize data transmission efficiency by simultaneously
mapping multiple dimensions of visual data, ensuring real-
time delivery, and enhancing security through collaborative
encryption techniques. Ultimately, the proposed system aims
to redefine the way data is exchanged in smart cities, fostering
a more efficient, secure, and responsive urban environment.

B. CONTRIBUTION
The major contribution of the IoT-based multi-dimensional
Gauss logistic sine chaotic mapping system that uses SVD
with DFRCT for image compression encryption can be sum-
marized as follows:

1. Improved Security: The proposed chaotic mapping sys-
tem provides better security for image encryption due to
its highly non-linear and chaotic behavior. The combination
of different chaotic maps such as Gauss, logistic, and sine
ensures that the encryption key is highly unpredictable and
difficult to crack.

2. Efficient Compression: The use of SVD and DFRCT
techniques in the proposed system helps to reduce the size
of the encrypted image while preserving its quality. This is
achieved by compressing the image in the frequency domain
and removing redundant information.

3. Multi-Dimensional Mapping: The use of multi-
dimensional chaotic maps such as Gauss, logistic, and sine
in the proposed system allows for efficient encryption and
compression of high-dimensional images. This is particularly
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useful in IoT applications where images may be captured
from different sources and in various formats.

4. Low Complexity: The proposed system has a low
computational complexity and can be easily implemented
on resource-constrained IoT devices. This makes it suit-
able for real-time image encryption and compression in IoT
applications.

5. Low correlation coefficients between encrypted images
(−0.0034,−0.0065,−0.0008) show that the proposed work’s
key is sensitive to the variables and security of the encryption
system used.

6. Comparison of important quality metrics of the
encrypted image to the evaluating indicators of the decrypted
image demonstrates that the proposed cryptosystem is far
more effective and secure than the other image cryptosystems
already in use.

Overall, the IoT-based multi-dimensional Gauss logistic
sine chaotic mapping system that uses SVD with DFRCT
for image compression encryption provides an efficient
and secure method for protecting sensitive images in IoT
applications.

III. SUGGESTED FRAMEWORK
Public transport, digital administration, environmental ser-
vices, medical services, and education are just some of the
urban infrastructure areas that ‘‘smart cities’’ aim to enhance
for the benefit of their citizens. The effective use of infor-
mation and communication technologies enables delivery of
services at the required quality. Data is processed further in
a smart city setting before being used to inform policy and
action. Each day, countless gigabytes of data are produced
by smart city applications. Cloud servers are designed to
store and manage information of this nature. Now, thanks to
cloud computing, we can take advantage of a vast array of
useful online tools and resources. Cloud service infrastructure
is used by smart city applications. Data transmission and
storage are simplified by the built-in security, authenticity,
and integrity standards of the cloud platform. It is crucial to
protect the privacy of personal information when using digital
devices. Our goal is to provide a cryptosystem strong enough
to safeguard digital picture data used by smart cities.

Smart city architecture typically employs variousmeasures
to protect its image data. Here are some examples:

• Encryption: Smart city systems can encrypt image data
as it is transmitted or stored, using algorithms that make
it difficult for unauthorized individuals to access or deci-
pher the data.

• Access controls: Access controls are put in place to
restrict who can access the image data, and what they
can do with it. These controls can include password
protection, two-factor authentication, and permissions-
based access.

• Data storage security: Smart city systems store image
data in secure locations, such as data centers or cloud-
based storage facilities that are protected by physical and
digital security measures.

• Monitoring and auditing: Smart city systems can use
monitoring and auditing tools to track who is accessing
image data, when they are accessing it, and what they
are doing with it. This can help identify and prevent
unauthorized access or misuse.

• Anonymization: Smart city systems may use techniques
such as blurring or masking to anonymize image data,
so that individuals cannot be identified in the images.

• Data retention policies: Smart city systems can establish
data retention policies that dictate how long image data
will be stored and when it will be deleted. This can help
prevent the unauthorized use or retention of data.

Overall, protecting image data is an important aspect of
smart city architecture, and requires a combination of techni-
cal, organizational, and policymeasures to ensure the security
and privacy of individuals and communities.

As for as images are concerned, it could be used to repre-
sent a wide range of data, including clinical data of patients,
actual traffic incidents, climate patterns, and so on. Sharing
and storing encrypted image data in the cloud is a secure
option. Once the decoding procedure is applied at the receiv-
ing end, the image data can be used. If data is encrypted in
the cloud, the opposition cannot access it.

Figure 1 illustrates the suggested architecture for safe data
transfer in cloud-based smart cities. The digital eyes, such
CCTV cameras etc., are constantly recording scenes, people,
events, and happenings that may be used as inputs for this
architecture. All of these pictures are encrypted using the
recommended technique for top-tier security and are stored
in the cloud. This information is accessible to any citizen
or government official who has been granted access and
registered to do so.

IV. BACKGROUND OF THE PROPOSED METHODOLOGY
A. SVD
Singular value decomposition (SVD) is a powerful mathe-
matical tool used in linear algebra and data analysis. It is used
to break down a matrix into its constituent parts, revealing
the structure and information hidden in the data. SVD can
be used to reduce the dimensionality of a dataset, discover
patterns in the data, and more. SVD can be used to compress
images by representing them as a linear combination of rank-
one matrices. This reduces the amount of data that needs to
be stored and can lead to considerable savings in storage and
transmission costs. Additionally, the use of SVD can improve
the quality of an image, since the rank-one matrices are able
to capture the important features of an image. As can be
seen in equation 1, the matrix S is decomposed into three
sub matrixes, denoted by the letters P, b, and Q. Matrix P
is orthogonal to Matrix Q, and Matrix b is a diagonal matrix
whose entries are sorted from highest to lowest singular value.

Sm×n = Pm×mbm×n(Qn×n)T (1)

Following application of the SVD, the vast majority of singu-
lar values will be thrown out, with only a small subset being
stored. We can draw the conclusion that there is very little
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FIGURE 1. Suggested architecture for safe data transfer in cloud-based
smart cities.

information stored in the lower singular values. As a result,
ignoring these parameters results in a decreased file size with
no noticeable distortion.

B. DFRCT
The Discrete Fractional Cosine Transform (DFRCT) is
indeed a generalization of the Discrete Cosine Transform
(DCT). The DCT is a type of transform that is used to
represent a signal as a sum of cosine functions with different
frequencies and coefficients. The DFRCT extends the DCT
by allowing fractional orders, which provides a more flexi-
ble and powerful representation of signals. This makes the
DFRCT well-suited for image compression and encryption
applications, where the ability to capture certain signal fea-
tures is important.

In image compression, the DFRCT is used to transform
image data into a compact representation, making it easier
to store and transmit. In encryption, the DFRCT can be used
to scramble image data in a secure and reversible manner,
protecting it from unauthorized access or manipulation. The
kernel matrix of the DFRCT is defined as follows [30]:

Rα
c = VcDα

cV
t
c (2)

In the equation Vc represents unitary matrix made from the
eigen vector andDc is diagonal matrix of eigen values for Rc.
Mathematically it is expressed as:

Dα
c = diag

[
1, exp(−4iπα/M ), . . . ,

exp(−2iπ(2N − 2)α/M )
]

(3)

C. CHAOTIC MAP
Achaoticmap is amathematical function that exhibits chaotic
behavior, which is characterized by extreme sensitivity to ini-
tial conditions and unpredictable long-term behavior. Chaotic
maps are used in many applications, including cryptography,
random number generation, and data encryption.

In a chaotic map, a small change in the initial conditions
or the parameters of the function can lead to a large change
in the output values. This sensitivity to initial conditions
is what makes chaotic maps useful for generating pseudo-
random numbers, which are important in many applications
that require secure communication or randomization [31].
One popular chaotic map used in image encryption is the
logistic map.

Logistic map is a type of chaotic map that exhibits complex
and random behavior. It can be used for image encryption by
generating a random key sequence that is used to encrypt and
decrypt the image. Mathematically, it is expressed by [32]:

zn+1 = a ∗ zn ∗ (1 − zn) (4)

Other examples of chaotic maps include the Sine map and
Gauss map that are used in the work. Sine map and gauss map
is a one-dimensional chaotic map that is commonly used in
dynamical systems and chaos theory. They are defined by the
following recurrence relation [33], [34]:

yn+1 = q ∗ sin (πyn) (5)

xn+1 = exp(−α ∗ xn ∗ xn) + β (6)

where yn and xn are the state of the system at time n and
q, and α is a parameter that determines the behavior of the
map. In this work, because of the superior performance and
the same class of chaotic trajectory, t he said three chaotic
maps are being used together.

V. PROPOSED METHODOLOGY
A. 5D GAUSS SINE LOGISTIC MAP
With some necessary modifications, we combine the Gauss,
Sine and Logistic maps to create a novel hyper chaotic map-
ping system. The following is a description of the new hybrid
mapping system:

xi+1 = e(−r
′x2i ) + t + qy2i xi + pz3i

yi+1 = r ∗ Sineπ ∗ yi + qz2i yi + px3i
zi+1 = rzi(1 − zi) + qx2i zi + py2i
wi+1 = rwi(1 − wi) + qs2i wi + pz2i
si+1 = rsi(1 − si) + qx2i si + pwi

 (7)

The first two equations describe the Gauss and Sine map
respectively, while the last three equations describe the Logis-
tic map. The 5D Gauss Sine Logistic hyper chaotic system
is utilized in the proposed encryption algorithm to gener-
ate hyper-chaotic sequences. These sequences are extremely
delicate and sensitive to initial conditions. Where p, q, r, r ′,

and t are control parameters, selected to achieve the system
behavior of hyper chaos, with p = 0.0135, q = 0.0177, r =

3.75, r ′
= 4.9 and t = −0.58.
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B. PERMUTATION
To create an unstable image, pixel position permutation can
be used to shuffle around the pixels. This operation may be
performed arbitrarily orwith a permutation key. The proposed
algorithm employs row and column permutation of the input
image using the sequence generated in the equation 1st, 2nd,
3rd, and 4th dimensions of the 5DGauss Logistic chaotic map.
In the following sections, we will discuss the row and column
permutation in depth.

1) ROW PERMUTATION
For simplicity, we’ll assume that the first-dimensional chaotic
values acquired from equation 2 of size 1×4 are x= [1 2 3 4].
After that, a size-k variable is assigned a random selection of
values from the ‘x’ vector. With x = [1 2 3 4], we choose
k = [2 3] as an example. The P input matrix is shown in
Figure 2. It is 2× 2 Matrix. A shift to the right is made if the
value of the chaotic sequence k is an even number; otherwise,
a shift to the left is made. According to the phenomena R1’s
values are shifted right 2 times and R2’s values are shifted left
3 times. The Q is a row permutated matrix which is shown in
Figure 3. In the algorithm two times row permutation process
is applied, 1st time for x sequence and 2nd time for z sequence.

FIGURE 2. Input matrix.

FIGURE 3. Row permuted matrix.

2) COLUMN PERMUTATION
In column permutation, we’ll assume that the
2nd-dimensional chaotic values acquired from equation 3 of
size 1 × 4 are y = [4 3 2 1]. After that, a size-l variable is
assigned a random selection of values from the ‘y’ vector.
With y = [4 3 2 1], we choose k = [32] as an example.
The P input matrix is shown in Figure 1. It is a 2 × 2
Matrix. A shift to the upward is made if the value of the
chaotic sequence l is an even number; otherwise, a shift to the
downward is made. According to the phenomena C1’s values
are shifted downward 3 times and C2’s values are shifted
upward 2 times. The R is column permutated matrix which
is shown in Figure 4. In the algorithm two times column
permutation process is applied, 1st time for y sequence and
2nd time for w sequence.

FIGURE 4. Column permuted matrix.

C. CONFUSION WITH XOR
Combining the shuffled image with a key image and using the
XOR logical operation allows for a more robust encryption
and more randomness in the image’s pixels. The fifth ‘s’
axis of the Gauss Logistic hyper chaotic map is used to con-
struct the key image. The ‘s’ dimensionally generated chaotic
sequence is recast as a matrix with dimensions [M, N]. The
input image size is M × N. The shuffled image is obtained
from the resultant of the permutation process. The key image
and the permutation (shuffled) image are now bit-XOR logi-
cally combined.

D. ALGORITHM
The proposed cryptosystem is depicted in a flow chart format
in Figure 5 and 6. The steps of the encryption and decryption
algorithm are explained here.

Step 1: To get the sparse representation, we first factorized
the input image matrix into multiple matrices using SVD and
apply approximation on diagonal matrix.

Step 2: Regenerate the matrix and remove singularity and
get compressed image A.

Step 3: Compressed image A is transformed with DFRCT
two times using different keys successively by rows and by
columns.

Step 4: Secret keys and other necessary parameters should
be used to initialize the Gauss Sine Logistic hyper chaotic
map (x, y, z, w and s).

Step 5: After the initial values have been set, the map is
iterated for a large enough number of times (T), where T is
greater than or equal to 10,000, to produce highly chaotic
results. In order to normalize the resulting x, y, z, w and s
vectors, we use the equalization formula in Equation 7. Here
S = 10000 and M = 256 if image size is 256 × 256.

x = ceil((x ∗ S) mod M )
y = ceil((y ∗ S) mod M )
z = ceil((z ∗ S) mod M )
w = ceil((w ∗ S) mod M )
s = ceil((s ∗ S) mod M )

 (8)

Step 6: Select P, Q, and R, random numbers (as explained
in section V-B) and using x, y, z, w and s generate five
sequences k, l, g, f and m.

Step 7: Record the compressed image A, apply permuta-
tion operation using k, l, g and f sequences in row and column
wise.
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Step 8:After that XOR the shuffle image with m sequence
or key image and get the compressed encrypted image T.

Step 9: At the receiver end, repeat the step 4, 5 and 6. And
apply permutation operation using k, l, g and f sequences in
row and column wise in image T and get image U.

Step 10: After that XOR the image U with m sequence or
key image and get image V.

Step 11: To decrypt the image, the inverse process is fol-
lowed by applying the inverseDFRCT to obtain the frequency
coefficients, and then applying the inverse SVD to obtain the
decrypted image.

FIGURE 5. Encryption process.

VI. RESULT ANALYSIS
The simulation tests are performed using Matlab R2016a
on a system with a 2.30 GHz CPU and 8 GB RAM to
confirm the validity of the suggested scheme. Flower, Lena,
Pepper, Aeroplane, Baboon, Tree, House etc. are among the
256 × 256 and 512 × 512 sized images chosen as the test
images. The secret keys are set to x0 = 0.3250, y0 =

0.4250, z0 = 0.5250,w0 = 0.4350 and s0 = 0.5350 respec-
tively. For the demonstration, the USC-SIPI image collection
and a well-known standard test image are used as sources
[35], [36]. A Lena color image and flower image with
256 × 256 pixels are given as examples in this research.
Figure 7 shows the results of the Lena and flower images in
both plain-text and cipher-text modes.

A. HISTOGRAM ANALYSIS
The histogram of a perfect image encryption technique would
be flat, as the likelihood of each pixel value would be
evenly distributed across the image. The encrypted images are
uncrackable by statistical methods if the histogram remains
flat. Histograms for each channel’s original Lena image and
encrypted version are shown in Figure 8. Our approach is
strong because the encrypted image’s pixel distribution is
more even than the original’s, and it can withstand attacks
in some instances.

FIGURE 6. Decryption process.

FIGURE 7. Simulation results of the proposed algorithm: original,
encrypted, and decrypted colored test images.

FIGURE 8. Histogram analysis.

Furthermore, the Chi-square test is used as quantitative
metric to demonstrate the attained uniformity. To perform the
chi-square test, the encrypted image data is divided into a
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number of bins or intervals, and the number of pixels falling
into each bin is counted. Then, the expected number of pixels
in each bin is calculated assuming a uniform distribution, and
the observed and expected counts are compared using a statis-
tical test. The chi-square test statistic is calculated from the
differences between the observed and expected counts, and
a p-value is calculated from the chi-square distribution [37].
If the p-value is below a certain significance level, typically
0.05, then it indicates that the distribution of pixel values in
the encrypted image is significantly different from a uniform
distribution, suggesting that the encryption algorithmmay not
be sufficiently random or secure. Table 1 illustrated the chi
square analysis.

TABLE 1. Chi square test for the data used in the study.

B. CORRELATION COEFFICIENT
Correlation coefficient is a statistical measure that describes
the strength and direction of the linear relationship between
two variables. In the context of image encryption, correlation
coefficient is often used as a metric to evaluate the quality of
encryption algorithms [38].

In image encryption, the correlation coefficient between
the original image and the encrypted image should be as low
as possible to ensure that the encrypted image does not reveal
any information about the original image. A high correlation
coefficient between the original and encrypted images indi-
cates that the encryption algorithm may not be secure and
could potentially be vulnerable to attacks.

In the original image, the correlation value between any
two neighboring pixels is extremely close to 1 (Horizontal,
Vertical, and Diagonal). Therefore, the correlation values
between the original and encrypted versions of an image
should be small. Table 2, 3, and 4 display the study’s find-
ings, demonstrating that the correlation values of cipher
images in Red, Green and Blue channels are extremely low.
Figure no. 9, 10, and 11 shows the red, green, and blue chan-
nels of the original and encrypted Lena images, respectively,
with their correlation distributions in all directions before and
after encryption.

C. SECURITY ANALYSIS
The level of security provided by an algorithm is directly
linked to the size of its encryption key. The IEEE floating-
point norm is generally useful for quantifying the keyspace.
The following cryptographic keys are used in the proposed

TABLE 2. Correlation coefficients in red channel for the data used in the
study.

TABLE 3. Correlation coefficients in green channel for the data used in
the study.

TABLE 4. Correlation coefficients in blue channel for the data used in the
study.

system: p, q, r , r ′, t , x0, y0, z0, w0, s0 (key used in
the Gauss Sine logistic system) and a, b (key used in
the DFRCT). In this context, the overall key size can be
expressed as;

keyspace = 1015 × 1015 × 1015 × 1015 × 1015 × 1015

× 1015 × 1015 × 1015 × 1015 × 1015 × 1015

= 10180 ≈ 2597 (9)

With such a substantial key size, the likelihood of success-
fully guessing the key is exceedingly low. This assertion is
supported by the analysis of the key space, which demon-
strates that employing a brute force technique to decipher the
encrypted information is also a formidable challenge.

However, a potential weak point emerges when the key
itself needs to somehow be transmitted to the receiver.
To address this concern, asymmetric key encryption methods
such as RSA or Diffie Hellman can be employed. These
techniques ensure the legitimacy of the key for both the
sender and the receiver, thereby bolstering the security of the
key exchange process.
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FIGURE 9. Correlation analysis for lena image with red component.

FIGURE 10. Correlation analysis for lena image with blue component.

D. KEY SENSITIVITY ANALYSIS
For a cryptosystem to be really safe, it must be extremely
sensitive to even the smallest of modifications made to
the secret keys. While encrypting the same plain image,

FIGURE 11. Correlation analysis for lena image with blue component.

TABLE 5. CDR calculation for altered keys.

a competent cryptosystem, for instance, should produce
entirely different cipher images for each of the possible secret
keys. Moreover, any shift in the decryption keys should pre-
vent the plain image from being retrieved.

To evaluate the key sensitivity of an encryption algorithm,
the cipher-text difference rate (CDR) can be calculated for
different variations of the encryption key. For example, small
changes can be made to the key, such as flipping a single bit,
and the resulting encrypted image data can be compared to the
original encrypted data using the cipher-text difference rate.

If the cipher-text difference rate is high, then the encrypted
data is significantly different from the original, suggesting
that the encryption algorithm is sensitive to changes in the
key. Table 5 shows the CDRs generated for encryptions as
a result of changing secret keys as a percentage. In general,
a CDR of more than 99% is considered adequate key sensitiv-
ity for an encryption scheme. Considering the data in Table 5,
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we can infer that the proposed cryptosystem has sufficient key
sensitivity to fulfill the aforementioned condition. Figure 12
also displays the results of encrypting a Lena image using
a secret key that has been slightly modified. The subfigures
a, b, c, d, e and f show the original test image, its related
encrypted image AC, its related encrypted image with a slight
difference in one of the secret keys AC’, absolute intensity
differences (|AC - AC’|) of corresponding pixels of encrypted
images, and the histogram of AC’ image, and the histogram
of intensity difference (|AC - AC’|).

FIGURE 12. Key sensitivity analysis.

E. PSNR
PSNR (Peak Signal-to-Noise Ratio) is a commonly used
metric to evaluate the quality of an image or video signal
after it has been processed or compressed. It measures the
ratio between the maximum possible power of a signal and
the power of the noise that affects the fidelity of its represen-
tation. In image and video processing, PSNR is commonly
used to measure the quality of a compressed image or video
signal relative to the original uncompressed signal. Higher
PSNR values indicate better quality, as the compressed signal
has less noise or distortion relative to the original signal.

In the equation 10, it is defined mathematically where
f ′(i, j) is the decrypted image and f (i, j) is the original image.
MSE is the mean squared error between the original image
and the processed or compressed version of it. The image’s
size is represented by M and N, respectively [39].

MSE =
1
MN

M−1∑
i=0

∑N−1

j=0

[
f ′ (i, j) − f (i, j)

]2 (10)

PSNR = 10 log10

[
256 × 256
MSE

]
(11)

The PSNR values of several images at varying Compression
Ratio (CR) are shown in Table 6.

According to the data in the table, the proposed method’s
image reconstruction quality is better than competing meth-
ods’ at similar compression ratios. The suggested technique
still achieves high quality image reconstructions even with
limited image sample data.

TABLE 6. PSNR values of different images under different CR.

F. SSIM
SSIM is a metric that compares two images’ brightness,
contrast, and structure to find their amount of similarities.
Mathematically, it is defined as [40]:

SSIM (p, q) = l (p, q) c (p, q) s (p, q) (12)

where p is the original image, q is the decrypted image. The
values of SSIM might range from 0 to 1. When the SSIM
values are higher, it indicates that the two images are more
similar to one another. The SSIM values of the various images
shown in Table 7.

TABLE 7. SSIM of test images.

G. GLOBAL ENTROPY
Global entropy refers to the overall randomness or uncer-
tainty in the image data, and is usually measured using
a metric like Shannon entropy. This measures the average
amount of information per pixel in the entire image. High
global entropy indicates that the image data is highly random-
ized and difficult to predict, which is desirable for encryption.
The entropy E(m) of a data source m is defined by the
Shannon or Global information theory as [41]:

E (m) =

L−1∑
i=0

p(mi) log2
1

p(mi)
(13)

If one wants to generate a completely random 256-level
grayscale image, the entropy of the data is 8. Table 8 displays
the measured Global entropies of encrypted image data. The
encrypted images’ information entropies are very near to the
theoretical value of 8, demonstrating that the cryptosystem
is secure against entropy attacks and disregarding any data
breaches that might occur during the encryption process.
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TABLE 8. Global entropy of test images.

H. LOCAL ENTROPY
Local entropy, on the other hand, refers to the randomness or
uncertainty in specific regions or blocks of the image. This
is useful for detecting patterns or correlations that may exist
within the image data, which can be exploited by attackers
attempting to break the encryption. Table 9 displays the mea-
sured information entropies of encrypted image data.

TABLE 9. Local entropy of test images.

In image encryption, both global and local entropy are
important for ensuring that the encrypted image data is
secure and difficult to reverse-engineer. A good encryption
algorithm should produce high global entropywhileminimiz-
ing correlations and patterns within the image that could be
exploited by attackers.

I. DIFFERENTIAL ATTACKS
If you change just one pixel in the original image, the cipher
you get back will be completely different, as secure image
encryption methods are known to be extremely sensitive
to such modifications. NPCR stands for ‘‘Number of Pixel
Changes Rate’’, which is a measure used to evaluate the
sensitivity of an image encryption algorithm to changes in
the plaintext image [42]. Specifically, NPCR measures the
percentage of pixels that change in the cipher text imagewhen
one bit of the plaintext image is modified. Higher NPCR
values indicate that small changes in the plaintext image will
result in large changes in the cipher text image, which is
desirable for encryption algorithms.

UACI stands for ‘‘Unified Average Change Intensity’’,
which is another measure used to evaluate the performance
of image encryption algorithms. UACI measures the aver-
age difference in pixel values between the original plaintext
image and the corresponding decrypted image after encryp-
tion and decryption. Lower UACI values indicate better

performance, as it means that the decrypted image is closer
to the original plaintext image. The general expression for
NPCR and UACI are shown in equation 14 and15.

NPCR =
1

M × N

M∑
i=1

N∑
j=1

K (i, j) × 100% (14)

UACI =
1

M × N

M∑
i=1

N∑
j=1

|a1 (i, j) − a2(i, j)|
255

× 100%

(15)

where M and N represent the number of rows and columns
in the image, and a1 and a2 represent the encrypted versions
of the image before and after a pixel change in the plain
image. The perfect NPCR for an image is 99.6094%, and the
perfect UACI is 33.4635%.

TABLE 10. NPCR and UACI values of test images.

In this study, one pixel in the original image was changed
at random. Table 10 summarizes the NPCR and UACI perfor-
mance findings for the suggested technique. NPCR andUACI
values are quite close to the theoretical values, demonstrating
the cryptosystem’s robustness against differential assaults.

J. COMPUTATIONAL COMPLEXITY
Image encryption algorithms can have different levels
of computational complexity depending on the specific
algorithm used. Computational complexity refers to the
amount of time and resources required to execute an
algorithm on a computer. Some image encryption algorithms
are designed to be computationally efficient, meaning they
can encrypt or decrypt images quickly and with low resource
requirements. Others may have higher computational com-
plexity, meaning they take longer to execute or require more
resources such as memory or processing power.

The choice of algorithm used for image encryption will
depend on the specific application and the desired level of
security. Generally, more complex algorithms are consid-
ered more secure because they are more difficult to break.
However, this comes at the cost of increased computational
requirements.

The time complexity of an image encryption algorithm
depends on the specific algorithm used and the size of the
image being encrypted. Generally, the time complexity of an
algorithm is expressed in terms of the number of operations
required to perform the encryption or decryption operation as
a function of the input size.
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TABLE 11. PSNR during noise attack.

TABLE 12. PSNR during cropping attack.

For example, some simple image encryption algorithms
may have a time complexity of O(n), where n is the number
of pixels in the image. This means that the time required
encrypting or decrypting the image increases linearly with the
size of the image.

It’s important to note that the time complexity of an
algorithm is only one factor to consider when evaluating its
performance. Other factors such as memory usage, security,
and ease of implementation also play important roles in
determining the overall suitability of an image encryption
algorithm for a particular application. Time complexity of the
proposed algorithm is calculated as ⊖(2MN).

K. SPEED PERFORMANCE
All tests are performed using MATLAB 2016b with 8 GB
RAM and an Intel(R) Core(TM) i5 8265U CPU at 1.6 GHz
to determine the running speed. The image was encrypted by
our proposed algorithm in 1.6723 sec.

L. ATTACKS
There are many factors that cannot be avoided that will affect
the image while it is being transmitted. Noise, for example,
can have unfavorable effects like distortion, deterioration,
and pollution in the communication system. Therefore, any
method used to encrypt images must be robust enough to
withstand the attacks. We employ the 256 × 256 Lena color
image in our simulations to experiment with various intensi-
ties of cropping and noise attacks.

Various levels of salt and pepper noises may populate
the encrypted Lena image. As demonstrated in Table 11 for
various test images, noise levels of 0.005 and 0.05 have
little influence on the decryption outcome, while Table 12
demonstrates PSNR during cropping attacks or data losses.

TABLE 13. NIST testing.

TABLE 14. Chi square test for the data used in the study.

FIGURE 13. Noise and cropping attacks analysis.

Figure 13 displays encrypted and decrypted images of
missing data and Noise, respectively. Even after a data loss
attack, the decrypted imagemay be identified according to the
testing results, this shows that the technique is exceptionally
robust to noise and data loss attacks.

M. NIST TEST
The NIST (National Institute of Standards and Technology)
test suite for image encryption is a standardized set of tests
used to evaluate the security and performance of image
encryption algorithms. The NIST test suite consists of a
collection of statistical tests designed to assess the quality of
randomness and the level of security provided by an encryp-
tion algorithm. The NIST test suite includes a battery of
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TABLE 15. Comparative analysis with state of art.

tests, including the Frequency Test, the Block Frequency Test,
the Cumulative Sums Test, the Runs Test, the Longest Runs
Test, the Rank Test, the Discrete Fourier Transform Test, the
Non-overlapping Template Matching Test, the Overlapping
Template Matching Test, Approximate Entropy, Linear Com-
plexity and Serial test. These tests evaluate different aspects
of an encryption algorithm, including randomness, bias, and
resistance to different types of attacks.

The NIST test suite is widely used in the field of cryptogra-
phy and is considered a benchmark for evaluating the security
and performance of encryption algorithms, including those
used for image encryption. Table 13 below shows the different
NIST tests for the proposed algorithm.

N. TEST U01
The U01 test, also known as the Monobit test, is a statistical
test used to evaluate the randomness of a binary sequence.
It counts the number of 1’s and 0’s in the sequence and
compares the counts to determine if they are approximately
equal. In image encryption, the U01 test can be used to assess
the randomness of the encrypted image by converting the
pixel values to binary and running the test on the resulting
binary sequence. A secure image encryption algorithm should
produce an encrypted image that passes the U01 test, indicat-
ing that the pixel values are random and not biased towards
either 1 or 0. Table 14 below shows the Test U01 for the
proposed algorithm.

O. COMPARISON WITH OTHER ALGORITHMS
Comparison results between the proposed scheme and other
algorithms are displayed in Table 15. Extensive experimental
results show that the suggested technique is highly resistant to
common attacks like brute-force attacks, statistical analyses,
and differential attacks etc.

VII. DISCUSSION
An IoT-based Multi-Dimensional Chaotic Mapping Sys-
tem and SVD (Singular Value Decomposition) offer several
advantages in secure and fast communication of smart city
image data, such as:

• Security: The chaotic mapping system provides strong
encryption for image data, making it difficult for unau-
thorized users to access the data. The SVD technique
also enhances security by breaking down the image into
multiple components, making it harder to reconstruct the
original image without the correct key.

• Speed: The multi-dimensional chaotic mapping system
and SVD technique can handle a large amount of image
data at high speeds, which is crucial for smart city
applications that require real-time processing of data.

• Efficiency: The SVD technique helps to reduce the size
of the image data by extracting only the most important
components, which in turn reduces the amount of data
that needs to be transmitted over the network. This
makes the communication process more efficient and
faster.

• Robustness: The chaotic mapping system and SVD tech-
nique provide a high level of robustness against noise
and other forms of interference, ensuring that the image
data can be transmitted and received without errors.

• Scalability: The IoT-based architecture allows the sys-
tem to be easily scaled up or down depending on the size
and complexity of the smart city network. This makes
it easy to add new devices and sensors to the network
without disrupting the existing communication system.

Overall, the IoT-based Multi-Dimensional Chaotic Map-
ping System and SVD technique offer a highly secure,
efficient, and scalable solution for transmitting and process-
ing image data in smart cities.

VIII. CONCLUSION
This work offers an IoT-based multi-dimensional chaotic
mapping system for secure and fast-communication in smart
cities that encrypts images using hyper-chaotic sequences
generated by the 5D Gauss-Sine-Logistic system. In addition
to Singular Value Decomposition and DFRCT to compress
and secure sensitive image information, the suggested tech-
nique additionally employs pixel position permutation. The
system can be readily scaled up or down depending on the
size and complexity of the smart city network, owing to
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the IoT-based design. This facilitates the addition of addi-
tional devices and sensors to the network without disturbing
the current communication infrastructure. There are several
potential advantages of using high dimensional chaotic maps
in image encryption, such as the following: for security,
high-dimensional chaotic maps can provide strong security in
image encryption by generating complex and unpredictable
sequences of values that can be used as encryption keys or
to scramble image pixels. This can make it more difficult
for an attacker to decipher the original image. For pro-
cessing speed considerations, high-dimensional chaotic maps
can be computationally efficient and provide fast encryption
and decryption of images. This can be especially useful in
real-time applications where speed is critical. Also, high-
dimensional chaotic maps can be more robust to attacks
such as noise, data loss, and compression as they can dis-
tribute the information more uniformly throughout the image.
Further, it can be easily modified to suit different image
encryption requirements. This makes themmore versatile and
adaptable than other encryption methods. Importantly, high-
dimensional chaotic maps are inherently non-linear, which
can enhance the randomness and security of the encryption
algorithm. This non-linearity can also help to resist attacks
based on statistical analysis or linear algebraic methods.
Overall, high-dimensional chaotic maps have the potential
to provide a highly secure and efficient method for image
encryption. However, as with any encryption method, their
effectiveness depends on their specific implementation and
the quality of the encryption key used. In future this algorithm
can also be implemented for real time image and video
encryption.
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