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Abstract
From the perspective of a dialog system, the iden-
tification of the intention behind the segments in
a dialog is important, as it provides cues regard-
ing the information present in the segments and
how they should be interpreted. The ISO 24617-2
standard for dialog act annotation defines a hierar-
chically organized set of general-purpose commu-
nicative functions that correspond to different in-
tentions that are relevant in the context of a dia-
log. In this paper, we explore the automatic recog-
nition of these functions. To do so, we propose
to adapt existing approaches to dialog act recog-
nition, so that they can deal with the hierarchical
classification problem. More specifically, we pro-
pose the use of an end-to-end hierarchical network
with cascading outputs and maximum a posteriori
path estimation to predict the communicative func-
tion at each level of the hierarchy, preserve the de-
pendencies between the functions in the path, and
decide at which level to stop. Additionally, we rely
on transfer learning processes to address the data
scarcity problem. Our experiments on the Dialog-
Bank show that this approach outperforms both flat
and hierarchical approaches based on multiple clas-
sifiers and that each of its components plays an im-
portant role in the recognition of general-purpose
communicative functions.

1 Introduction
From the perspective of a dialog system, it is important to
identify the intention behind the segments in a dialog, as it
provides cues regarding the information present in the seg-
ments and how they should be interpreted. According to
Searle [1969], the intention behind the uttered words is re-
vealed by the corresponding dialog acts, which he defines
as the minimal units of linguistic communication. Conse-
quently, automatic dialog act recognition is an important task
in the context of Natural Language Processing (NLP), which
has been widely explored over the years. The ISO 24617-2

∗The full article is published in the Journal of Artificial Intelli-
gence Research 73:397–436, 2022 [Ribeiro et al., 2022]

standard for dialog act annotation was defined in an attempt to
set the ground for more comparable research in the area [Bunt
et al., 2012]. However, annotating dialogs according to this
standard is an exhausting process, especially because the an-
notation of each segment does not consist of a single dialog
act label, which in the standard nomenclature is called a com-
municative function, but rather of a complex structure which
includes information regarding the semantic dimension of the
dialog acts and relations with other segments, among other
aspects. Consequently, the amount of data annotated accord-
ing to the standard is still small and the automatic recogni-
tion of the whole set of communicative functions it defines
remains practically unexplored.

Among the communicative functions defined by the stan-
dard, there is a hierarchically organized set of general-
purpose functions. In this paper, we explore the automatic
recognition of these functions, as they are predominant and,
contrarily to the dialog act labels of widely explored corpora
in dialog act recognition research, they pose a hierarchical
classification problem, with paths that may not end on a leaf
communicative function. To approach the problem, we pro-
pose modifications to existing approaches to automatic dialog
act recognition that allow them to deal with the hierarchical
classification problem. These modifications focus on the abil-
ity to predict communicative functions at the multiple levels
of the hierarchy, identify when the available information is
not enough to predict more specific functions, and preserve
the dependencies between the functions in the path. Further-
more, given the small amount of dialogs annotated according
to the standard available, we rely on pre-trained dialog act
recognition models by using them in transfer learning pro-
cesses. This way, we can take advantage of their ability to
capture generic intention information and focus on identify-
ing that which is most relevant for recognizing the general-
purpose communicative functions.

In the remainder of the paper, we start by providing an
overview on related work in Section 2. In Section 3, we dis-
cuss the problem posed by the hierarchy of general-purpose
communicative functions and describe our approach to their
recognition. Section 4 describes our experimental setup, in-
cluding the dataset, evaluation methodology, and baselines
for comparison. The results of our experiments are discussed
in Section 5. Finally, Section 6 summarizes the contributions
of the paper and provides pointers for future work.
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2 Related Work
Given a turn, utterance, or functional segment in a dialog, to
which we will refer generically as segment, automatic dia-
log act recognition aims at identifying the intention behind
that segment. This task has been widely explored over the
years, using both classical machine learning [Král and Ceris-
ara, 2010] and deep learning. Most approaches to the task can
be summarized by the following generic four-step process:
1. Given a segment in a dialog, split it into its constituent to-
kens and generate adequate representations for each of them.
2. Generate a representation of the segment by combining the
representations of its tokens. 3. Decorate the segment repre-
sentation with context information regarding the dialog his-
tory and speaker information. 4. Use the information pro-
vided by the decorated segment representation to identify the
dialog act communicated by the segment.

Tokenization is typically performed at the word level, with
contextualized representations leading to the highest perfor-
mance [Ribeiro et al., 2019b]. However, character-level
(e.g. [Ribeiro et al., 2019a; Raheja and Tetreault, 2019])
and functional-level tokenizations (e.g. [Chen et al., 2018])
are also able to provide relevant information. The repre-
sentations of the tokens can then be combined to generate
a segment representation using Recurrent Neural Networks
(RNNs) (e.g. [Khanpour et al., 2016]), Convolutional Neural
Networks (CNNs) (e.g. [Liu et al., 2017]), or Transformers
(e.g. [Żelasko et al., 2021]). Regarding context information,
the intention behind the preceding segments is typically the
most important cue for the task [Ribeiro et al., 2015], but
speaker and turn-taking information is also relevant [Zhao
and Kawahara, 2019; Wang et al., 2020].

The automatic recognition of the communicative func-
tions defined by the ISO 24617-2 standard has only been ad-
dressed in a reduced number of studies [Cerisara et al., 2018;
Anikina and Kruijff-Korbayová, 2019; Blache et al., 2020;
Wang et al., 2021]. Most of these studies focused on small
subsets of communicative functions and, with the exception
of our preliminary study [Ribeiro et al., 2020], none of them
explored the automatic recognition of the complete hierarchy
of general-purpose communicative functions. Furthermore,
they all addressed the task as a flat classification problem us-
ing a variation of the approaches described above.

3 General-Purpose Communicative Function
Recognition

The main difference between general-purpose communica-
tive function recognition and traditional dialog act recogni-
tion is that the former poses a hierarchical classification prob-
lem, with paths that may not end on a leaf. However, both are
intention recognition problems at their core. Thus, we ap-
proach the problem by adapting existing dialog act recogni-
tion approaches to deal with hierarchical problems. This way,
we build on the ability of those approaches to capture generic
information regarding intention. Furthermore, this allows us
to explore the use of existing pre-trained models in transfer
learning processes, in an attempt to minimize the impact of
the scarcity of annotated data.

Figure 1: Our adaptation of a generic dialog act recognition ap-
proach to deal with the hierarchical problem posed by the general-
purpose communicative functions. The input is a segment repre-
sentation decorated with context information. The circles represent
concatenation operations. D is the depth of the hierarchy.

As discussed in Section 2, most dialog act recognition ap-
proaches generate a segment representation decorated with
context information that focuses on providing information
that allows the identification of the intention behind the seg-
ment. This is also relevant for the recognition of general-
purpose communicative functions. Thus, the adaptation of
existing dialog act recognition approaches to the recognition
of general-purpose communicative functions refers to how
that decorated segment representation can be specialized to
allow the identification of the hierarchically structured func-
tions. For transfer learning purposes, in our experiments, we
relied on the model that achieved the top performance on the
Switchboard Dialog Act Corpus in our study on dialog act
recognition [Ribeiro et al., 2019b] to generate the segment
representations. However, any other approach can be used.

Hierarchical classification problems are typically ad-
dressed by flattening the hierarchy or by training multiple
classifiers, each specialized on a part of the hierarchy, and
then using a combination of their predictions to obtain the fi-
nal classification [Silla Jr. and Freitas, 2011]. On the other
hand, we propose to use a single End-to-End (E2E) classi-
fier that jointly predicts the communicative functions at each
level of the hierarchy while leveraging information regarding
the dependencies between them.

When dealing with the multi-class single-label classifica-
tion problems posed by most dialog act annotations, neural
approaches to the task include an output layer that applies the
softmax activation function to obtain a probability distribu-
tion of the classes. The dialog act of a given segment is then
predicted by selecting the class with highest probability. As
shown in Figure 1, in order to consider the hierarchical struc-
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ture of the general-purpose communicative functions defined
by the ISO 24617-2 standard, we propose to use an output
layer per level of the hierarchy instead of using a single output
layer. This way, each output layer focuses on distinguishing
between communicative functions at the corresponding level
without having to deal with the ambiguity caused by func-
tions that are ancestors or descendants of each other.

Additionally, we introduce a specialization layer per level,
which is a fully connected layer that specializes the decorated
segment representation by capturing the information that is
most relevant for distinguishing the communicative functions
at that level of the hierarchy. The use of specialization layers
has already been proved important in our studies on multi-
level dialog act recognition [Ribeiro et al., 2018].

The final architectural modification refers to the use of cas-
cading outputs, that is, the probability distribution predicted
by the network at a given level is appended to the decorated
segment representation before it is passed to the specializa-
tion layer of the next level. This way, the network can capture
information regarding the hierarchical dependencies between
communicative functions at different levels.

The general-purpose communicative functions defined by
the ISO 24617-2 standard follow a strict hierarchy, the clas-
sification of a segment does not necessarily end on a leaf,
and the leaves are not all at the same level. Thus, the net-
work must be able to predict paths with variable length. To
approach this problem, we add an additional label, None, to
each level of the hierarchy, to represent that there is no com-
municative function attributed to the segment at that level.
This way, we are able to simulate paths with fixed length,
while introducing minimal impact on the network during the
training phase. The drawback is that the None label becomes
the predominant one in the deeper levels, biasing the output
layers towards its prediction.

During the inference phase, the parent-child relations be-
tween the general-purpose communicative functions must be
considered in order to avoid predicting an invalid path. This
means that, when selecting the label at a given level, only
the children of the label selected for the level above it can be
considered. This restriction can be enforced using a top-down
prediction approach. That is, the prediction of the path starts
by selecting the communicative function with highest proba-
bility at the top level and then applies a mask on the predic-
tions of the level below it, in order to discard the communica-
tive functions that are not children of the selected one. This
process is then repeated for each level of the hierarchy, until
a leaf communicative function or the None label is reached.
However, the performance of this approach is highly impaired
when misclassifications occur in the upper levels of the hier-
archy. To attenuate the impact of such misclassifications, we
explore a prediction approach based on Maximum a Posteri-
ori (MAP) estimation. That is, instead of iteratively selecting
a communicative function at each level, we compute the pos-
terior probability of all valid paths in the hierarchy and select
that with highest probability. Since the classification of a seg-
ment does not necessarily end on a leaf and the leaves are not
all at the same level, we also rely on the additional None la-
bels during the inference phase.

4 Experimental Setup
This section describes our experimental setup, including
the dataset (Section 4.1), the evaluation methodology (Sec-
tion 4.2), and the baselines used for comparison (Section 4.3).

4.1 Dataset
The DialogBank [Bunt et al., 2016; Bunt et al., 2019] aims
at collecting and providing dialogs annotated fully according
to the ISO 24617-2 standard guidelines. At the time of this
study, it featured annotated dialogs from four English corpora
and four Dutch corpora. To avoid the issues regarding mul-
tilinguality, we focus on the 15 English dialogs, containing
2,360 annotated segments, out of which 1,118 have general-
purpose communicative functions in the Task dimension. The
distribution of general-purpose communicative functions in
the DialogBank is highly unbalanced, with the most common
function, Inform, covering 42% (62% when also considering
its descendants in the hierarchy) of the segments that have
a general-purpose communicative function. The distribution
is also highly unbalanced across the dialogs of the different
corpora that are included in the DialogBank. This reveals the
heterogeneity of the DialogBank, which is representative of
the different kinds of dialog that occur in human-human and
human-machine interaction.

4.2 Evaluation Methodology
Although general-purpose communicative functions may oc-
cur in any of the semantic dimensions defined by the ISO
24617-2 standard, we focus on the Task dimension because
the number of occurrences in the remaining dimensions is
not representative in the DialogBank. Still, we defined two
evaluation scenarios. The first considers every segment in
the DialogBank, and, thus, the classifier must also decide
which segments have a general-purpose communicative func-
tion. The other only considers the segments that have com-
municative functions in the Task dimension, allowing us to
focus on the capabilities of our hierarchical approach.

Given the small number of dialogs in the DialogBank, we
use leave-one-dialog-out cross-validation as our main evalua-
tion approach because it maximizes the amount of gold stan-
dard data available for training.

In terms of metrics, we use the exact match ratio (MR),
which considers a prediction to be correct if the whole path
matches the gold standard. Additionally, we report results
in terms of the hierarchical versions of precision (hP), recall
(hR), and F-measure (hF) [Kiritchenko et al., 2005], which
also consider partial path matches.

4.3 Baselines
As baselines for comparison with our approach, we use the
flat classifier approach, as well as three multiple classifier ap-
proaches to hierarchical classification: one-vs-all classifiers
(OvA), one classifier per level (Lvl), and one classifier per set
of siblings (Sib). In every case, the classifiers are based on the
same architecture: the segment representation decorated with
context information is provided to a single pair of specializa-
tion and output layers. The dimensionality of the output layer
corresponds to the number of communicative functions that
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MR hP hR hF
Flat 74.17±.28 79.47±.34 66.25±.23 72.26±.28

OvA 63.87±.20 82.38±.16 59.98±.03 69.42±.08
Lvl 69.77±.23 73.89±.19 66.58±.25 70.04±.22
Sib 69.81±.27 72.89±.47 66.84±.37 69.74±.42

E2E 72.15±.21 77.62±.23 70.99±.13 74.16±.17
2Step 73.30±.04 76.87±.08 71.32±.08 73.99±.08

Table 1: Results achieved when considering all segments.

the classifier focuses on distinguishing. When using multiple
classifiers, the predictions are obtained using a top-down ap-
proach. That is, starting at the root of the hierarchy, we select
the communicative function with highest probability and then
the process is repeated among its descendants, until a leaf
communicative function or the stop case is reached. When
using one-vs-all classifiers, the stop case is when none of the
descendants has a probability above 50%. In the other cases,
it is when the None label is that with highest probability.

5 Results
Table 1 shows the results of our experiments considering all
the segments in the DialogBank. We can see that the ap-
proaches that rely on multiple classifiers to obtain the final
predictions lead to worse performance than those that rely
on a single classifier, both in terms of exact match ratio and
F-measure. This suggests that, although each individual clas-
sifier is able to focus on a specific part of the hierarchy, as a
whole, they are not able to capture or consider information
that is important for the overall problem.

Comparing the flat approach with the E2E hierarchical one,
we can see that the former achieves the highest performance
in terms of exact match ratio, 74.17%, while the latter is the
top performer in terms of F-measure, with 74.16%. Looking
into the remaining metrics, we can see that the hierarchical
approach achieves a higher recall. This means that it is able
to identify communicative functions that are less prominent
and/or deeper in the hierarchy. However, recall is still 6.63
percentage points below precision, which reveals a bias to-
wards the prediction of shallower communicative functions.
This can be explained by the small size of the DialogBank,
which does not provide a representative coverage of the com-
municative functions that are deeper in the hierarchy. We
were able to reduce this gap by relying on a two-step ap-
proach (2Step) that uses a binary classifier to identify the
segments which have a communicative function in the Task
dimension before applying the hierarchical approach to those
segments. However, this has an impact on precision because
incorrect decisions of the binary classifier cannot be corrected
by the predictions on the lower levels using MAP prediction.

Using the two-step approach allows the hierarchical clas-
sifier to be trained solely on segments that have a general-
purpose communicative function and, thus, be less biased to-
wards the prediction of the None label. Table 2 shows the re-
sults achieved when only those segments are considered. We
can see that there is a wider gap between the results in terms

MR hP hR hF
Flat 68.00±.08 85.67±.10 81.97±.12 83.77±.10

OvA 45.65±.08 88.64±.51 68.83±.23 77.49±.30
Lvl 56.61±.91 80.09±.66 74.43±.61 77.16±.63
Sib 55.99±.63 77.66±.55 74.35±.62 75.97±.59

E2E 68.22±.94 86.34±.88 83.02±.66 84.65±.77

Table 2: Results achieved when only considering the segments that
have a communicative function in the Task dimension.

of exact match ratio and F-measure. One the one hand, the ex-
act match ratio is lower because the segments without com-
municative function in the Task dimension, which are typi-
cally easy to identify, are no longer considered. On the other
hand, F-measure is higher because the classifiers are less bi-
ased towards the prediction of shallower functions.

In this scenario, the E2E hierarchical approach outper-
forms the flat one in terms of every metric, which confirms its
appropriateness. Still, the difference is only higher than one
percentage point in terms of recall. However, one must con-
sider that while the hierarchical approach covers the whole
hierarchy of general-purpose communicative functions, the
flat approach is trained specifically for distinguishing among
the terminal communicative functions existent in the Dialog-
Bank. Thus, in a sense, the flat approach tackles a simpler
problem. Considering this, the performance of the hierarchi-
cal approach, and especially its ability to identify commu-
nicative functions that are deeper in the hierarchy, suggests
that it is able to capture and leverage information regarding
the hierarchical dependencies as it was designed to.

Finally, our ablation studies have shown that every com-
ponent of our approach plays an important role towards
the recognition of general-purpose communicative functions.
Still, removing the per-level specialization layers has a higher
impact in performance than removing the cascading outputs
and using a top-down prediction approach instead of MAP.
Furthermore, given the reduced amount of dialogs in the Di-
alogBank, transfer learning from the pre-trained dialog act
recognition model plays a crucial role.

6 Conclusions
In this paper, we have explored the automatic recognition of
the general-purpose communicative functions defined by the
ISO 24617-2 standard for dialog act annotation. We proposed
modifications to existing approaches to dialog act recogni-
tion that allow them to deal with the hierarchical classifica-
tion problem posed by these communicative functions. Ex-
periments on the DialogBank have shown that our E2E hi-
erarchical approach outperforms a flat approach, as well as
hierarchical approaches based on multiple classifiers.

In addition to the general-purpose communicative func-
tions, the standard also defines dimension-specific commu-
nicative functions and a complete dialog act annotation in-
cludes additional information. Thus, the automatic recogni-
tion of all the relevant aspects should be addressed as future
work. However, for that, additional efforts are required to
increase the number of annotated dialogs that are available.
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gari, and Najim Dehak. What Helps Transformers Rec-
ognize Conversational Structure? Importance of Context,
Punctuation, and Labels in Dialog Act Recognition. Trans-
actions of the Association for Computational Linguistics,
9:1179–1195, 2021.

Proceedings of the Thirty-Second International Joint Conference on Artificial Intelligence (IJCAI-23)
Journal Track

6952



[Zhao and Kawahara, 2019] Tianyu Zhao and Tatsuya
Kawahara. Effective Incorporation of Speaker Infor-
mation in Utterance Encoding in Dialog. Computing
Research Repository, arXiv:1907.05599, 2019.

Proceedings of the Thirty-Second International Joint Conference on Artificial Intelligence (IJCAI-23)
Journal Track

6953


	Introduction
	Related Work
	General-Purpose Communicative Function Recognition
	Experimental Setup
	Dataset
	Evaluation Methodology
	Baselines

	Results
	Conclusions

