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Abstrak 

Pada dekade terakhir ini, terjadi perkembangan besar dalam penelitian Image Caption 

Generation untuk menerjemahkan citra ke dalam deskripsi berbahasa Inggris. Tugas ini juga 

telah dilakukan untuk menghasilkan teks dalam bahasa non-Inggris, termasuk Bahasa 

Indonesia. Namun, referensi dalam penelitian ini masih terbatas sehingga peluang eksplorasi 

terbuka lebar. Dalam naskah ini, kami menghadirkan penelitian komparatif dengan meneliti 

beberapa algoritma Deep Learning yang mutakhir untuk mengekstrak citra dan membangkitkan 

deskripsinya dalam Bahasa Indonesia. Kami melakukan ekstraksi citra menggunakan tiga 

model pre-trained, yaitu InceptionV3, Xception, dan EfficientNetV2S. Pada model bahasa, kami 

memeriksa empat arsitektur yaitu LSTM, GRU, Bidirectional LSTM, dan Bidirectional GRU. 

Basis data yang digunakan adalah Flickr8k yang diterjemahkan ke dalam Bahasa Indonesia. 

Evaluasi model dilakukan menggunakan BLEU dan Meteor. Hasil kinerja berdasarkan model 

pra-trained menunjukkan bahwa EfficientNetV2S secara signifikan memberikan skor tertinggi 

dari model lain. Sebaliknya, hanya terdapat sedikit perbedaan kinerja antar model pada model 

bahasa. Namun, secara umum, Bidirectional GRU memberikan skor yang lebih tinggi. Kami 

juga menemukan bahwa step size dalam pelatihan mempengaruhi overfitting. Step size yang 

lebih besar cenderung memberikan generalisasi yang lebih baik. Model terbaik dihasilkan 

menggunakan EfficientNetV2S dan Bidirectional GRU dengan step size=4096 yang 

menghasilkan skor rata-rata BLEU-1=0,5828 dan Meteor=0,4520.  
 

Kata kunci— BLEU, Image Caption Generation, Meteor, Model bahasa, Model pre-trained.  
 

Abstract 

In the last decade, there have been significant developments in Image Caption 

Generation research to translate images into English descriptions. This task has also been 

conducted to produce texts in non-English languages, including Bahasa. However, the 

references in this study are still limited, so exploration opportunities are widely open. This 

paper presents comparative research by examining several state-of-the-art Deep Learning 

algorithms to extract images and generate their descriptions in Bahasa. We extracted images 

using three pre-trained models, namely InceptionV3, Xception, and EfficientNetV2S. In the 

language model, we examined four architectures: LSTM, GRU, Bidirectional LSTM, and 

Bidirectional GRU. The database used was Flickr8k which was translated into Bahasa. Model 

evaluation was conducted using BLEU and Meteor. The performance results based on the pre-

trained model showed that EfficientNetV3S significantly gave the highest score among other 

models. Conversely, there was only a slight difference in model performance in the language 

model. However, in general, the Bidirectional GRU scored higher. We also found that step size 

in training affected overfitting. Larger step sizes tended to provide better generalizations. The 

best model was generated using EfficientNetV3S and Bidirectional GRU with step size=4096, 

which resulted in an average score of BLEU-1=0,5828 and Meteor=0,4520. 
 

Keywords— BLEU, Image Caption Generation, Meteor, Language Model, Pre-trained Model. 
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1. INTRODUCTION 

 

Understanding the meaning of an image for humans is easy, but it is hard for computers. 

Image Caption Generation is the study of obtaining image descriptions in a human-like 

language. It is a complex process involving two areas: Computer Vision (CV) and Natural 

Language Processing (NLP). The two tasks in Image Caption Generation are how to do visual 

understanding and how to generate sentences according to that understanding in the correct 

grammar. Due to human communication relying on natural language, various applications such 

as information retrieval, visually impaired assistance, and human-robot interaction can be 

involved in this field to produce natural descriptions. Although tremendous progress has been 

made in this topic, in reality, the way computers perceive images is much more primitive than 

human vision. Therefore, designing computer systems that approach human performance in 

image captioning is still an ongoing problem. 

Image Captioning is one of the trending applications in artificial intelligence. In recent 

years, much research has led to its performance improvement. The literature study [1] displayed 

this development from 2002, when the Bilingual Evaluation Understudy Score (BLEU) was 

introduced, to 2020, in which Image Captioning for videos was applied. Three methods were 

used to produce Image Captions: Retrieval-based, Template-based, and Neural Network-based. 

With significant advances in Deep Neural Network research, the Deep Learning approach 

delivers state-of-the-art results [2]. A comparative analysis of various models' evaluation 

metrics was conducted on different datasets [3]. A literature study in [4] also showed a 

comparison method focusing on attention mechanism modelling. Research [5] carried out 

systematic literature by summarizing all the latest articles to prevent the loss of significant ideas 

and promote healthy competition among the new models. 

Conceptual research on Image Caption Generation has been implemented to translate 

images into English descriptions. In its development, Image Caption Generation is also used to 

produce image descriptions in non-English languages, for example, in Thai [6], Italian [7], 

Chinese [8], Arabic [9], Hindi [10], and Japanese [11]. In Indonesia, this research has also been 

carried out, although it is still in a limited number. We can find  Image Captioning research in 

the Indonesian language using the existing dataset in research [12]–[15]. Meanwhile, Dhomas 

Hatta Fudholi conducted research for more specific applications, namely for local tourism 

image captioning [16] and household environment visual understanding [17], [18]. These 

studies were evaluated with several methods and showed that their evaluation scores were still 

low. 

With the limitation of reference in the Image Caption Generation topic in Indonesian, 

we decided to contribute by conducting comparative model research using the existing dataset. 

Some research that can be our baseline is the study that uses a single model on a similar existing 

dataset. The InceptionV3 and Transformer architecture were implemented in [12], resulting in a 

BLEU-1 by  0.3112. This research used 10.000 images taken from translated MS Coco dataset. 

For the evaluation, they used as many as 2000 images. Analysis [13] also used MS Coco but 

only took 4000 pictures for the training and 1000 for the testing. This study used 

NASNetMobile, and Long Short-Term Memory (LSTM), resulting BLEU-1 score of 0.29. 

Research [14] resulted in a better score of 0.5 using Convolutional Neural Network (CNN) and 

LSTM. This research was applied to FEE-ID translated from the Flickr8K dataset, which 

contained 8091 images. In this study, 6000 images were used for the training and the rest for the 

testing dataset. The larger dataset translated from Flickr30k was used in the [15]. The dataset 

had 1000 images for each validation and test. InceptionV3 and Gated Recurrent Units (GRU) 

were used in this research, resulting in 0.36 for the BLEU-1 score. 

The development of Deep Learning (DL) architecture nowadays enables many models 

can be applied in Image Caption Generation. This paper contributes to enriched references on 

Image Caption Generation comparative research by exploring several state-of-the-art DL 

extractors to represent an image and DL model languages to generate a caption. We extracted 

the feature using three pre-trained models, namely InceptionV3, Xception, and 
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EfficientNetV2S. These three models are top-quality, giving high accuracy and efficiency. In 

the language model, we implemented four architectures:  LSTM, GRU, Bidirectional LSTM, 

and Bidirectional GRU. LSTM and GRU are deep learning networks suitable for memorizing 

long-term patterns. Furthermore, the bidirectional model is used to see a two-way pattern: 

forward and backwards in the language model. We used a dataset from the study [15] and 

presented two evaluation matrices using BLEU and Meteor. 

 

 

2. METHODS 
 

2.1 Image Extractor 

Convolutional Neural Network (CNN) is a type of Deep Neural Network that has been 

successfully applied to many computer vision tasks, including Image Caption Generation. In the 

application, we can use these models instantly by using the weights on the pre-trained model. 

These models can be used for prediction, feature extraction, and fine-tuning. Inception is one of 

the CNN development models that can increase the depth and width of the network while 

keeping the computing budget constant [19]. The main idea of Inception's architecture is 

iterative local construction through layer-by-layer structures. Inception also applies the concept 

of dimensionality reduction and projection. One of the main benefits of this architecture is that it 

significantly increases the number of units at each stage without increasing the computational 

complexity. Another valuable practical aspect of this design is that it aligns with the intuition in 

which visual information should be processed at multiple scales and then aggregated so that 

later stages can abstract features from different scales simultaneously [20]. 

Xception or Extreme Inception is a novel CNN architecture inspired by Inception. In the 

Xception, Inception modules have been replaced with Depthwise Separable Convolutions 

(DSC). The differences between Xception and a DSC are in the operation order and the 

existence of the non-linearity. In the DSC, channel-wise spatial convolution is performed first, 

followed by 1x1 convolution, whereas Xception performs the 1x1 convolution first. In addition, 

DSC is also implemented without non-linearities, while Xception operations use ReLU non-

linearity [21].  

In the study [22], NASNet is one of the CNN architectures with the highest accuracy. It 

provides cutting-edge precision in ImageNet, beating Inception and Xception. However, this 

model also has many parameters and higher computational complexity. On pre-trained in Keras 

Applications, the best version of NASNet is NASNetLarge, which has 88.9M parameters and 

reaches 82.5% top-1 accuracy on ImageNet. On the other hand, Xception with 22.9M 

parameters and InceptionV3 with 23.9M parameters produce 79.0% and 77.9% accuracy, 

respectively. Therefore, this significant efficiency can be considered. 

With rapid architecture development, the performance of NASNet has now been 

replaced by EfficientNet [23]  in accuracy and efficiency. The small version of EfficientNetV2 

with a parameter of 21.6M produces an accuracy of 83.9%. Unlike other CNN models that scale 

up by increasing the size of one of the dimensions; network width, network depth, or image 

resolution, EfficientNet builds the model by balancing all three dimensions. This process is 

called the compound scaling method, which is done by scaling each one with a constant ratio. 

Its main building block is MB Conv. In the EfficientNetV2S type, there is an adjustment to 

progressive learning. In initial training, the model was trained on small images with weak 

regularization (such as dropout and data augmentation). Image size gradually increases with 

stronger regularization (dynamic adjustment of regularization). EfficientNetV2 also replaces 

depthwise convolution with Fused-MBConv to better use server accelerators [24]. 

2. 2 Language Model 

A Recurrent Neural Network (RNN) is a Deep Learning model suitable for sequential 

data processing such as word-by-word generation. Many Image Caption Generation researchers 

use the combination of CNN as an image feature extractor and RNN as a sentence generator. 
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The structure of RNN looks like a feedforward neural network, except it has connections 

pointing backwards. At a timestep t, the recurrent neuron receives the input x and its output 

from the previous time step, yt-1. Since the output of a recurrent neuron at a time step is a 

function of the output of the previous step, this cell can be called a memory cell. 

Due to the long data transformation traversing an RNN, some information can be lost at 

each time step. Long Short-Term Memory (LSTM) is then introduced to provide cells with 

long-term memory. The behaviour of this cell is controlled by a "gate" that is applied 

repeatedly. In LSTM architecture, three gates are used: the forget gate, which controls which 

part of the long-term state will be erased; the input gate, controlling which part should be added 

to; and the output gate controlling which parts of the long-term state and output should be read. 

Gated Recurrent Unit (GRU) is a simplified version of LSTM. GRU reduces the operation, but 

it performs just as well as LSTM. In its structure, a single gate controls both the forget and input 

gates [25]. 

For each step in LSTM and GRU, a regular recurrent layer looks at past and present 

input. In many NLP tasks, looking ahead at the following words is often preferable. To 

implement this, we can run two recurrent layers on the same inputs, one reading the words from 

left to right and the other reading them from right to left. The output is the combination of these 

two layers at each-time step. This architecture is called a Bidirectional recurrent layer. Both 

simple RNN, LSTM, and GRU can implement this architecture. 

2. 3 Image Caption Generation  

Even though deep neural networks are widely implemented in tackling Image 

Captioning, different methods exist based on different frameworks. In this paper, we tried to 

apply Image Captioning based on an encoder-decoder framework. This framework is initially 

designed to translate a sentence from one language into another. Motivated by this translation 

idea, in this case, Image Captioning can be represented as a translation problem, where the input 

is an image, and the output is a sentence. 

Under this framework, an encoder first encodes an image into an intermediate 

representation. Next, a decoder takes the intermediate representation as input and generates a 

sentence word by word. In this framework, CNN is used to encode visual data, while RNN is 

used to encode textual data. The encoded visual data is projected into an embedding space. 

Then, a neural language model decodes visual features as vectors, allowing word-by-word 

sentence generation. Image Captioning in this framework is formulated as predicting the 

probability of a sentence conditioned on an input image, as represented in Equation 1. 

 

        (1) 

 

Where I is an image and  is a parameter. Since sentence S is a sequence of words 

( , Equation 1 can be reformulated as Equation 2. The model parameter  is 

obtained by maximizing the likelihood of image sentence pairs in the training set [2]. 
 

 

      (2) 

 

Figure 1 illustrates the design of the Image Caption Generation Model in this paper. In 

the training process, image input goes through pre-processing, and image encoding, or feature 

extraction is carried out using pre-trained models resulting in a vector representation. The pre-

processing of the text is also applied to the caption, resulting in a vector sequence. The image 

and caption pre-processing results are combined and then trained based on their image-sentence 

pairs to build the desired model. In the testing process, the new images go through the same pre-

processing process and are then entered as model input to get caption predictions. The 

prediction results are compared to the target in the dataset. 
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Figure 1 Image Caption Generation design 

2. 4 Database and evaluation 

The database used in this study was taken from research [15], which is translated from 

Flickr8k to Bahasa. It consisted of 8000 images and five sentences that describe each image. 

The database was divided into training, validation, and test datasets, respectively 6000,1000, 

and 1000. Pre-processing was carried out according to the needs of each pre-trained model. The 

sentence description was pre-processed by converting them into lowercase letters and removing 

punctuation and numbers. Then, we created a dictionary and encoded each word in a caption 

into numeric form. This research used the BLEU and METEOR scores to evaluate the model 

performance. BLEU uses phrase length (n-grams) in predictive sentences compared to 

references. In BLEU, the unigram score indicates sentence adequacy, while the highest n-gram 

indicates sentence fluency. On the other hand, METEOR performs unigram matches between a 

generated sentence and a human-written reference sentence and then computes a score based on 

the matching results. The computation involves precision, recall, and alignment of the matched 

words. 
 

 

3. RESULTS AND DISCUSSION 
 

We implemented three pre-trained models from Keras.io (Keras Applications in Keras 

API reference) and removed the final softmax layer. This is because we only needed the feature 

representation output, not a particular class's probability. Table 1 presents the differences 

between the three Pre-trained models. The code was implemented in Google Colaboratory using 

GPU, Tesla V100-SXM2-16GB. The table shows that although EfficientNetV2S has a small file 

and parameter, it needs the most considerable image input size, leading to the longest execution 

time. However, it has a smaller output size which we expected to make the subsequent process 

more efficient. 

Table 1 Comparison of  pre-trained models 

Model Size (MB) Parameters (M) Input size Output size Extraction time 

InceptionV3 96.1 21.8 299 x 299 x 3 2048 8 min 7s 

Xception 91.8 20.8 299 x 299 x 3 2048 7 min 5s 

EfficientNetV2S 87.5 20.3 384 x 384 x 3 1280 9 min 30s 
 

On the text pre-processing, a dictionary which has 6781 vocabularies was prepared. The 

words in the dictionary were encoded into numeric numbers. The next step was generating an 

input-output sequence encoding captions for each image. The input sequence was the sequence 

of encoding words in the caption. All captions were encoded as much as the maximum caption 

length in the dataset by 36. The vector was padded with zero as much as the maximum caption 

length. So, for instance, if a caption has 30 words, the input sequence is 30 vectors, and each 

vector has a length of 36. On the other hand, the output sequence was the target words in each 

sequence in one-hot-vector.  

Due to the large dataset size, our experiment used a progressive training technique to 

handle the memory issue. The data generator function returned batches of samples to train the 

Training 

Images 

Caption 

Encoding 

Image 

Encoding 

Language 
Model 

Final Model 

 

Test Images Caption Prediction  

& Decoding 

Image 

Encoding 

 

https://keras.io/api/applications/inceptionv3
https://keras.io/api/applications/xception
https://keras.io/api/applications/efficientnet_v2/#efficientnetv2s-function
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model. Keras supported the progressive datasets loaded by using the fit_generator(). We 

prepared a model in three parts. The first part was the featured extractor which was to feed the 

result of the Pre-trained model. We applied a dropout layer, and the output was a dense layer of 

128 neurons. The second part was the sequence language model. We transformed the input 

sequence into embedding 256 vector length and applied a dropout layer and an RNN type to do 

the sequential process. In the last part, the output from these two-part was concatenated, and we 

applied a dense layer of 128 neurons and the final softmax layer. In the first experiment, we used 

GRU with 128 units and SELu activation function in the dense layer. The model had 2.6 million 

parameters which can be represented in Figure 2. 
 

 
Figure 2 Image Caption Generation model 

 

Our first experiment was related to the performance of the pre-trained model in feature 

extraction. We compiled the model using the Adam optimizer and categorical cross-entropy loss 

function. We ran each model for 50 epochs. Table 2 shows the comparison result for 

InceptionV3, Xception, and EfficientNetV2S. In this result, we can conclude that 

EfficientNetV2S performs better in training and validation. At the end of the training, we got a 

good final loss of 0.5043 with 82.93% accuracy. The bad thing was that the result also indicated 

significant overfitting. The last loss in validation was high by 6.6415, with an accuracy of 

28.28%. In addition to loss and accuracy values, the performance of Image Caption Generation 

can be significantly defined by the language model's evaluation. This was because the target of 

this task was to make a sentence. So, we evaluated how well the sentences were generated by the 

evaluation method for the text. 
 

Table 2 The result of model performance by pre-trained models 

Model 
Training Validation 

Loss Acc Val Loss Val Acc Best Loss Best Acc 

InceptionV3 1.1549 0.6651 7.3334 0.2642 4.7718 0.2802 

Xception 0.8460 0.7500 7.2090 0.2164 4.8841 0.2735 

EfficientNetV2S 0.5043 0.8293 6.6415 0.2828 4.6918 0.3227 
 

Next, we evaluated the model using the BLEU and Meteor. Table 3 shows the result of 

the language model evaluation. Consistent with the training and validation result, 

EfficientNetV3S gives the best BLEU and Meteor scores by 0.4721 and 0.3624, respectively. 
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Table 3 The result of language evaluation by Pre-trained models 

Model 
BLEU 

Meteor 
B1 B2 B3 B4 

InceptionV3 0.3459 0.1608 0.1112 0.0559 0.2508 

Xception 0.3934 0.1980 0.1396 0.0727 0.2834 

EfficientNetV3S 0.4721 0.2847 0.2125 0.1224 0.3624 

 

The second experiment was related to the performance of the sequence language model. 

We applied LSTM, GRU, Bidirectional LSTM, and Bidirectional GRU. The result of this 

experiment is presented in Table 4. Unlike the previous experiment, the results in this section did 

not show a significant difference. We obtained the best training results when using GRU, but we 

received the best validation results when using a Bidirectional LSTM. Table 5 shows the 

evaluation result for the language by different language models. The score also slightly differed, 

but generally, Bidirectional GRU gives the best evaluation. 
 

Table 4 The result of model performance by language model 

Model 
Training Validation 

loss acc val loss val acc best loss best acc 

LSTM 0,7415 0,7503 6,2567 0,2988 4,7971 0,3252 
GRU 0,5043 0,8293 6,6415 0,2828 4,6918 0,3227 

Bi-LSTM 0,8072 0,7302 6,1327 0,3015 4,8809 0,3253 

Bi-GRU 0,6287 0,7852 6,6776 0,2882 4,7034 0,3293 
 

Table 5 The result of language evaluation by language models 

Model 
BLEU 

Meteor 
B1 B2 B3 B4 

LSTM 0.4600 0.2761 0.2052 0.1174 0.3618 
GRU 0.4721 0.2847 0.2125 0.1224 0.3624 

Bi-LSTM 0.4687 0.2815 0.2104 0.1229 0.3596 

Bi-GRU 0.4714 0.2912 0.2207 0.1292 0.3648 
 

Figure 3 shows the graph of loss versus epoch comparison between three Pre-trained models (a) 

and between four language models (b) on the validation dataset.  

 

 
(a) 

 
(b) 

Figure 3 The loss graph comparison by pre-trained models 

In our last experiment, we tried to find a better model by changing the activation 

function in the dense layer and the optimizer. We added layer normalization and the sequence 

layer as well. However, the performance did not get significantly better. In the last simulation, 

we investigated the step size of the generator in the training process and showed significant 

differences. Initially, we fitted the step size = 117 (equal to the number of datasets divided by a 

number of a batch of samples generated by a generator). In the exploration, we used the step 

power of two, between 117 and 6000. 

Table 6 shows that the training loss and the accuracy are better if we use the smaller 

step size, but the overfitting is also more significant. In other words, the bigger step size tends to 
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give a better generalization. We could see better validation loss when we used step size= 6000 

and better validation accuracy when we used the step size=4096. We can see the graph of loss 

and accuracy on the validation dataset in Figure 4. 
 

Table 6 The result of model performance by the step size 

Model 
Training Validation Time/ 

epoch (s) loss acc val loss val acc best loss best acc 

117 0.6287 0.7852 6.6776 0.2882 4.7034 0.3293 16 

256 0.6873 0.7726 6.5999 0.3099 4.5578 0.3089 36 
512 0.9137 0.7120 6.1890 0.2976 4.2148 0.3104 71 

1024 1.3186 0.6177 5.2130 0.3016 3.8268 0.3169 141 

2048 1.7510 0.5330 4.3817 0.3241 0.3555 0.3363 254 

4096 2.2066 0.4527 3.6821 0.3528 3.3398 0.3580 574 
6000 2.4194 0.4232 3.5041 0.3513 3.2450 0.3585 847 

 

  
Figure 4 The loss and accuracy graph by the step size 

 

Finally, we present the language evaluation comparison by step size in Figure 5. We got 

the highest average score of BLEU-1 by 0.5828, and Meteor by 0.4520 using step size = 4096. 

However, using the big step size means applying more batch numbers and needing a longer time 

for training execution. So, we may consider balancing step size in training to have a good 

generalization with tolerable execution time. At this point, our model was better in BLEU-1 

than the baseline model in [14] by 0.5 and in [15] by 0.36.  
 

 
Figure 5 The result of language evaluation by the step size 

 

Table 7 presents samples of predicted and targeted captions of the best, the worst and 

random choices of image. We could see that in the highest result, we got a relevant semantic 

sentence in good grammar. Nevertheless, in worse cases, with the BLEU-1 score = 0.0811, the 

model could not even generate a complete sentence. For the random samples, we could see that 

the model could generate a complete sentence, although sometimes it did not have the correct 

semantics. For example, in image number 4, we get a predicted caption: “seorang pria berbaju 

biru sedang bermain skating di jalan” while in English, it was translated as “a man in blue is 



IJCCS  ISSN (print): 1978-1520, ISSN (online): 2460-7258 ◼ 

Exploring Pre-Trained Model and Language Model for Translating Image … (Ade Nurhopipah) 

355 

skating on the street.” In fact, in the image, no man in blue is skating, but a boy is wearing a red 

shirt and playing using a bottle of water. 

Apart from considering the architecture and parameters, we can improve model 

performance by increasing the number of datasets and improving their quality. Some of 

Flickr8k's translations into Bahasa seem irrelevant. For example, in Table 7, image number 1 of 

the third and fourth target captions is a semantically incorrect sentence. 

 

Table 7 The caption generated sample using the best model. 

No Image, BLEU-1 and Meteor Score Predicted and Target Caption 

1 

 
Best Score:  

BLEU-1 = 1.0, Meteor = 0.9609 

Predicted caption:  

seorang anak laki-laki bermain di slide merah 

Target caption: 

1. seorang anak di slide merah 

2. seorang anak laki-laki duduk di seluncuran di 

taman bermain 

3. seorang anak lelaki menggeser slide pembuka 

botol berwarna merah cerah 

4. seorang anak laki-laki menggeser slide 

merah 

5. seorang anak lelaki mengenakan pakaian 

biru meluncur turun slide merah 

 

2 

 
Worst score:  

BLEU-1 = 0.0811, Meteor = 0. 2701 

Predicted caption:  

seorang anak melarikan diri melarikan diri 

melarikan diri melarikan diri melarikan diri 

melarikan diri melarikan diri melarikan diri 

melarikan diri melarikan diri melarikan diri 

melarikan diri melarikan diri melarikan diri 

melarikan diri melarikan diri melarikan diri 

Target caption: 

1. seorang anak laki-laki menendang tumpukan 

daun 

2. seorang anak laki-laki dengan kemeja biru 

menendang daun mati dari tumpukan daun 

3. seorang anak dengan atasan biru melompat 

ke tumpukan daun di depan pohon 

4. seorang bocah lelaki berbaju biru berlari 

melewati tumpukan daun cokelat 

5. seorang anak lelaki berdiri dengan kaki 

terangkat di tumpukan besar daun 

3 

 
Random image choice: 

BLEU-1 = 0. 7118, Meteor = 0. 5512 

 

Predicted caption:  

seekor anjing cokelat dan putih bermain tenis  

Target caption: 

1. seekor anjing besar berdiri di atas kakinya 

ketika bola tenis dilemparkan ke arahnya 

2. seekor anjing cokelat dan putih di depan 

gubuk kewalahan oleh serangan bola tenis 

3. seekor anjing cokelat dan putih berdiri di 

depan sebuah bangunan kayu sementara bola 

tenis terbang di udara 

4. seekor anjing melompat untuk beberapa bola 

tenis dilemparkan kepadanya 

5. seekor anjing berdiri di atas kaki 

belakangnya di tengah hujan bola tenis 



◼          ISSN (print): 1978-1520, ISSN (online): 2460-7258 
 

IJCCS  Vol. 17, No. 4, October 2023 :  347 – 358 

356 

4 

 
Random image choice: 

BLEU-1 = 0. 4548, Meteor = 0. 2162 

 

Predicted caption:  

seorang pria berbaju biru sedang bermain skating 

di jalan  

Target caption: 

1. seorang anak lelaki mencoba untuk 

menuangkan air ke orang lain dengan botol 

airnya 

2. seorang anak laki-laki yang mengenakan 

baju merah sedang menyiramkan air ke kaki 

wanita 

3. seorang anak laki-laki dengan botol bermain 

dengan seorang gadis yang lebih tua 

4. seorang anak laki-laki membasuh orang yang 

lebih tua dengan sebotol air 

5. anak laki-laki yang tertawa memegang botol 

air sementara seorang wanita dengan celana 

basah berjalan di dekatnya 

 

The other interesting discussion was that sometimes there was a considerable difference 

between BLEU and Meteor scores. For example, in image number 2, we had a very low BLEU-

1 score = 0.0811, but we got a higher considerable Meteor score = 0.2701. In image number 4 

we got the opposite, where the BLEU-1 score was high, but the Meteor score was lower. The 

study [26] concluded that the BLEU method was closer to human evaluation than METEOR. 

But in the future, it will be interesting to study the reliability of the other language evaluation 

methods. 

 

 

4. CONCLUSIONS 

 

In this experiment, we tried to build an Image Caption Generation model to translate an 

image into a description in Bahasa. We investigated the performance based on the different Pre-

trained models for intermediate image representation and various sequence language models for 

generating a word-by-word caption. We found the best evaluation using BLEU and Meteor 

when we trained the dataset using EfficientNetV3S and bidirectional GRU. However, this 

model still suffered from overfitting. We tried to reduce the tendency of this situation by 

changing the step size when we trained the model using progressive loading. This effort led to a 

higher loss in training but achieved a better result in validation. 
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