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ABSTRACT 

Panoptic Dual-Use Management: Preventing Deliberate Pandemics in an Age of Synthetic 

Biology and Artificial Intelligence 

Jonas Sandbrink, Trinity College 

August 2023 

Thesis for the degree of Doctor of Philosophy 

 
 
Powerful new technologies can have profound global security implications. In this thesis, I investigate how 

advances in synthetic biology and artificial intelligence could have dual-use potential and enable the 

deliberate release of pandemic pathogens. I review risks from synthetic biology based on case studies on 

wildlife virus discovery, viral engineering for vaccine design, and viral engineering for gene therapy. For 

assessing impacts of artificial intelligence, I consider large language models and biodesign tools. I find that 

related advances can create new methods to engineer pathogens and make such capabilities increasingly 

accessible to non-specialists. 

These risks are not well captured by existing risk mitigation measures. I argue that the management of dual-

use virological research is currently defined by oversight of individual research projects. This is effective 

for addressing high-risk research but fails to address risks from a more diffuse set of research and 

technologies with dual-use potential.  

To help mitigate these risks, I introduce the idea of panoptic dual-use management. Inspired by 

methodologies to reduce carbon emissions, panoptic dual-use management involves treating associated 

dual-use risks as negative externalities and creating appropriate incentives so they are accounted for in 

decisions between projects. I explore ways in which such incentives could be created for various 

stakeholders. For instance, funding bodies could use dual-use risks as a tiebreaker between projects on the 

brink of getting funded, a practice which would incentivise researchers to preferentially propose projects 

with lower dual-use risks. To realise this proposal, I sketch out a framework for assigning tiered dual-use 

scores to virological research.  

I conclude by highlighting the importance of combining different dual-use management approaches 

across stakeholders and geographies to establish an effective complex of overlapping mitigation regimes. 
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PART I: BACKGROUND 

Introduction 

The COVID-19 pandemic has demonstrated our society’s vulnerability to biological events. In 

three years, COVID-19 killed over 6.5 million individuals and led to unprecedented economic 

costs (Our World in Data 2022). World GDP declined by 10% just in the first year of the 

pandemic (Harari, Keep, and Brien 2022). COVID-19 has caused immeasurable harm to mental 

health, education, and prospects for economic growth and raising global quality of life. 

Uncoordinated responses, reversion to nationalism, and abundant disinformation have 

demonstrated that our society is not prepared for large-scale catastrophic events of this nature.  

 

COVID-19 has been discussed as a once-in-a-century event (Cruickshank and Shaban 2020). 

However, risks for pandemics might be rising. Humanity continues to spread across the globe 

and disrupts animal habitats, which increases the risk for the cross-species spillover of new 

potentially pandemic pathogens. Another important factor is the increasing risk of deliberate 

biological events; advances in biotechnology mean that a growing number of individuals and 

groups will be able to create and engineer pandemic-capable pathogens. For example, Kevin Esvelt 

has estimated that ten thousands of individuals are able to follow basic virus synthesis protocols 

(Esvelt 2022). Whether this number is accurate is contentious, but it is undeniable that the 

creation of viruses is becoming more accessible. If capabilities to create pandemic-capable viruses 

spread unfettered, at some point, risks for deliberate or accidental release might outweigh that of 
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natural emergence. And deliberate biological events might be much worse than naturally 

emerging ones: pathogens may be engineered for maximal harm or released at multiple locations. 

 

In this thesis, I explore how new tools and methodologies to tackle infectious diseases or develop 

new therapeutics could inform the creation and deliberate release of pandemic-capable pathogens 

- and what society could do to manage this dual-use potential of synthetic virology.  

 

My interest in this topic arose over the course of my studies and previous research. I studied 

medicine during a global pandemic. Caring for COVID-19 patients on Oxford’s intensive care 

unit made me viscerally appreciate the grave costs of infectious disease. Engaging in 

epidemiological research on interventions like lockdowns made me realise society's inability to 

respond effectively to health crises. Even before COVID-19, I was interested in pandemic 

prevention and had done research on RNA vaccines. My concern for biological events and 

knowledge of cutting-edge biotechnology inspired me to consider the dual-use risks of advances 

in viral engineering. My long-standing interest in the impacts of artificial intelligence and the 

publication of tools like chatGPT made this an obvious area to include as well.  I soon realised 

that existing oversight failed to consider a substantial fraction of what I perceived as research with 

noteworthy dual-use risks.  

 

One example of a paper that made me pause was a study to improve adeno-associated virus (AAV) 

for gene therapy delivery. In this study, Chan et al. describe their experiments to insert short non-

coding DNA sequences into AAV to prevent the activation of the immune response (Chan et al. 
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2021). Specifically, the authors tested these short DNA inserts to interfere with the activation of 

the TLR9 innate immune sensor, which normally detects viral genetic material and subsequently 

induces an inflammatory response. These small non-coding DNA fragments constitute universal 

genetic elements that could be inserted into a wide range of pathogens. For this specific study, the 

immune modulation effect is still limited. However, future iterations to improve immune 

modulation could result in a straightforward method to make almost any pathogen evade 

immune activation.  

 

I reflected on studies similar to Chan et al.. I could see the benefits of exploring methods for 

advancing gene therapy, and appreciated that risks were remote and indirect. However, I also 

realised that many alternative approaches without the same risks were available to achieve the 

same goal. Such alternatives include vector-specific immune evasion methods or the use of 

immune-modulatory medications during the administration of gene therapy. I had looked into 

existing efforts to address dual-use risks and knew that existing oversight was narrowly focussed 

on experiments with specific pathogens - and thus, the line of inquiry for studies like Chan et al. 

was likely never subjected to risk evaluation. I did not know how oversight structures could be 

adjusted to address these diffuse dual-use risks - but it got me thinking. Only later, I considered 

parallels in climate change and realised how some of the lessons from decarbonisation might apply 

to dual-use risk mitigation. This thesis draws together my thinking on the dual-use risks of studies 

such as Chan et al., how these studies are changing the landscape of dual-use research, and how 

existing oversight approaches could evolve to meet the challenge.  
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In Part I (Chapters 1-3), I lay out the background for my subsequent analysis. In Chapter 1, I 

discuss the history of biological weapons and high-profile debates on dual-use research, a history 

which, among other things, highlights that actors interested in the catastrophic misuse of 

biotechnology exist. Then, in Chapter 2, I provide an overview of how dual-use risks are 

considered in different countries and research communities, including among life scientists, 

sociologists, and ethicists. In the last chapter of the background section, Chapter 3, I dive into the 

scientific advances that are shaping emerging dual-use risks.  

 

In Part II (Chapters 4-7), I analyse emerging dual-use risks in synthetic virology and artificial 

intelligence. I evaluate a series of research areas for emerging dual-use risks: discovery of viruses in 

wildlife (Chapter 4), viral engineering for vaccines (Chapter 5), and viral engineering for gene 

therapy (Chapter 6). I also evaluate the impacts of artificial intelligence, such as large language 

models and biodesign tools (Chapter 7). For each of these areas, I analyse how advances might 

make the creation of pandemic-capable viruses more accessible and how scientific approaches 

could be used to mitigate risks. I consider how researchers might develop technologies in a way 

that prevents misuse or whether lower-risk alternatives exist that would offer the same level of 

benefits.  

 

In Part III (Chapters 8-10), I put emerging dual-use risks in the context of existing dual-use 

oversight approaches. In Chapter 8, I discuss how emerging dual-use risks challenge existing 

oversight policies of the United States, policies which have been influential globally. In Chapter 

9, I zoom in on a concrete lesson that also the Chan et al. study highlights: increasingly, 
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transferable insights and general-purpose methods for viral engineering are driving dual-use viral 

engineering capabilities. A broad set of research with indirect dual-use risks will be sufficient to 

enable a growing number of individuals the ability to start a pandemic. Thus, I argue that dual-

use management needs to consider this broader set of research that advances transferable insights 

and general-purpose approaches. However, existing dual-use risk mitigation approaches are not 

designed to do so. In Chapter 10, I characterise the current approach of overseeing individual 

projects and analyse how it could be strengthened. However, I find that an approach focused on 

individual projects ultimately has limits for addressing increasingly diffuse dual-use risks.  

 

In Part IV (Chapters 11-13), I propose dual-use management approaches suited for the changing 

risk landscape, a risk landscape where misuse is increasingly enabled by a more diffuse set of 

transferable insights and general-purpose tools. In Chapter 11, I introduce the concept of 

panoptic dual-use management. Inspired by the Greek panoptes, meaning ‘all-seeing’, panoptic 

dual-use management involves consideration of all possible research projects and factoring dual-

use risks as negative externalities into decisions between them. This may require creating 

appropriate incentives for stakeholders. As I develop the concept of panoptic dual-use 

management, I consider lessons from climate change mitigation on how to address negative side-

effects associated with a large set of beneficial technologies. Decarbonisation required looking 

towards low-emission alternatives and aligning incentives to account for the societal costs of 

carbon emissions. I argue that these approaches are transferable to mitigating the dual-use risks of 

synthetic virology. In Chapter 12, I then analyse how policymakers and other stakeholders could 

implement panoptic dual-use management. I put forward ideas for how different stakeholders 
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could be incentivised to consider dual-use risks in decision-making on research projects. I flesh 

out one concrete such idea in Chapter 13: funding bodies could use dual-use risks as a tie-breaker 

between projects on the brink of being funded. I highlight how this approach could be 

implemented with minimal overhead and, to this end, propose a framework to assign tiered dual-

use scores for synthetic virology research.  

 

In Part V (Chapter 14), I draw all my findings together. I highlight that just like no single regime 

is used to tackle decarbonisation, no single approach will solve the dual-use problem. Rather, 

different approaches implemented at different levels could come together to form a regime complex that, 

overall, is steering away from a future with widely accessible capabilities for mass destruction. I also 

consider overarching challenges to advancing dual-use risk mitigation, including the issue of global 

coordination. Lastly, I explore the larger strategic picture for preventing catastrophic misuse. I argue that 

dual-use risk management won’t be able to prevent the misuse of certain capabilities forever; thus, robust 

capabilities to contain a pandemic will be crucial for closing the risk window for the catastrophic misuse 

of biotechnology.  

 

This work touches on a great number of important disciplines and topics - and I cannot hope to do justice 

to all of them. A non-exhaustive list of areas I discuss includes virology, public health, bioethics, artificial 

intelligence, Science and Technology Studies, public policy, economics, and sustainability. Where I draw 

on a discipline, I tried to research crucial background information and references to apply its perspective 

to the best of my knowledge. However, I expect I have not done complete justice to all of them. I ask for 

the reader's forgiveness if they find any crucial perspectives from their discipline insufficient or missing.  

 



21 
 

Addressing dual use risks associated with advances in virology will require input, expertise and insights 

from multiple different disciplines. This thesis is in no way a final word on this problem; rather, I see it as 

another step towards a broader conversation about how society can mitigate risks that accompany 

scientific and technological advances.  
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Methodological note on information hazards 

With this thesis, I hope to shed light on emerging risks that help inform risk mitigation. However, any 

work to characterise threats could also inspire and inform misuse. Thus, I am mindful of information 

hazards1 associated with my own writing. I tried to balance the risks and benefits of disclosing possible 

information hazards. When planning my chapters, I considered which topics and modes of analysis would 

favour risk mitigation over misuse. For instance, I ended up scrapping a breakdown of all the different 

ways in which a pandemic-capable virus could be created. Publishing such a list in a thesis that will be 

publicly accessible would potentially provide a recipe book for those who might wish to engineer a 

bioweapon. When deciding whether to disclose a concrete piece of dual-use information, I considered the 

magnitude of its information hazard potential and the importance of disclosure for risk mitigation.2 Where 

possible, I tried to use examples with less direct misuse potential to make a given point. For instance, I 

carefully selected the Chan et al. study as a prominent example to illustrate my arguments. Indeed, a 

different study initially sparked my concerns and inspired much of this thesis; however, I felt its misuse 

potential was too imminent and that it would be a mistake to bring much attention to it. I cross-checked 

crucial judgements on disclosing information hazards with at least one colleague.  

  

 
1 While the idea of harmful knowledge is an ancient trope, the academic concept of an “information hazard” was 
first defined by Nick Bostrom. He gives the following definition: “A risk that arises from the dissemination or the 
potential dissemination of (true) information that may cause harm or enable some agent to cause harm.” (Bostrom 
2012) 
2 For the magnitude of information hazard potential I evaluated the novelty of the information, the associated scale 
of misuse, and how directly and imminently it could be misused. For the potential to contribute to a solution, I 
considered the likelihood of a solution existing, how dependent such a solution would be on disclosure, and how 
likely a less actionable disclosure by someone else would be. Where I disclosed possible information hazards, I tried 
to give the least dangerous example with minimal necessary detail, and tried to frame disclosure in a way that would 
maximise success for a solution. More details on the framework I applied can be found in Appendix A.  
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Chapter 1: The history of dual-use 

Dual-use research is research conducted for legitimate purposes that has the potential to be misused. 

Researchers and other stakeholders interested in advancing such research thus face a “dual-use dilemma” 

because their work may enable misuse resulting in harm (S. Miller and Selgelid 2007). A well-known 

example of the dual-use dilemma is the enhancement of potential pandemic pathogens: 

A researcher hopes to study whether an avian influenza virus might be able to cause a future 

pandemic. Avian influenza, colloquially known as bird flu, occasionally jumps from birds into 

humans. For H5N1, the subtype of avian influenza virus the researcher is interested in, the 

World Health Organisation estimates that 60% of infected humans die (Li et al. 2008). The 

researcher is concerned that this virus might acquire genetic changes that make it human-to-

human transmissible. She considers conducting an experiment to identify such genetic changes 

and thus evaluates the benefits and risks of this work. Identifying genetic changes for human-

transmissible avian influenza could help inform disease surveillance and vaccine development, 

and, therefore, might help to prevent a pandemic. At the same time, identifying such genetic 

changes might provide bioterrorists-to-be with a blueprint for a pathogen capable of causing a 

global catastrophe.3 How should she trade off these benefits and risks? Should she conduct the 

experiment or not? 

 

In practice, scientists or funders rarely decide not to conduct a given study but rather modify experiments 

or adopt communication strategies to mitigate risks (S. W. Evans et al. 2021). Thus, decisions about dual-

use research do not necessarily come down to a dilemma of two choices but rather a range of risk mitigation 

 
3 There are also safety and physical security risks of conducting an experiment to enhance a potential pandemic 
pathogen, which indeed have dominated many related discussions; however, I have simplified the discussion of 
risks and benefits to highlight the dual-use dilemma.  
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strategies. Therefore, the “dual-use dilemma” may be better described as a “dual-use problem” (Douglas 

2013). In this thesis, I use the more general framing of research featuring “dual-use risk” or “dual-use 

potential”, risks mitigated through strategies that modify the research or refrain from the research in 

question in favour of pursuing alternatives. 

 

“Dual-use” has been used in many different contexts. “Dual-use” can refer to technologies that have both 

benevolent and harmful applications, military and non-military applications, or offensive and protective 

applications within a military context (S. Miller and Selgelid 2007). The enhancement of potential 

pandemic pathogens is described as “dual-use” in the sense of benevolent/harmful. In contrast, biodefense 

research on pathogen dispersal could be considered “dual-use” in the sense of offensive/protective. As I 

mainly talk about non-military research and instances of misuse by rogue individuals or groups, I use 

“dual-use” in the former sense of beneficial/harmful.  

 

Dual-use risks may present across different dimensions of research. Atlas and Dando describe three aspects 

of the dual-use problem: 1) the misuse of civilian facilities, 2) the misuse of equipment and agents, and 3) 

the misapplication of knowledge and insights (Atlas and Dando 2006). Arguably, the misuse of civilian 

facilities mostly applies to state biological weapons programs; thus, I focus less on this aspect of the dual-

use problem. I sometimes touch on laboratory biosecurity, such as the misuse or theft of agents and other 

physical research products. Most of my discussion focuses on managing dual-use risks of scientific 

knowledge and insights. As synthetic biology is becoming increasingly accessible, Lewis et al. assign the 

majority of security concerns to such intangible research products (Lewis et al. 2019). Whether intangible 

research products like knowledge and insights actually pose the majority of misuse risk or not, they are 

likely one important risk factor. Throughout this thesis, I differentiate between biosecurity and biosafety 
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risks. Biosecurity risks capture intentional misuse, including the misapplication of dual-use insights but 

also laboratory biosecurity, while biosafety risks refer to accidental pathogen exposure or release.  

 

Existing dual-use management is shaped by historical incidents of biological weapons use and dual-use 

research. This chapter aims to provide an overview of these events. First, I recount historical biological 

weapons efforts and present known bioterrorism attempts (1.2). Then, I summarise debates on specific 

examples of dual-use research and the policies they have shaped, examples and policies that I refer to 

throughout my thesis. I first discuss debates of the 2000s (1.3) and follow with more recent discussions, 

including debates about the enhancement of potential pandemic pathogens (1.4).  

 

 

1.1 Biological weapons 

1.1.1 State biowarfare 

Discussions on the dual-use potential of life sciences research are framed by the development and use of 

biological agents throughout history. The history of biological agents goes back to before the scientific 

understanding of disease (Carus 2017). The first well-documented offensive use of a biological agent 

occurred in 1763 when the British handed Native Americans blankets from smallpox hospitals to start an 

outbreak and create a military advantage (Ranlet 2000). 

 

Modern, science-informed biological warfare started around World War I. Germany was the first country 

to have a biological warfare program. The program focused on animal pathogens, including Bacillus 

anthracis, the agent that causes anthrax. With these pathogens, Germany sabotaged supply lines and 

munitions factories, including in the United States, which was neutral at the time (Wheelis 1998). France 

may have also engaged in sabotage using biological weapons during World War I. After the war, in 1925, 
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the Geneva Protocol banned the use of chemical and biological weapons; however, this treaty did not 

prohibit possession nor use for retaliation (Thomas 1970). Over the decades following the war, many 

countries started biological warfare programs of varying scope, including Hungary, Italy, Japan, Poland, 

and the Soviet Union (Carus 2017). 

 

World War II brought the largest-ever use of biological weapons. Japan’s biological weapon program was 

the most notorious program of World War II and is estimated to have killed tens of thousands of Chinese 

during the war (Carus 2017). Most casualties were inflicted by fleas infected with Yersinia pestis, the agent 

causing the plague. The Japanese program is most infamous for its human experimentation on Chinese 

prisoners (Keiichi and Junkerman 2013; Carus 2017). 

 

During the Cold War, the United States and the Soviet Union invested heavily in biological warfare 

capabilities. These programs turned biological warfare agents for the first time into weapons of mass 

destruction (Carus 2017). However, neither power ever deployed these capabilities for large-scale warfare. 

The United States had a technologically advanced program capable of delivering lethal biological agents 

using spray tank systems on bombers (Carus 2017). United States President Richard Nixon terminated 

the program in 1969 after judging that it did not add substantially to United States military capabilities 

(Tucker and Mahan 2009).  

 

During the Cold War, the Soviet Union organised the largest-ever biological weapons program, with an 

estimated 60,000 employees at its peak (Carus 2017). Among many other activities, researchers in the 

Soviet bioweapons program engineered viruses in a highly sophisticated manner, creating chimeric viruses 

incorporating genes from different organisms and inserting bioregulatory genes to disrupt the immune 

system (Gilsdorf and Zilinskas 2005). The program started in the 1920s and stayed active throughout the 
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Soviet Union’s dissolution, despite the Soviet Union leading international negotiations on the Biological 

Weapons Convention in the 1960s and 1970s (Leitenberg and Zilinskas 2012).  

 

The Biological Weapons Convention (BWC) was a significant biological arms control success. Signed in 

1972 and entering into force in 1975, it was the first treaty to ban a whole class of weapons (UNODA 

2022). Despite lacking a mechanism to verify and enforce compliance, the treaty has created strong norms 

against the military use of biological agents. However, the Soviet Union is not the only known violator of 

this treaty. South Africa’s apartheid regime developed biological weapons in the 1980s, mainly focussing 

on assassination agents and exploring antifertility drugs for South Africa’s black population (Gould et al. 

2002). In 1983, Saddam Hussein revived Iraq’s biological weapons program (Carus 2017). The program 

involved filling missiles with various biological agents. However, Hussein never used these weapons in the 

Gulf War of 1991 due to uncertainty over their effectiveness. After 1991, United Nations inspections 

investigated Iraq’s biological weapons, finding evidence of work on bacteria and toxins as well as camelpox 

virus, Enterovirus, and rotavirus (Central Intelligence Agency 2005). It is unclear which countries retain 

biological warfare programs. The United States judges that Russia and North Korea continue to have an 

offensive biological weapons program and has concerns that China and Iran are conducting activities 

which violate the Biological Weapons Convention (Department of State 2016; Harris 2020). 

 

1.1.2 Bioterrorism 

While state programs define the history of weaponised biology, dual-use management is predominantly 

shaped by historical bioterrorism attempts. Non-state actors that have tried to weaponise biology range 

from small, well-resourced groups to opportunistic individuals. One of the most notorious terrorist groups 

exploring biological weapons was the Japanese doomsday cult Aum Shinrikyo. Starting in 1990, members 

of Aum Shinrikyo attempted to produce B. anthracis and botulinum toxin. Seiichi Endo, a Kyoto 
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University-trained virologist, led Aum Shinrikyo’s attempts to weaponise biology (Danzig et al. 2012). In 

this work, Endo could draw on Aum Shinrikyo’s significant budget of 10s of millions of US dollars 

(Leitenberg 1999). Over four years of research, Endo and his colleagues successfully obtained a vaccine 

strain of B. anthracis, produced significant amounts of this agent, and disseminated it. The attacks were 

unsuccessful as they had failed to render the vaccine strain pathogenic.  

 

Another terrorist group that attempted to weaponise biology is Al-Qaeda. Al-Qaeda started these attempts 

in the 1990s but failed to make significant progress by the September 11 attacks of 2001. The United States 

disrupted these efforts when invading Afghanistan (Leitenberg 2005). Notably, Al-Qaeda was motivated 

in part to start the program by the US government publicly pointing towards the threat of weaponised 

biology (Wright 2002). Thus, discussion of misuse risks can have dual-use risks in itself if it inspires or 

informs malicious actors.  

 

Public awareness of dual-use risks was heightened by a bioterror attack perpetrated by a single individual. 

In the week following 11 September 2001, refined B. anthracis was sent by mail to multiple public figures 

in the United States. Five people were killed, 17 injured. These anthrax attacks, known as Amerithrax, were 

investigated for many years by the FBI. Eventually, they were traced back to Bruce Ivins, an anthrax 

researcher at the US Army Research Institute of Infectious Disease (Guillemin 2011).  

 

Based on these historical cases of bioterrorism, efforts to govern the dual-use potential of life sciences 

research mainly aim to prevent misuse by small ideological groups and single malicious individuals. There 

are multiple reasons to focus on sub-state actors. First, non-state actors may be ideologically motivated to 

cause the greatest potential harm and thus may be particularly likely to weaponise pandemic viruses. 

Second, non-state actors are generally more restrained by technical capabilities than states looking to 
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weaponise biology - and thus, dual-use management may actually impede them from achieving their goals. 

In my analysis, I focus on preventing misuse by non-state actors, with a particular eye on more 

sophisticated actors able to draw on formal molecular biology training and significant financial resources. 

  

 

1.2 Debates of the 2000s and the emergence of DURC 

The Amerithrax attacks sparked fear of bioterrorism in the United States, stoking the debate around the 

dual-use potential of life sciences research and large-scale government spending on biodefense (Franco and 

Sell 2011). Partly because of the drive towards national security post 9/11, the United States has been the 

epicentre of discussions on the misuse risks of cutting-edge life sciences. United States dual-use debates 

and policies shape global attitudes and governance approaches. For this reason, I will focus particularly on 

developments in the United States. An overview of important events is shown in Figure 1.1.   

 

 

Figure 1.1: A timeline of United States dual-use debates and responses 

This timeline shows events with significance for dual-use management from 2000 to 2023. In blue are examples of 

research projects that sparked debate over dual-use risks. In red are biological events that sparked debate over research 

risks. In yellow are intermediate responses by the United States government to address concerns and advance 

discussions. In green are decisions by the United States government for long-term dual-use management.  
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GOF = gain-of-function research; DURC = dual-use research of concern; HHS = US Department of Health and 

Human Services; ePPP = enhancement of potential pandemic pathogens; NSABB = National Science Advisory 

Board on Biosecurity. 

 

On top of the Amerithrax attacks, in the early 2000s, a series of papers with potential for misuse kicked off 

an in-depth consideration of the dual-use risks in the life sciences. In 2001, Australian researchers 

published experiments that showed that inserting a genetic element encoding the immune-modulating 

inflammatory regulator IL-4 into mousepox virus conveyed immune evasion (R. J. Jackson et al. 2001). 

The researchers intended to advance rodent pest control measures. However, critics argued that this 

research might inform the enhancement of related variola virus, the agent that causes smallpox (Finkel 

2001; Selgelid and Weir 2010). In 2002, only one year later, another paper sparked fears about the 

enhancement of variola virus (Rosengard et al. 2002). The same year, the virologist Eckard Wimmer 

published the first successful synthesis of poliovirus from synthetic DNA (Cello, Paul, and Wimmer 

2002). This work heralded a new age of synthetic virology, an era in which researchers can synthesise 

viruses from DNA (see Chapter 3). 

 

In response to these dual-use studies, the United States National Academies of Sciences engaged in early 

discussions on addressing the misuse potential of life sciences research, culminating in the publication of 

the influential Fink report in 2004. This report, titled “Biotechnology Research in an Age of Terrorism”, 

identified a need for dual-use oversight, defined seven categories of experiments of concern deserving 

special attention, and sparked the 2005 creation of the National Science Advisory Board on Biosecurity 

(NSABB) (National Research Council 2004).  

 

Over the subsequent years, political factors challenged the ambitious goals and broad remit of the Fink 

report. For instance, while the Fink report envisioned the NSABB as an independent entity, the NSABB 



31 
 

ended up being integrated into the National Institutes of Health, one of the main targets of its oversight. 

At the same time, NSABB being a government agency means it cannot effectively advise outside entities, 

like academic journals (Casadevall et al. 2014). In 2005, the publication of the genetic blueprint for the 

influenza virus of the 1918 pandemic in Science sparked security concerns (Taubenberger et al. 2005; 

Tumpey et al. 2005). At the last minute, the publication was reviewed by the NSABB and approved. 

However, in a commentary Science Editor-in-Chief said they would have published the paper regardless of 

what NSABB said unless the information had been classified (Kennedy 2005). 

 

In 2007, the NSABB identified research sufficiently concerning to require oversight as Dual-use Research 

of Concern (DURC). NSABB defined DURC as:  

“Research that, based on current understanding, can be reasonably anticipated to provide 

knowledge, products, or technologies that could be directly misapplied by others to pose a threat 

to public health and safety, agricultural crops and other plants, animals, the environment, or 

materiel.“ (National Science Advisory Board for Biosecurity 2007). 

 

The NSABB identified DURC based on the seven categories of experiments of concern identified by the 

Fink report. While the Fink report had highlighted that other research could also pose significant risks, the 

NSABB proposed to limit dual-use review to DURC. 

 

Eventually, in 2012 and 2014, two Department of Human Health and Services policies for DURC 

oversight were established. The 2012 policy required federal funding institutions to review DURC, while 

the 2014 policy required all federally funded institutions to assess for DURC (U.S. Department of Health 

and Human Services 2012; 2014). These policies defined DURC even more narrowly than the 2007 

NSABB paper: DURC review only applied to research involving the seven classes of experiments if 

performed on fifteen select agents and toxins (see Tables 1.1 and 1.2,). Additionally, the policies 
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encouraged individual investigators to raise concerns about research that falls outside these categories on 

a voluntary basis.  

 

Table 1.1: Select Agents and Toxins captured by US DURC policies 

Select Agents and Toxins 

Avian influenza virus (highly pathogenic) Marburg virus 

Bacillus anthracis Reconstructed 1918 Influenza virus 

Botulinum neurotoxin Rinderpest virus 

Burkholderia mallei Toxin-producing strains of Clostridium 

botulinum 
Burkholderia pseudomallei 

Ebola virus Variola major virus 

Foot-and-mouth disease virus Variola minor virus 

Francisella tularensis Yersinia pestis 

 

Table 1.2: Classes of Experiments captured by US DURC policies 

Classes of Experiments 

Enhances the harmful consequences of the agent or toxin  

Disrupts immunity or the effectiveness of an immunisation against the agent or toxin without clinical 

and/or agricultural justification  
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Confers to the agent or toxin resistance to clinically and/or agriculturally useful prophylactic or 

therapeutic interventions against that agent or toxin or facilitates their ability to evade detection 

methodologies 

Increases the stability, transmissibility, or the ability to disseminate the agent or toxin 

Alters the host range or tropism of the agent or toxin 

Enhances the susceptibility of a host population to the agent or toxin 

Generates or reconstitutes an eradicated or extinct agent or toxin listed in Table 1.1 

 

The United States Government instituted the DURC policies not only to mitigate risks but also to “collect 

information needed to inform the development of an updated policy, as needed, for the oversight of 

DURC”. Nevertheless, these policies have not been updated to date. However, in March 2023, the 

NSABB released recommendations about how to revise existing US biosecurity policies (National Science 

Advisory Board for Biosecurity 2023). These recommendations include substantial changes, such as 

expanding DURC beyond the list of select agents (Table 1.1), extending it beyond federally funded 

institutions to all relevant research in the United States, and consolidating DURC with more recent P3CO 

policies on oversight of enhanced potential pandemic pathogens (discussed in the next section). I will 

discuss the new NSABB recommendations and how they address weaknesses of the current DURC 

policies in Chapter 8.  
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1.3 Debates of the 2010s and GOF research 

1.3.1 The gain-of-function debate 

In 2011, just before the publication of the first DURC policy, a new debate on the risks of life sciences 

research shook the global scientific community. In 2011, two groups led by Ron Fouchier (Netherlands) 

and Yoshihiro Kawaoka (US) presented experiments involving the enhancement of highly pathogenic 

H5N1 avian influenza (Herfst et al. 2012; Imai et al. 2012). This virus occasionally infects humans, killing 

more than half of the known infected. To identify what would be needed to make such a virus 

transmissible in humans, Fouchier serially passed the avian influenza virus between ferrets, a popular 

animal model for human influenza infections. Thus, Fouchier selected for mutations rendering H5N1 

transmissible in mammals, genetic changes which he details in the publication of the work (Herfst et al. 

2012). So-called gain-of-function (GOF) research, the enhancement of potential pandemic pathogens, had 

already in 2004 led to initial debates about how to trade-off its benefits and risks (Enserink 2004). The 

scenario at the beginning of this chapter, in which a researcher is considering characterising genetic changes 

of avian influenza, captures the difficult questions this research raises.   

 

Initially, the United States NSABB recommended against the full publication of the Fouchier and 

Kawaoka studies due to the misuse potential of this work. However, after a high-profile World Health 

Organisation (WHO) consultation of experts, NSABB overturned its initial decision, leading to the 2012 

publication of the studies (World Health Organisation 2012; Selgelid 2013).  

 

Nevertheless, the publication of these studies had a global impact. Virologists voluntarily paused similar 

GOF research for 60 days (Fouchier et al. 2012). After the WHO consultation, this voluntary moratorium 

was extended to one year (World Health Organisation 2012; Patterson et al. 2013). This year was supposed 

to allow the WHO, governments, and funding bodies to review risks, evaluate additional biosafety 



35 
 

precautions, and create appropriate funding policies (Patterson et al. 2013). Ensuing discussions were not 

just limited to the risks and ethics of GOF research, but dual-use research more broadly, including at the 

WHO and in the European Union (World Health Organisation 2013; Fears and ter Meulen 2015). 

 

In 2014, new developments spurred the debate in the United States. Biosafety protocol breaches at the 

Centre for Disease Controls and Prevention (CDC) and the Food and Drug Administration (FDA)/NIH 

demonstrated the risk of laboratory accidents. These safety breaches brought on calls for a longer 

moratorium (Burki 2018). 200+ scientists argued in the Cambridge Working Group declaration for a 

moratorium until a proper risk-benefit assessment had occurred. In October 2014, a federal moratorium 

on GOF experiments on influenza, MERS, and SARS viruses was put in place. This moratorium paused 

work on 18 projects “until a robust and broad deliberative process is completed that results in the adoption 

of a new US Government gain-of-function research policy” (Burki 2018). The moratorium was criticised 

for excluding work to characterise zoonotic spillover risk, including risk characterisation of animal 

coronaviruses.  

The process of arriving at a new policy took until 2017, as different informative studies were contracted: 

In 2016, Gryphon Scientific published a government-commissioned analysis of the risks and benefits of 

Gain-of-Function research. The report made an attempt at quantifying risks and found this to be 

challenging; the quantification of benefits was found to be even more difficult (Gryphon Scientific 2016). 

Additionally, Michael Selgelid conducted a government-commissioned ethical analysis of GOF research 

(Selgelid 2016). Based on these commissioned studies, NSABB created recommendations for a new 

oversight framework (National Science Advisory Board for Biosecurity 2016), which informed the 

creation of White House Office of Science and Technology Policy (OSTP) guidance. In turn, this 

informed a new policy of the Human Health and Services department (HHS).  
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In 2017, HHS completed its review process and created the new P3CO framework for guiding funding of 

GOF research, which was relabelled “enhancement of potential pandemic pathogens” (U.S. Department 

of Health and Human Services 2017). With its publication, the moratorium on GOF research ended. The 

new HHS P3CO framework defined “potential pandemic pathogens” (PPPs) and “enhanced potential 

pandemic pathogens” (ePPP) to which it would apply (Box 1.1). The framework required that NIH 

would have to refer cases of ePPP research to HHS, where decisions would then be made on a case-by-case 

basis by a multidisciplinary review board. The P3CO policy was implemented in addition to the existing 

DURC policies.  
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Box 1.1: P3CO definitions and scope 

Quoted from P3CO policy (U.S. Department of Health and Human Services 2017) 

A. A potential pandemic pathogen (PPP) is a pathogen that satisfies both of the following:  

1. It is likely highly transmissible and likely capable of wide and uncontrollable spread 

in human populations; and  

2. It is likely highly virulent and likely to cause significant morbidity and/or mortality 

in humans.  

B. An enhanced PPP is defined as a PPP resulting from the enhancement of the transmissibility 

and/or virulence of a pathogen. Enhanced PPPs do not include naturally occurring 

pathogens that are circulating in or have been recovered from nature, regardless of their 

pandemic potential.  

C. To the extent that transmissibility and/or virulence of PPPs are modified in the following 

categories of studies, the resulting pathogens are not considered to be enhanced PPPs for the 

purposes of this Framework: 

1. Surveillance activities, including sampling and sequencing; and 

2. Activities associated with developing and producing vaccines, such as generation of 

high growth strains. 

D. Proposed intramural and extramural life sciences research that is being considered for 

funding and that has been determined by the funding agency as reasonably anticipated to 

create, transfer, or use enhanced PPPs is subject to additional HHS department-level review 

as outlined herein.  

E. A pathogen previously considered by an agency to be an enhanced PPP should no longer be 

so considered if the HHS [...] [and others decide] that the department-level review processes 

outlined in this framework are no longer appropriate.  

 

While the P3CO framework stepped beyond the DURC policies by having a focus broader than select 

agents, it still has been criticised to be lacking in different ways. P3CO is limited to funders under the HHS 

umbrella and does not capture other publicly4 or privately funded research (Inglesby and Lipsitch 2020). 

 
4 It has been suggested to me in personal communication that there may be a blanket ban on funding of relevant 
research for agencies that do not have a P3CO-like review process.  
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Furthermore, transparency of approvals and HHS decisions is lacking (Inglesby and Lipsitch 2020). 

Additionally, there is not much guidance on working with international researchers. Like the GOF 

moratorium, P3CO features an exclusion cause for research that modifies the transmissibility and 

virulence of PPPs for surveillance activities. The NSABB picked up all of these criticisms in its March 2023 

recommendations for how to strengthen US Government biosecurity policies (National Science Advisory 

Board for Biosecurity 2023). Lastly, one fundamental property of the P3CO framework (as for the DURC 

policies) is that it focuses on evaluating risks and benefits of individual proposals. Thus, it could potentially 

fail to sufficiently consider the role of alternative experiments that may provide a superior expected net 

benefit (N. G. Evans 2018). Whether and how such an individual proposal-focused approach limits dual-

use management, I will consider in Chapter 11 of this thesis. 

 

1.3.2 Horsepox synthesis and other recent debates 

In 2017, the synthesis of horsepox virus again highlighted the dual-use potential of life sciences research. 

The work was sponsored by the US biotechnology company Tonix and presumably conducted to inform 

new vaccines (Noyce, Lederman, and Evans 2018). Horsepox virus is closely related to variola virus, which 

causes smallpox. After the eradication of smallpox in 1980, vaccination programs were stopped; thus, little 

or no immunity against smallpox remains today (Strassburg 1982). This makes a possible release of variola 

virus very dangerous (Inglesby 2018). To prevent such a reemergence, only two official repositories 

worldwide hold variola virus, and all experiments need to be approved by a WHO committee (Centers for 

Disease Control and Prevention 2014). However, the full genome of variola virus was published in 1994 

and is available online (Massung et al. 1994). With the advent of the possibility to create viruses from 

synthetic DNA (see 1.4.1), this genome now may serve as a blueprint for the resurrection of smallpox. The 

risk of malicious recreation of smallpox is currently low, as variola virus has a large genome and is thus 

difficult to synthesise. However, after the publication of the horsepox synthesis, experts feared that the 
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described methods lowered the barrier for the malicious resurrection of variola virus (Koblentz 2017; 

Inglesby 2018).  

 

Many experts argued the risks outweighed the benefits of this work and highlighted lessons for dual-use 

management (Koblentz 2018; Esvelt 2018; Inglesby 2018). Tom Inglesby of Johns Hopkins University 

argued the promised benefit of using horsepox as a vaccine is questionable, and the publication of the 

details of its synthesis was completely unnecessary for this goal (Inglesby 2018). He highlighted that 

showcasing the possibility of a scientific capability, which was stated as a benefit of this work 

(Kupferschmidt 2017), is not an acceptable justification for dual-use research. Inglesby also demanded 

more transparency around this kind of research, which in this case could have led to the CDC sharing a 

horsepox strain which would have made the synthesis experiments unnecessary (Inglesby 2018). 

 

Uncertainty around the origins of SARS-CoV-2 again increased public scrutiny of the enhancement of 

potential pandemic pathogens (Zimmer and Gorman 2021). In 2021, NIH Director Francis Collins was 

asked by US Senator Grassley to provide details about the funding of coronavirus research at the Wuhan 

Institute of Virology (WIV). In response, Collins stated that the relevant funding was exempt under the 

2014-2017 GOF funding moratorium. Collins argued that the creation of chimeric coronaviruses which 

took place at WIV was at the time not considered an enhancement of potential pandemic pathogens and 

was covered by the moratorium’s exclusion of surveillance activities (F. Collins 2021). This same exclusion 

clause is still part of P3CO (see Box 1.1), and thus the creation of potential high-risk chimaeras from viruses 

discovered in animals continues without risk evaluation. I touch on the risks of this work and related viral 

discovery efforts in Chapter 4.  
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Gene drives are another scientific development that have pushed the debate around misuse risks in recent 

years. Gene drives are genetic engineering constructs, based for instance on CRISPR/Cas9, which 

propagate a particular (modified) gene throughout a population. In the future, gene drives may be used to 

reduce the fertility or disease-carrying capacity of infectious disease vectors, including of malaria-

transmitting mosquitoes (Esvelt et al. 2014). Notably, gene drives, as they do not resemble classical 

pathogens or toxins, were not covered by any existing oversight, despite their potential for misuse (Oye et 

al. 2014). Debates only touched on dual-use risks in passing, rather focussing on genetic engineering 

regulation and the transparency of experiments. Kevin Esvelt has proposed that the implications of gene 

drive research might be an opportunity to drive science to greater openness (Esvelt 2016). The release of 

self-replicating agents that change the environment will require great public trust; thus, researchers would 

need to engage local communities early in the research lifecycle to proactively address concerns. As self-

spreading agents with significant environmental impacts that do not resemble classical organisms, gene 

drives are a prominent example of an innovation that challenges existing regulatory paradigms (S. W. Evans 

and Palmer 2018). In response to a 2016 National Academies Report, leading funding bodies of gene drive 

research have signed onto principles for responsible sponsorship (Emerson et al. 2017). Gene drives 

highlight how relevant stakeholders need to continuously revisit approaches to evaluate safety, security, 

and ethics of life sciences (Lunshof and Birnbaum 2017). For instance, current biosafety practices need to 

shift beyond a sole focus on high-risk human pathogens to also consider gene drive-like constructs.  

 

Recently, a paper highlighted the dual-use potential of computational tools for the life sciences. An 

algorithm originally designed to find drug candidates with low toxicity to humans was able to similarly 

predict substances with maximal toxicity to humans, including agents previously used as chemical 

weapons and other not yet known potentially harmful chemicals (Urbina et al. 2022). The public attention 

on the biosecurity risks associated with artificial intelligence has only increased with the release of large 
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language models like chatGPT/GPT-4. During a July 2023 US Senate testimony, Anthropic Co-Founder 

and CEO Dario Amodei highlighted that large language models could enable the release of biological 

weapons as a critical medium term risk of artificial intelligence (Amodei 2023). I discuss the potential 

impacts of AI and associated dual-use risks in Chapter 7.  

 

The historical biological weapon programs, bioterror incidents, and examples of dual-use research 

described in this chapter have dominated global debates on the topic of dual-use management. Thus, this 

history shapes existing national regulations and conceptions about misuse risks in the scientific 

community and the general population. Additionally, historical incidents have triggered various academic 

discussions, including in Science and Technology Studies, security studies, and bioethics. I will analyse this 

societal reception of the dual-use problem in the next chapter.   
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Chapter 2: Dual-use risks and society 

Due to the subjective nature of assessing and weighing risks, societal factors have influenced the mitigation 

of dual-use risks. In this chapter, I assess conceptions about dual-use research across different areas of 

society. First, I give an overview of global dual-use regulations and relevant discussions in international 

fora (2.1). Then, I present how the broader scientific community has interfaced with dual-use risks (2.2). 

Lastly, I summarise sociological (2.3) and ethical analyses (2.4) of dual-use risks with particular relevance 

to my thesis.  

 

2.1 Global regulations 

Despite the historical use of biological weapons and debates about misuse risks, few countries regulate 

dual-use research explicitly. According to the 2021 Global Health Security Index, only 6% of countries 

have dual-use oversight for research involving especially dangerous pathogens. These countries are 

Armenia, Australia, Bulgaria, Canada, Slovenia, Brazil, Denmark, the United Kingdom, the United States, 

Qatar, Sweden, and Thailand (Nuclear Threat Initiative and Johns Hopkins Center for Health Security 

2021). Germany and China also feature some relevant oversight mechanisms or budding regulations; these 

countries however did not qualify as featuring dual-use oversight under the criteria of the 2021 Global 

Health Security Index. Among countries with some form of dual-use oversight, the breadth of oversight 

differs. For instance, the United States oversees a moderate range of activities with its select agent-focussed 

DURC policy and function-based P3CO policy. In contrast, Canada’s decentralised oversight, in theory, 

applies to a broader conception of dual-use research (Jacobsen et al. 2014). In the following, I discuss 

examples of regulations of different countries and the impact of dual-use debates globally.  
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2.1.1 United States 

While not necessarily having the broadest reach, the United States’ dual-use policies have been very 

influential globally and are frequently referenced. The three most relevant policies are the Federal Select 

Agent Program (FSAP), the DURC policies, and the P3CO policy. The FSAP aims to ensure laboratory 

security, which captures the physical security of pathogen and toxin specimens. It was initially created in 

1996 after a microbiologist tried to purchase Yersinia pestis. The FSAP has been updated over time, with 

its last major update in 2012 when a subset of most concerning “Tier 1” agents was established (Centers 

for Disease Control and Prevention and U. S. Department of Agriculture 2022). FSAP oversees the 

possession of dangerous materials, approves registrations, performs inspections, and receives reports of 

select agent theft or loss. Under FSAP, the Federal Bureau of Investigation conducts security risk 

assessments of individuals working with select agents. The toxins and agents on the FSAP list are subject 

to export controls. The FSAP formed the context for the DURC policies of 2012 and 2014, which I 

introduced in the previous chapter. These policies form the core of dual-use management in the United 

States. The DURC policies require federal funders and federally-funded institutions to review the dual-

use risk of research involving seven categories of experiments performed on 15 select agents and toxins, a 

subset of the FSAP list (see Table 1.1 and 1.2). I analyse DURC oversight and its limitations in detail in 

Chapter 8. Lastly, the P3CO policy of 2017 (discussed in the previous chapter) requires risk assessment 

and mitigation of HHS-funded studies involving the enhancement of potential pandemic pathogens. 

 

2.1.2 European Union 

In response to the H5N1 influenza studies, the European Academies Science Advisory Council (EASAC) 

set up a working group on GOF research. The group published its recommendations in 2015 (Fears and 

ter Meulen 2015). EASAC found that good practice was already in place at the member state level, where 

GOF research has to be justified to a range of bodies, from safety and ethics officers at the local institution 



45 
 

to funding bodies and national authorities (EASAC 2015). Thus, EASAC concluded that there was no 

need for a new advisory body at the EU level. Rather, EASAC advised that all EU Member States should 

instate a clear national mechanism for managing biosafety and biosecurity risks.  

 

For EU-funded research, the Ethics Appraisal Scheme asks researchers to consider risks of misuse and 

features special requirements for relevant projects (European Commission 2022). The European 

Commission has issued guidance to appoint an ethics or security advisory board for relevant research to 

facilitate compliance with international, EU, and national regulations (World Health Organisation 

2022b). 

 

2.1.3 Germany 

Since 1990, the Genetic Engineering Act has regulated genetic modification experiments in Germany 

(Federal Office of Consumer Protection and Food Safety 2022). This legislation requires institutions 

performing relevant experiments to have a biosafety officer who needs to attend training courses. Principal 

investigators are required to educate laboratory staff on biosafety and are personally liable for 

transgressions. Certain experiments need to be authorised by local authorities, and extensive records need 

to be kept (World Health Organisation 2022b). All research involving genetic modification of high-

consequence pathogens needs to be reviewed by the Central Committee on Biological Safety (ZKBS).  

 

Germany also considered dual-use risks more explicitly in the wake of the H5N1 avian influenza studies. 

In 2014, the German Ethics Council released a report featuring a series of recommendations. These 

included increasing education on dual-use risks, establishing a code of conduct, and reviewing federally 

funded research (German Ethics Council 2014; National Academies of Sciences, Engineering, and 
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Medicine 2016). The German government did not pass any formal policies in response to this report, 

however more informal measures were taken.  

 

Since 2015, the German Research Foundation (DFG) and Germany National Academy of Sciences 

Leopoldina, through the Joint Committee on the Handling of Security-Relevant Research, have 

encouraged institutions to create dual-use oversight committees; many German institutions now have 

established such committees (Nationale Akademie der Wissenschaften Leopoldina 2022). Furthermore, 

the DFG conducts dual-use oversight for funded research.  

 

2.1.4 United Kingdom 

In 2005, the UK Medical Research Council (MRC), Biotechnology and Biological Sciences Research 

Council (BBSRC), and the Wellcome Trust issued a joint statement on dual-use risks, which has since 

been updated (German Ethics Council 2014; BBSRC, MRC, and Wellcome 2015). This collaboration 

now includes a mechanism to allow concerns to be flagged and considered. The United Kingdom controls 

specific pathogens under the Anti-Terrorism, Crime and Security Act ATCSA of 2001. Relevant 

organisms are found on the Schedule 5 list, and responsible access is overseen by the National Counter 

Terrorism Security Office (Government of the United Kingdom 2001). Facilities looking to hold Schedule 

5 substances have to register and receive regular visits by a Counter Terrorism Security Advisor from local 

police. Institutions engaging in genetic manipulation research also have to register with the Health and 

Safety Executive and need to establish an internal committee to review associated risks (Health and Safety 

Executive 2021).  
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2.1.5 Canada 

Canada takes a comprehensive, decentralised approach to dual-use management.  The basis of this is the 

Human Pathogens and Toxins Act, which was passed in 2009 and is reviewed and updated every five 

years (Government of Canada 2014). This act requires any organisation doing life sciences research, 

regardless of publicly or privately funded, to engage in dual-use oversight. Organisations need to create a 

plan for dual-use oversight and have this plan approved by the Public Health Agency Canada. Anyone 

working on a list of particularly concerning pathogens needs to undergo security clearance unless 

exempted and pathogen enhancement experiments need to be reported (Jacobsen et al. 2014).  

 

2.1.6 China 

In October 2020, the People’s Republic of China passed a new biosafety and biosecurity law. The law does 

not include specific rules on GOF research but assigns responsibility for creating dual-use guidelines 

(Huang 2021). China might be especially important for future biotechnology governance, as it is 

becoming a key global player in biotechnology. This development exemplifies the importance of looking 

to international approaches to the governance of dual-use research. 

 

2.1.7 United Nations 

The United Nations (UN) interfaces with dual-use management in multiple ways. The UN administers 

the Secretary General’s Mechanism for investigating biological and chemical attacks. United Nations 

Security Council Resolution 1540 explicitly prohibits nation-states to aid non-state actors in the 

acquisition of biological and chemical weapons (United Nations Office for Disarmament Affairs 2022). 

Lastly, the Biological Weapons Convention (BWC) is very relevant for dual-use management. An arms 

control treaty in force since 1975, the BWC has an Implementation Support Unit of three full-time staff 

housed in the United Nations Office of Disarmament Affairs (UNODA). Multiple articles of the BWC 
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relate to dual-use risks. The core of the BWC is Article I which forbids the development, acquisition, 

stockpiling, or use of biological substances with no peaceful or protective application (UNODA 2022). 

This broad ban is known as the general purpose criterion and has contributed to strong norms against 

biological weapons. Most relevant to dual-use research is Article III, which bans assistance to others in 

their efforts to develop biological weapons. Furthermore, Article IV obliges national implementation of 

the BWC (UNODA 2022); however, only 62% of signatories have banned the possession of biological 

weapons by non-state actors (Drobysz 2020). Article X protects the exchange of biological materials for 

peaceful purposes; it is often leveraged for international development goals and may provide a barrier to 

expanding dual-use management under the BWC. Despite previous attempts, no formal BWC verification 

mechanism exists (Lentzos 2019). In 1986, countries agreed to submit annual confidence-building 

measures (CBMs) on national peaceful activities, a commitment to which less than 50% adhere (Lentzos 

2019). One promising proposal to strengthen dual-use management through the BWC are the Tianjin 

guidelines, a code of conduct for life scientists put forward in 2021 (Xue, Shang, and Zhang 2021). This 

proposal would expand the BWC’s norm-setting role to dual-use research.  

 

2.1.8 World Health Organisation  

In 2002, the World Health Assembly highlighted the threat to public health posed by deliberate biological 

events (World Health Assembly 2002). The 2005 International Health Regulations and Joint External 

Evaluations touch on dual-use risks (World Health Organisation 2022a). In 2010, the WHO published 

guidance on responsible life sciences research (World Health Organisation 2010). Throughout the debates 

on the H5N1 studies, the WHO promoted national governance and review of dual-use research (World 

Health Organisation 2012). In September 2022, the WHO released a new “Global guidance framework 

for the responsible conduct of life sciences” (World Health Organisation 2022b). This framework 

provides a summary of existing approaches for dual-use management and sets out guiding steps to creating 
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dual-use oversight for different stakeholders. Notably, this framework adopts a quite broad view of dual-

use risks; the presented case studies are not limited to the modification of high-consequence pathogens but 

also include work on viral vectors, gene drive, and neurological bioregulators.  

 

2.1.9 The Australia Group 

As part of the Australia Group, many countries coordinate export controls on a list of dangerous biological 

agents (The Australia Group 2020). This forum was established in 1985, and members include the United 

States, the United Kingdom, Australia, and many European Countries. 

 

 

2.2 Perspectives in the scientific community 

Scientists have for many decades thought about the societal implications of genetic engineering and other 

areas of the life sciences. The 1975 Asilomar conference established guidelines for recombinant DNA 

research and has been hailed as a great success of scientist-led research governance (Berg et al. 1975; Falkow 

2012). I discuss Asilomar and more recent examples of scientific self-governance in the context of synthetic 

biology in Chapter 3, section 3.4. In the United States, discussions about the openness of life sciences 

research more generally go back to the Cold War. In 1982, the National Academies of Sciences published 

the Corson Report, which argued to keep science open despite its potential to inform the Soviet Union’s 

advances (National Academies of Sciences, Engineering, and Medicine 1982). The goal was to achieve 

“security by accomplishment” rather than “security by secrecy”. In 1985, the National Security Decision 

Directive 189 (NSDD189) mandated that the products of fundamental research should be unrestricted 

(National Security Decision Directives 1985). Discussions around the openness of scientific research flared 

up again after the discovery that Al-Qaeda had drawn on public and private scientific information for their 

attempts to attain biological weapons (Petro and Relman 2003). These discussions channelled energy into 
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the Fink report and eventual DURC policies. In 2011, the NSABB investigated ways to suppress the 

publication of the Kawaoka and Fouchier studies while nevertheless distributing public health-relevant 

information relating to the enhancement of H5N1 influenza (as discussed in section 1.3.1). However, the 

NSABB found no way to achieve this goal, and thus the work was eventually published largely in full. 

However, the debate on balancing openness and security of research output continues (DeFrancesco 2021; 

Smith and Sandbrink 2022).  

 

Specific subsets of the scientific community are well aware of dual-use risks and think about them beyond 

the narrow scope of the US policies. In 2009, the American Association for the Advancement of Sciences 

polled its members on their attitudes toward dual-use risks (National Research Council 2009). Out of all 

the life scientists reporting work on dual-use research, only one in three noted working on one of the seven 

experiments of concern identified in the Fink report. This suggests that scientists have a broader 

conception of the dual-use potential of a research than just microbial threats. In 2006, the National 

Research Council published the report “Globalization, Biosecurity, and the Future of Life Sciences”, 

which had discussed a broader range of misuse risks (National Research Council 2006). Despite the poll 

and this report, the existing DURC and P3CO regulations focus on select microbial threats. However, 

there may be a culture of voluntary compliance beyond these policies. According to Carrie Wolinetz, non-

federally funded institutions voluntarily comply with DURC oversight (S. W. Evans et al. 2021). 

 

Education is crucial for the effective governance of dual-use risks. The Fink report had already ended with 

the recommendation to educate the scientific community about dual-use risks (National Research 

Council 2004). However, education and awareness of dual-use risks have been limited (Minehata et al. 

2013). Recent surveys find this remains the case. Only 41% of students competing in the International 

Genetically Engineered Machines (iGEM) competition knew the term “dual-use research” (Vinke, Rais, 
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and Millett 2022). In a survey in Pakistan, 58% of post-graduate researchers reported having heard the term 

“dual-use research of concern” (Sarwar et al. 2019). For improving dual-use management, improving dual-

use education is key. This is especially true as the scientific community has called for retaining self-

governance on dual-use issues (Resnik 2013b).  

 

Different factors may make scientists less attuned to research risks. The nuclear scientist Oppenheimer 

highlighted how the evaluation of societal implications comes second to the drive for discovery:  

 

“When you see something that is technically sweet, you go ahead and do it and you argue 

about what to do about it only after you have had your technical success.”  

- Oppenheimer 1954 (U. S. Atomic Energy Commission 1954) 

 

Additionally, certain career incentives may go against careful consideration of dual-use risks. For instance, 

pressure to publish highly cited work means that researchers might perform particularly newsworthy and 

risky experiments. Lastly, Kitcher describes a commonly held belief that all knowledge is good in-and-of 

itself (Kitcher 2003). If such a belief exists, it may at least partially be due to a lack of exposure to biosecurity 

education. The danger of knowledge has long been acknowledged by the nuclear physics community, a 

community marked by the events of Hiroshima and Nagasaki (N. G. Evans 2013; Lanouette 1992). 

 

One challenge for improving dual-use management - and likely scientific awareness - are disagreements 

about the likelihood of misuse. In a 2015 Delphi study, Boddie et al. asked 59 US biosecurity experts to 

estimate the probability of a large-scale bioterror attack over the subsequent ten years; opinions widely 

differed, ranging from 1% to 100%, with a median estimate of 57% (Boddie et al. 2015). Survey participants 

also disagreed about the level of sophistication and background of possible perpetrators. 
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The scientific community needs to engage more with the public on dual-use risks. In a survey which 

excluded individuals connected to life sciences research, 77% of participants were unaware that DURC is 

regularly conducted (MacIntyre et al. 2020). 64% deemed it unacceptable or said they were unsure about 

its acceptability; interestingly, providing more information on this research decreased acceptance. In the 

end, the results of dual-use research benefit or harm broader society; thus, ethical progress on dual-use 

management requires consideration of the opinions of an educated public. 

 

2.3 Sociological perspectives 

Sociology is crucial to understanding how the scientific community operates around research risks, how 

human factors play into misuse risks, and how risk mitigation strategies can leverage these factors. In the 

following, I present a subset of influential framings relevant to my arguments, drawing across the security 

studies and Science and Technology Studies (STS) literature.  

 

2.3.1 Science in a social context  

Kathleen Vogel presents a “biosocial frame” on dual-use risks in “Phantom Menace or Looming Danger?” 

(Vogel 2012). This frame aims to put science into its social context and thus consolidates a lot of previous 

work by STS scholars. Vogel’s biosocial frame has four main components. First, it highlights the 

importance of know-how and other uncodified knowledge in the life sciences, which is an important 

barrier to misuse. Such uncodified knowledge has become known as “tacit knowledge”, a description first 

proposed by Polanyi and refined by Collins (Polanyi 1974; H. Collins 2010). Second, the biosocial frame 

highlights the local, contingent character of biotechnology development and use. It argues that local 

expertise matters greatly for what and how experiments are conducted. Furthermore, scientific 

publications do not constitute how-to-manuals. Referencing STS scholar Bruno Latour, Vogel argues 

scientific publications do not describe what went on in the laboratory but rather serve as a summary of 
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relevant findings (Vogel 2012, 62; Latour and Woolgar 1986). Vogel highlights an extensive need for 

troubleshooting, which black-boxing descriptions of science frequently miss (Vogel 2012, 63). This need 

for troubleshooting is even present for popular and abundant Polymerase Chain Reaction (PCR) kits 

(Lynch 2002). Furthermore, large research projects are very complex and thus require significant 

managerial skills. These socio-organisational challenges have disrupted efforts to weaponise biology, 

including those of Aum Shinrikyo5 (Leitenberg 2005; Danzig et al. 2012; Ouagrham-Gormley 2014).  

 

The third and fourth components of Vogel’s biosocial frame are particularly relevant to my thesis. The 

third component is the importance of understanding past work. Vogel argues for an incremental change-

based model of progress rather than one marked by revolutionary jumps (Vogel 2012, 66). This has 

important implications for dual-use risks. If capabilities advance more incrementally, broader scientific 

developments would drive misuse risks rather than a small number of high-risk studies. Thus, a sole focus 

on DURC as a small subset of dual-use research may fail to mitigate research risks, an argument I develop 

in Part III.  

 

The last component of the biosocial frame is the possibility of multiple biotechnology trajectories. The 

path of technology development is not fixed or technologically deterministic: rather there is room for 

human agency and societal factors to shape which trajectory is realised. This framing highlights the 

possibility of going beyond the oversight of individual projects and leveraging a broader approach for risk 

reduction, which I propose in Part IV. 

 

 
5 Discussed in Chapter 1, section 1.1.2.  
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2.3.2 Responsive science 

Decision-making on potentially risky research needs to consider inputs of those potentially affected by the 

consequences. Sam Evans argues that science is currently “apart from society, but needs to become a part 

of society”6 (S. W. Evans 2022). Science needs to serve society, be accountable, and respond to societal 

inputs.  

 

Gene drives are one instance of biotechnology where the need for broader societal input is particularly 

apparent. Gene drives mediate self-propagating genetic changes. This may have very beneficial 

applications, like eliminating malaria; however, such applications may also have unpredictable effects on 

ecosystems or may violate local cultural beliefs (Oye et al. 2014). Thus, Kevin Esvelt, one of the inventors 

of CRISPR-based gene drives, has engaged extensively with local communities. He has proposed the 

concept of responsive science, a science responsive to societal inputs (Esvelt 2016). Relevant practices are 

the pre-registration of research before its initiation and and inviting public scrutiny of grant proposals; 

these practices would allow more time for a broader set of discussions about how work might best be 

governed (Esvelt 2017; 2016).  

 

One challenge for societal inputs is the accelerating pace of biotechnology democratisation. Jackson et al. 

found that in 2019 novel biotechnologies took 4.5 years to become accessible to many individuals; by the 

end of 2030 this may decrease to 3.5 years (S. S. Jackson et al. 2019). Thus, slowing the dissemination of 

novel capabilities may be a useful governance intervention (Pannu et al. 2021); however, this would also 

be associated with costs and risks that need to be considered.  

 

 
6 Sam Weiss Evans used this exact wording in personal communication with me. 
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2.3.3 A theory of mitigating misuse 

Different strategies for mitigating biotechnology misuse have been highlighted over the years. One such 

conceptualisation is the Swiss Cheese Model, which argues that prevention is not about preventing any 

single step but rather a combination of risk mitigation approaches (Perneger 2005). Even if a given risk 

mitigation strategy does not fully prevent misuse, it raises the bar and makes it more costly, and thus less 

likely. For instance, the BWC is currently not enforced; nevertheless, it has created strong norms against 

biological weapons, which force relevant research into secrecy and thus increase its cost. Sandberg and 

Nelson have modelled that for successful misuse that is dependent on a series of steps of unequal difficulty, 

it is the most difficult step that limits most actors (Sandberg and Nelson 2020). Thus, Sandberg and 

Nelson conclude that highly skilled/powered actors are most likely to succeed at misuse, even if less skilled 

actors with malicious intent are much more abundant.  

  

STS scholar Sheila Jasanoff has highlighted the importance of humility when conducting and regulating 

science. It is difficult to predict outcomes and societal impacts of technologies and regulations. Thus, 

Jasanoff calls to develop technologies of humility, methods to make decisions about technological progress 

given uncertainty (Jasanoff 2007). In this vein, more recently, a large number of biosecurity experts have 

called for experimentation around the assessment and mitigation of dual-use risks (S. W. Evans et al. 2020). 

As dual-use risks become more abundant, new approaches and frameworks need to be tested, a process I 

hope to contribute to through this thesis.  

 

2.4 Ethics of dual use 

Ethicists have discussed different aspects of dual-use research, technology, and knowledge. As well as 

commenting on specific dual-use experiments, ethicists have analysed the moral dimensions of dual-use 

research (Sture 2013; Forge 2013), the societal dimensions of making relevant decisions (S. Miller 2013; 
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N. G. Evans 2014), and norms against biological weapons (S. Miller and Selgelid 2007; van der Bruggen 

2013). However, generally, ethicists have given relatively little attention to dual-use research, despite its 

relation to ethical debates on genetic engineering and its implications for catastrophic risk (Selgelid 2013). 

Aiming to bring dual-use considerations into mainstream bioethics, Thomas Douglas and Julian Savulescu 

have proposed to create an “ethics of knowledge” (Douglas and Savulescu 2010). While ethical 

consideration of dual-use risks spiked after the publication of the H5N1 studies - for instance, a 

comprehensive volume by Rappert and Selgelid was published in 2013 (Rappert and Selgelid 2013) - 

contemplation of dual-use research has waned since then. In the following, I present ethical commentary 

on the dual-use examples discussed in Chapter 1. I focus on analyses of decision-making on dual-use 

research to provide background for the arguments I develop in Parts III and IV.  

 

Ethical commentary accompanied the various dual-use debates. In the wake of the IL-4 mousepox debate, 

Miller and Selgelid analysed the dual-use dilemma in the life sciences in 2007 (S. Miller and Selgelid 2007). 

They highlighted how the dual-use dilemma exists for both researchers and the government. In particular, 

Miller and Selgelid advocated for resolving the dual-use dilemma through a “third option” beyond 

conducting or not conducting the research; I expand on this idea in Part III and IV. Additionally, they 

analyse research risks beyond the experiments defined in the Fink report as experiments of concern, 

including discussing dual-use risks of sharing pathogen sequences. In their ethical analysis, Miller and 

Selgelid highlight that the ethics of dual-use touches on many values beyond human health; these values 

include the right to life, free speech, academic freedom, and justice. Miller and Selgelid highlight academic 

freedom as a crucial objection to dual-use oversight, citing Oppenheimer: “Secrecy strikes at the very root of 

what science is, and what science is for.” (Schweber 2000). Some may see academic freedom as necessary for 

scientific progress. However, Miller and Selgelid conclude that academic freedom should be subordinate 

to security concerns. They argue that academic freedom and resulting scientific progress is not an all-or-
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nothing question, as shown by the fact that nuclear physics has advanced despite security regulations. Nick 

Evans makes a similar argument around limitations on human experimentation and highlights that the 

space of research that may be funded is already much smaller than all possible research proposals (N. G. 

Evans 2018). Miller and Selgelid also consider a related practical objection by Ian Ramshaw, the author of 

the mousepox publication. Ramshaw argues that it is too late for censorship in the life sciences as sufficient 

information is already public for causing great harm. However, Miller and Selgelid argue that future 

publications might be worse, and additional publications might make the offensive uses of existing public 

knowledge more obvious.  

 

In the wake of the gain-of-function debate, Selgelid published a second influential ethical analysis (Selgelid 

2016). The US government commissioned this ethical analysis to consider ethical considerations of GOF 

research (GOFR). At the core of Selgelid’s analysis lies the definition of concrete principles for deciding 

whether to fund and conduct an experiment (Box 2.1). Decision makers can evaluate experiments on these 

principles to identify their level of acceptability and possible risk mitigation measures. I apply Selgelid’s 

principles to dual-use research beyond GOFR in Chapter 9 and in Appendix B.  
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Box 2.1: Selgelid’s framework for gain-of-function research (GOFR) decision- and policy-making 

Quoted from (Selgelid 2016) 

1. Research Imperative: The ethical acceptability of GOFR posing extraordinary risks partly 

depends on the importance of the research question it aims to address. 

2. Proportionality: The ethical acceptability of extraordinarily risky GOFR partly depends on the 

extent to which there is reasonable expectation that the research in question will (1) yield 

answers to the target public health question and (2) ultimately result in benefits that outweigh 

risks involved. 

3. Minimisation of Risks: Other things being equal, the ethical acceptability of a GOFR study is 

a function of the degree to which (1) there is confidence that no less risky forms of research 

would be equally beneficial and (2) reasonable steps have been made to minimise risks of the 

GOFR study in question. 

4. Manageability of Risks: Other things being equal, the more manageable the risks of a GOFR 

study, the more ethically acceptable the study would be. Conversely, the more 

important/beneficial a GOFR study is expected to be, the more we should be willing to accept 

potentially unmanageable risks. 

5. Justice: Because justice requires fair sharing of benefits and burdens, the ethical acceptability of 

GOFR partly depends on the degree to which (1) risks fall on some people more than others, 

(2) risks fall on those who are unlikely to benefit, and/or (3) any resulting harms are 

uncompensated. 

6. Good Governance—Democracy: GOFR decision- and policy-making should (insofar as 

possible) reflect the ultimate values, value weightings, and risk-taking strategies of public 

citizens. 

7. Evidence: Decision- and policy-making regarding GOFR should be based on more/better 

evidence regarding risks, benefits, (means of) risk minimisation, who is likely to benefit or be 

harmed by research, and the values, value weightings, and risk-taking strategies of public 

citizens. 

8. International Outlook and Engagement: Because risks and benefits of GOFR (can) affect the 

global community at large, the ethical acceptability of GOFR partly depends on the extent to 

which it is accepted internationally. Decision- and policy-making regarding GOFR should 
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(insofar as possible) involve consultation, negotiation, coordination, and related forms of active 

engagement with other countries. 

 

Others also conducted ethical analyses of the gain-of-function studies. The German Ethics Council 

published a report in 2014 (German Ethics Council 2014). David Resnik conducted an ethical analysis in 

which he particularly considered the ethical acceptability of risk mitigation strategies (Resnik 2013a). He 

concludes that redacted publication of the H5N1 studies would have been a reasonable and potentially 

favourable strategy. However, he acknowledges the practical and legal constraints which eventually led to 

full publication of the manuscripts. 

 

2.4.1 Cost-benefit assessments 

Weighing risks and benefits, in other words a cost-benefit approach, is the most frequently discussed 

strategy for making decisions about dual-use research. For instance, Tom Douglas has proposed a very 

explicit expected value approach (Douglas 2013). The most comprehensive attempt at a risk-benefit 

assessment of dual-use research is the study on GOF research contracted by the US government (Gryphon 

Scientific 2016). In this study, Gryphon Scientific concluded that quantifying the risks and benefits of 

gain of function research is very difficult, with estimating benefits being even more challenging than 

estimating risks.  

 

A crucial component of cost-benefit assessments is considering alternative options. Solely assessing the 

risks and benefits of a single experiment may miss the fact that researchers could have used their funding 

and time for other experiments with potentially more favourable risk-benefit profiles. Selgelid’s decision-

making principles also incorporate the evaluation of alternative experiments. For instance, Selgelid’s 

Minimisation of Risks principle states that a dual-use study is only acceptable if no less risky alternatives 
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are available (Selgelid 2016). Nick Evans points out that a significant failure of the US P3CO policy is that 

it fails “to consider that alternative experiments may provide a superior expected net benefit” (N. G. Evans 

2018). All of these discussions still compare risky experiments to other studies yielding similar benefits, 

such as other studies that may help to assess future pandemic threats. However, as the range of research 

featuring significant dual-use risks grows and as certain lines of inquiry can be broadly considered dual-

use, cost-benefit comparison across research fields becomes an important lever for reducing risks. I describe 

examples of the changing risk landscape in Chapters 4-7 and expand on the argument for considering a 

broader set of low-risk alternatives in Chapter 10. 

 

2.4.2 The precautionary principle 

The precautionary principle is another decision-making tool sometimes used in relation to dual-use 

research. The precautionary principle emerged in Germany and Sweden in the 1960s (Sunstein 2005); its 

development was partially motivated by shortcomings of cost-benefit analysis (Clarke 2013). Many 

different forms of the precautionary principle have been defined, some complementary to cost-benefit 

analysis (Clarke 2013). Steve Clarke highlights versions of the precautionary principle that can help address 

costs that are not fully quantifiable and assign a burden of proof for research risks (Clarke 2013).  

 

Kuhlau et al. have formulated a precautionary principle for dual-use life sciences research that focuses on 

precautionary measures:  

 

“When and where serious and credible concern exists that legitimately intended biological 

material, technology or knowledge in the life sciences pose threats of harm to human health 

and security, the scientific community is obliged to develop, implement, and adhere to 

precautionary measures to meet the concern.” (Kuhlau et al. 2011) 
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Clarke criticises this precautionary principle as being unclear in its goals. If conceptualised as a strong 

guiding principle and thus an alternative to cost-benefit analysis, the principle lacks clarity on how to 

consider differences in benefits across options and how to avoid a state of paralysis when the precautionary 

principle points against all available options (Clarke 2013).  

 

Societal perspectives on dual-use risks discussed in this chapter define the existing paradigm to dual-use 

management, a paradigm which I analyse more explicitly in Chapter 8 and critique throughout my thesis. 

Regulations and decision-making strategies for dual-use research need to evolve with new risks and a 

changing scientific landscape. Thus, I turn in the next chapter to advances in synthetic virology, which 

underpin emerging dual-use risks and appropriate responses discussed throughout my thesis.  
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Chapter 3: Advances in synthetic virology 

Scientific advances shape dual-use risks. As new capabilities have emerged over the years, such as the 

reconstruction of viruses from synthetic DNA, dual-use debates have followed. In this chapter, I provide 

an overview of scientific advances that define existing capabilities. These scientific developments may also 

inform where future dual-use risks will emerge. In particular, I evaluate the advances in synthetic biology 

and, more concretely, synthetic virology. I focus on research relating to viruses, as viruses pose particularly 

great catastrophic risks. Viruses can evolve rapidly, may be highly transmissible, and are not easily 

countered by broad-spectrum therapeutics.  

 

Many scientific advances with impacts on dual-use risks can be traced back to the emergence of synthetic 

biology. I use “synthetic biology” to refer to a set of new practices for creating and modifying biological 

organisms. More specific definitions of synthetic biology are contended (Nature Biotechnology 2009). 

Synthetic biology has been described from different perspectives since the early 2000s (Benner and 

Sismour 2005; Endy 2005; Dhar and Weiss 2007). All of these perspectives share an anticipation for 

synthetic biology to revolutionise biological engineering. Synthetic biology shifts the goal of studying 

biology from learning about life to the application of biology as a technology. This perspective has been 

reinforced by Thomas Dixon and colleagues who argue that core assumptions of synthetic biology are that 

life is information and biology is technology (Dixon et al. 2022).  

 

Synthetic virology describes new forms of re-creating and modifying viruses, and thus may be seen as a 

subfield of synthetic biology. Generally, synthetic virology is used to study viruses and design novel 

therapeutics (DeFrancesco 2021). Synthetic virology relies on reverse genetics approaches, genetic 

approaches to create a virus with a desired or modified function from genetic material. Necessary 

capabilities for streamlined reverse genetics include DNA synthesis, assembling small DNA fragments into 
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a viral genome, and rescuing or “booting” a virus from genetic material like DNA or RNA. The ability to 

synthesise viruses in this way has enabled a fundamentally different way to attain viruses; previously, access 

was dependent on acquiring samples from patients, nature, or other laboratories. Thus, synthetic virology 

greatly impacts misuse risks. Aum Shinrikyo considered harvesting Ebola virus from patients in 1992 

(Danzig et al. 2012). Aum Shinrikyo’s lead scientist, Seiichi Endo, studied virology at Kyoto University. 

Given Endo’s relevant training, today, Aum Shinrikyo might have been able to create Ebola virus from 

publicly available genetic information with a limited number of equipment and materials. Thus, advances 

in synthetic virology significantly contribute to the shift in dual-use risks described by Lewis and 

colleagues: increasingly, insights and knowledge than physical pathogen samples exhibit the greater share 

of dual-use risks (Lewis et al. 2019).  

 

This chapter aims to provide an overview of scientific advances that shape emerging risks. I first discuss 

how and what capabilities have emerged (3.1) and their benefits (3.2), before analysing the democratisation 

of synthetic biology (3.3) and associated governance efforts (3.4).  

 

3.1 The evolution of the modern viral engineering pipeline 

Synthetic biology has its roots in the field of genetic engineering; in 1974 Walter Szybalski already used the 

term synthetic biology and foresaw capabilities that now exist (Szybalski 1974). Synthetic biology emerged 

properly almost 30 years later. Two feats published in the year 2000 are frequently described as the origins 

of synthetic biology. First, Elowitz and Leibler successfully created an oscillating network of 

transcriptional regulators akin to a synthetic biological clock (Elowitz and Leibler 2000). Second, Gardner 

and colleagues built genetic switches which could be activated through chemicals or heat (Gardner, 

Cantor, and Collins 2000). Both of these publications had in common that they leveraged approaches 

from engineering. In particular, they used a design-build-test cycle, which has since become a hallmark of 
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synthetic biology. To facilitate the use of biology as building blocks for technology, standardised genetic 

parts and DNA regulators are nowadays available, alongside tools to simulate biological designs and open 

source DNA assembly (Knight 2003; Galdzicki et al. 2011; Gibson et al. 2009; National Academies of 

Sciences, Engineering, and Medicine 2018). 

 

Increasingly accessible methods to synthesise viruses from synthetic DNA are particularly important. 

These capabilities go back to 2002, when Wimmer and colleagues recreated poliovirus (Cello, Paul, and 

Wimmer 2002). As previously mentioned, in 2005, researchers replicated this feat for one of the most 

deadly pathogens in history, the H1N1 influenza virus which caused the 1918 pandemic (Tumpey et al. 

2005). Synthetic biology capabilities spread very rapidly as anyone with relatively basic skills, materials, 

and equipment can replicate methods shared online. While the work on the initial reconstruction of 

poliovirus of 2002 took three years, just two years later, the J. Craig Venter Institute synthesised a similarly 

sized virus in just two weeks (G. Gronvall 2016, 38).  

 

Another impactful advance is easy and precise gene editing. In 2012, Emmanuelle Charpentier and 

Jennifer Doudna discovered the possibility of leveraging the bacterial immune system components 

CRISPR/Cas9 for making precise cuts in DNA (Jinek et al. 2012). Since then, CRISPR/Cas 9 genome 

editing has rapidly spread in its application; within a single year it was extended from cell culture in the US 

to being used to create genetically modified monkeys in China (Mali et al. 2013; Niu et al. 2014). 

CRISPR/Cas9 gene editing has significant security implications (National Academies of Sciences, 

Engineering, and Medicine 2018). However, compared to other organisms like bacteria, the creation of 

engineered viruses is less dependent on gene editing because of the possibility of synthesising genetically 

modified viruses from scratch. Such de novo synthesis of viruses is possible due to their relatively small and 

simple genomes. The synthesis of larger viruses, such as poxviruses, is still relatively difficult. Thus, gene 
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editing approaches play a more significant role in engineering these larger viruses (Boutin, Mosca, and Iseni 

2022).   

 

3.1.1 The viral synthesis pipeline 

Over the last two decades, the synthesis of viruses has become cheaper and more accessible. There is a great 

incentive to make viral synthesis even easier, faster, and cheaper as this can speed up the iteration of design-

build-test cycles for novel therapeutics and other applications of synthetic viruses. Improvements across 

its core steps advance viral synthesis capabilities: the design of synthetic genomes, DNA synthesis, DNA 

assembly, and viral booting (see Figure 3.1).  

 

 

Figure 3.1: The modern viral synthesis pipeline 

Viral genomes can be downloaded and optionally edited in a text editor or specialised program. DNA fragments can 

be ordered online and then assembled into full-length genomes. For RNA viruses, the genome needs to be transcribed 

into RNA. Booting a virus from its genome may take multiple forms, for instance transfection of cells.  

 

Viral genomes. The first step for viral synthesis is downloading and potentially editing its genetic blueprint. 

Large databases of genomes and genetic components are publicly available on platforms like GenBank or 

GISAID, including specific platforms for viral genomes (Pickett et al. 2012). Open source software exists 

that can guide genome modifications (DeFrancesco 2021). Once the genome of a target virus has been 

curated, the next step is DNA synthesis.  
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DNA synthesis. Cheap DNA synthesis has been crucial for advancing synthetic virology. Over the past 

decades, synthesis costs have fallen and thus do not present a substantial barrier for viral synthesis (Hughes 

and Ellington 2017; Kosuri and Church 2014). The most commonly used form of synthetic DNA are 

DNA fragments of less than 100bp, so-called oligonucleotides. Oligonucleotides are now available for 

under 10 cents per base pair (bp).7 These gene fragments still require assembly to form whole genomes. 

Nowadays, ordering assembled gene fragments of 5-10 kilo bases (kb) or longer is also possible, as gene 

synthesis companies may assemble smaller fragments before shipment. However, this may be associated 

with additional scrutiny and customer screening.8 While researchers usually order synthetic DNA 

products from DNA synthesis companies, benchtop DNA synthesis devices are becoming increasingly 

powerful (see 3.4.4) (World Economic Forum and Nuclear Threat Initiative 2020).  

 

Quality control and error reduction of DNA synthesis are also improving. This can be either through new 

techniques to reduce errors during gene synthesis (Ma, Saaem, and Tian 2012) or through the falling cost 

of DNA sequencing, the reading of DNA. In contrast to DNA synthesis, DNA sequencing costs have 

fallen much more steeply. While it cost $100m to sequence a human genome in 2001, it cost less than 

$1000 in 2021 (National Human Genome Research Institute 2021). This has sped up the quality control 

and test parts of the design-build-test cycle.  

 

DNA assembly. DNA assembly is crucial to turning synthetic DNA fragments into complete viral 

genomes. New methods, such as the Gibson assembly, have increased the ease with which large genomes 

can be assembled (Gibson et al. 2009). Gibson and colleagues used the Gibson assembly method to create 

 
7 The cheapest relevant products on Twist’s website price at around 7 cents/bp. (Twist 2023) 
8 According to an assessment by Kevin Esvelt.  
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the first synthetic bacterial genome in 2008 (Gibson et al. 2008). Polymerase cycling assembly 

modifications have enabled full-genome amplification, and the creation of copies of the whole viral 

genome (Bryksin and Matsumura 2010; Dean et al. 2001; DeFrancesco 2021). Due to advances in DNA 

synthesis and assembly, skilled researchers can nowadays create synthetic viral genomes in two to three 

weeks (DeFrancesco 2021). Despite these advances, it still requires a large amount of experience and skill 

to successfully create large viral genomes, such as genomes of poxviruses.  

 

Converting DNA into RNA. This step is only necessary for viruses with an RNA genome. One example is 

poliovirus, a plus-stranded RNA virus. To create a poliovirus genome, a T7 RNA polymerase can turn 

complementary DNA templates into genomic RNA. 

 

Viral booting. Viral booting or rescue describes the step of turning a synthetic genome into a functional 

virus. Traditionally, the technical difficulty of viral booting has been considered a significant hurdle for 

misuse (National Academies of Sciences, Engineering, and Medicine 2018). However, technical advances 

and detailed protocols have lowered this barrier - however, how much is contentious (Schulson 2022). The 

difficulty of booting a virus depends on the size of its genome and whether the genome is naturally 

infectious. Poliovirus is small and its genome is infectious, thus it is straightforward to boot it from its 

genomic RNA. Double-stranded DNA viruses like SV40 generally can be rescued by inserting their 

genetic materials into cells. Many viruses, including herpesviruses and poxviruses, require more 

complicated and specific viral rescue protocols, for example, the use of a helper virus (DeFrancesco 2021; 

Noyce, Lederman, and Evans 2018). The publication of detailed protocols is decreasing the expertise 

required to boot viruses with misuse potential. For instance, Xie et al. published step-by-step instructions 

for synthesising potentially engineered variants of SARS-CoV-2, which, together with colleagues, I have 

flagged as concerning from a dual-use perspective (Xie et al. 2021; Pannu et al. 2021).  
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3.1.2 Advances beyond viral synthesis 

Beyond the viral engineering pipeline, other methods may increase viral engineering capabilities. One 

important method for optimising viruses for certain properties is to leverage evolution to optimise a virus 

for a given purpose. In directed evolution experiments, an organism is put into an environment to produce 

offspring, and then a subset of this offspring is selected for the desired function. One example of a directed 

evolution experiment is Fouchier’s H5N1 study (see 1.3.1), where Fouchier and colleagues passed the virus 

through a series of ferrets and thus selected for mutations with mammalian transmissibility (Herfst et al. 

2012). New directed evolution tools allow for optimising viruses across multiple properties and in a much 

greater parallelisation; machine learning tools can enhance this process (Ogden et al. 2019). Generally, 

artificial intelligence-empowered computational tools will play an increasing role in viral engineering, 

making capabilities previously reserved to a handful of experts accessible to many individuals (Jumper et 

al. 2021; Leman et al. 2020). I will discuss the impact of artificial intelligence in more detail in Chapter 7.  

 

 

3.2 Benefits of synthetic biology and virology 

Synthetic biology offers tremendous opportunities to improve the health and wealth of humanity and the 

environment. It drives a growing global bioeconomy, a sector estimated to have the potential to scale to 

$4-30 trillion USD (Hodgson, Maxon, and Alper 2022). According to 2018 estimates of US revenues, 

engineered plants and microbes already gross over $300 billion, and biotechnology-based industrial 

products yield annually over $115 billion (National Academies of Sciences, Engineering, and Medicine 

2018). 
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Besides impressive revenue numbers, concrete advances highlight the impact of synthetic biology. The 

antimalarial artemisinin used to be derived from plants grown in China, Vietnam, and Kenya, a costly 

process associated with regular shortages (G. Gronvall 2016, 5–6). Now, artemisinin is synthesised in 

genetically modified yeast, which has decreased the costs and increased the global supply of this essential 

medication (Martin et al. 2003; Westfall et al. 2012). Synthetic biology has contributed significantly to the 

global response against COVID-19. Life-saving mRNA vaccines were designed on computers and 

produced using synthetic biology methods (Dixon et al. 2022). Synthetic biology-enabled experimental 

methods have contributed to the rapid characterisation of SARS-CoV-2 and informed the design of 

countermeasures. For instance, Jesse Bloom and colleagues have engineered yeast to display SARS-CoV-2 

surface protein, enabling the comprehensive identification of possible antibody-evading mutations (Starr 

et al. 2020). Military applications of synthetic biology have also been explored. For instance, the US 

Department of Defense explored using synthetic biology to create environmentally friendlier explosives, 

which sparked debate about the ethics of such military applications (Hayden 2011).  

 

Synthetic virology offers particular promise to enable novel vaccines and therapeutics. These products 

often leverage viral vectors, non-pathogenic synthetic viruses engineered to express a specific protein. For 

instance, the Oxford and Johnson & Johnson COVID-19 vaccines were based on viral vectors (Falsey et 

al. 2021; Sadoff et al. 2021). Viral vector-based gene therapy may enable the treatment of previously 

incurable heritable diseases (Shahryari et al. 2019). Several such gene therapy products have now been 

licensed, including a product for certain inherited retinal defects (Dias et al. 2018). Virus-based 

therapeutics are a particularly promising area of cancer research. Viral immunotherapies induce anti-

cancer immune responses, while so-called oncolytic viruses are engineered to directly target and kill cancer 

cells. Over a hundred clinical trials of oncolytic viruses are registered on ClinicalTrials.gov.9 In 2015, an 

 
9 On 19 August 2022, the search term “oncolytic virus” on ClinicalTrials.gov generated 145 registered trials. 
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engineered herpesvirus for treating melanoma became the first licenced oncolytic drug in the US and 

Europe (Rehman et al. 2016). While synthetic virology-enabled therapeutics feature potentially significant 

upsides, associated research can have dual-use potential. I analyse the dual-use risks of viral vector vaccines 

in Chapter 5 and viral vector-based gene therapies in Chapter 6.  

 

Lowering the barrier to acquiring and researching viruses generally benefits research. Nowadays, 

researchers can synthesise a virus rather than having to engage in the paperwork-intensive process of 

accessing patient samples or sample banks. Indeed, Rourke et al. suggest that one motivation for David 

Evan’s synthesis of horsepox virus was to circumvent Mongolian authorities (Rourke, Phelan, and Lawson 

2020). However, Rourke et al. highlight another motivation for Evans and colleagues might have been 

avoiding the need to share the benefits of their research. Synthetic reconstruction of viruses based on 

public blueprints may be used to commercialise organisms without giving back to the local communities 

in which they were identified. 

 

Lastly, synthetic biology has the potential to be a solution for reducing research risks. Researchers may 

modify organisms to prevent their replication outside of a controlled environment, a practice termed 

intrinsic biocontainment. For example, organisms may be engineered to depend on a constant level of 

small molecules, like estradiol, in their surroundings (Cai et al. 2015). A different approach may be to 

redesign crucial viral proteins to depend on non-natural amino acids, molecular building blocks that are 

not found in hosts outside of a controlled laboratory environment (Mandell et al. 2015). 

 

3.3 The democratisation of bioengineering 

Arguably, advances in synthetic biology are leading to a progressing democratisation of bioengineering. 

New methods to create viruses from synthetic DNA have lowered the barrier to the acquisition and misuse 
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of potential pathogens. Thus, an increasing number of individuals can misuse dual-use information, such 

as genetic blueprints, step-by-step experimental protocols, and specific insights on pathogen 

enhancement. Specific developments relating to democratised bioengineering deserve special attention. 

 

3.3.1 Accessibility 

High schoolers can now perform genetic engineering feats that 10 years ago were reserved for cutting-edge 

scientists. The synthetic biology competition iGEM showcases this, a competition in which every year 

6000 high schoolers and undergraduates compete in 300 teams from over 40 countries (Millett et al. 2019). 

Since its creation in 2004, iGEM has produced over 30,000 individuals with basic synthetic biology skills. 

Many teams perform cutting-edge research, creating synthetic organisms with applications of substantial 

benefit. For instance, one team from Imperial College, London, created a synthetic bacterium that 

produces cellulose, which may find commercial application in water filters (Florea et al. 2016; G. Gronvall 

2016, 11–12). 

 

3.3.2 DIY biology 

Do-It-Yourself (DIY) biology is a new community that engages in synthetic biology outside of traditional 

institutions. This community has arisen from the intersection of synthetic biology and “hacker- and 

makerspaces” (Sundaram 2021). In particular, the DIY biology community has made news through 

“biohacking”; for instance, the Food and Drug Administration (FDA) has reported concerns about the 

self-administration of DNA constructs (Mullin 2017). The lack of clear lists of laboratories and their 

activities challenge traditional safety and security oversight. However, community laboratories are still 

frequently subject to local regulations; for instance, in the UK, genetic modification experiments have to 

be declared to the Health and Safety Executive (Sundaram 2021). Despite the convention-defying 

approach of the DIY community, many academics judge that the community is taking safety and security 
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education seriously (Kuiken 2016; G. K. Gronvall 2018; Jefferson, Lentzos, and Marris 2014). For 

example, the DIY community worked together with leading biosafety experts to create a community 

biosafety handbook (Armendariz et al. 2020; Sundaram 2021). The rise of DIY biology means that new 

policies have to consider research spaces outside of classical institutions and renews the need for fostering 

a culture of trust, accountability, and responsibility. 

 

3.3.3 Biofoundries 

Biofoundries, sometimes also called cloud laboratories, are automated facilities that produce synthetic 

organisms to order. These facilities combine advances in robotics and synthetic biology and thus can 

“generate hundreds or thousands of constructs/strains in just a few days” (Vickers and Freemont 2022). 

These biofoundries mean that soon someone hoping to use synthetic biology will no longer need technical 

skills or equipment; they might simply order an automated facility to do the work. This has important 

security implications, as malicious actors might leverage these biofoundries to generate agents of misuse. 

Appropriate security protocols may mitigate these risks.  

 

3.3.4 Benchtop synthesis machines  

Benchtop synthesis machines enable DNA synthesis directly in laboratories and remove the need to order 

from DNA synthesis companies. The first commercial benchtop devices are now available (DNA Script 

2021; Kilobaser 2022). These devices will likely disseminate the ability to create synthetic DNA and thus 

will have significant security implications. As I will discuss in the next section, benchtop synthesis 

machines provide a challenge for DNA synthesis screening (World Economic Forum and Nuclear Threat 

Initiative 2020). 
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Advances relating to synthetic biology point towards a proliferation of misuse risks. However, Catherine 

Jefferson and colleagues have questioned whether advances in synthetic biology are actually lowering the 

barrier to the misuse of biological agents (Jefferson, Lentzos, and Marris 2014). While synthetic biology 

has brought standardised biological parts and new tools, DNA synthesis has not dramatically improved 

over the last decade, and the assembly of DNA fragments remains a technical challenge (Kosuri and 

Church 2014; Jefferson, Lentzos, and Marris 2014). Thus, Jefferson and colleagues argue that the main 

challenge to misuse remains: the tacit knowledge barrier and the troubleshooting of experiments.  

 

 

3.4 Synthetic biology and governance 

The history of genetic engineering is tightly interlinked with discussions of societal implications. In 1975, 

Paul Berg, Maxine Singer, and colleagues convened the Asilomar conference to preemptively address 

potential biohazards (Berg et al. 1975). The conference established guidelines for recombinant DNA 

research and is remembered as a role model of scientific self-governance (Falkow 2012; Making and Hanna 

1991). The echo of Asilomar was heard during the H5N1 GOF debate and might have inspired the 2012 

voluntary moratorium (Casadevall and Shenk 2012; Casadevall and Imperiale 2014).  

 

Like genetic engineering, synthetic biology's emergence has also been intertwined with the consideration 

of security risks. Synthetic biologists discussed the security implications of their work at the first synthetic 

biology conferences of the early 2000s. Proposals for risk mitigation measures included gene synthesis 

screening and a hotline for reporting safety and security concerns (Maurer, Lucas, and Goldman 2006; G. 

Gronvall 2016, 36). This proactive stance on self-governance was supported by broader society; the Alfred 

P. Sloan Foundation has funded governance efforts and the FBI has supported outreach programs to raise 

awareness for misuse risks (G. Gronvall 2016, 37).  
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Synthetic biology has become a case study for emerging technology governance. For instance, Brett 

Edwards has used synthetic biology to illustrate the innovator’s paradox, which describes that innovation 

can produce both positive and negative consequences. Edwards argues that the global nature of synthetic 

biology highlights the general importance of global innovation governance (Edwards 2019).  

 

In 2018, the US National Academies of Sciences published a comprehensive report on the biosecurity 

implications of synthetic biology. The report found that the highest security risks are posed by the re-

creation of known pathogenic viruses, new approaches for synthesising biochemicals, and enhancing 

existing bacteria. The enhancement of existing viruses fell into the second highest category of risk. The 

WHO and others have also identified these and other areas in horizon scans for emerging security risks 

(Wintle et al. 2017; Kemp et al. 2020; World Health Organisation 2021b). Throughout my thesis, I discuss 

risks from the re-creation of known pathogenic viruses and the enhancement of existing viruses; I highlight 

how new research approaches contribute to these risks in Part II and propose solutions for addressing these 

risks in Part III and IV.  

 

3.4.1 DNA synthesis screening 

One particularly promising governance intervention is DNA synthesis screening. In 2006, The Guardian 

reporter James Randerson ordered a small fragment of smallpox DNA, a feat that highlighted a significant 

security gap (Randerson 2006). Despite technical caveats around its presentation, this story pushed public 

awareness of the need to screen synthesis orders.  

 

In 2009, a group of DNA synthesis companies formed the International Gene Synthesis Consortium 

(IGSC) and committed to DNA synthesis screening. As part of its harmonised screening protocol, IGSC 
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members check the identity of customers and screen DNA synthesis orders against databases of known 

pathogens (Diggans and Leproust 2019). For its regulated pathogens database, the IGSC draws on 

international lists of controlled pathogens of the US Federal Select Agent Program, US Commerce 

Control, the Australia Group, and the European Union (International Gene Synthesis Consortium 2017; 

DeFrancesco 2021). The IGSC currently only screens double-stranded DNA sequences of length greater 

than 200bp. The IGSC has since become a champion for biosecurity, actively engaging and shaping 

international discussions on DNA synthesis and related topics (World Economic Forum and Nuclear 

Threat Initiative 2020). Many DNA synthesis companies, especially smaller ones, are still not part of the 

IGSC; thus, a significant fraction of the DNA synthesis market does not yet screen any orders.  

 

In 2010, the US government created DNA synthesis screening guidance (U.S. Department of Health and 

Human Services 2010). Like current IGSC practice, the US government recommended in this guidance 

to screen double-stranded DNA (dsDNA) sequences of greater than 200 bp. This US screening guidance 

is currently being revised (Federal Register 2020). Initial drafts of the new guidelines suggest an ambitious 

step-up; this includes the screening of oligonucleotide orders of less than 100bp and of nucleic acids 

beyond dsDNA. However, the proposed screening of oligonucleotide orders may push the limits of 

voluntary synthesis screening; flagged orders are investigated by experts, which is expensive. Thus, in a low-

margin market like oligonucleotide synthesis, the new screening guidance might disadvantage companies 

engaging in screening (Administration for Strategic Preparedness & Response 2020, 41). Governments 

need to consider other ways to incentivise screening practices. The US states Maryland and California have 

previously explored mandating screened synthetic DNA products for government-funded research 

(DeFrancesco 2021). While both initiatives ultimately failed, a recent smaller bill is now mandating public 

universities in California to only use screened gene synthesis products (California State Government 

2022).   
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Academics and non-profits are currently developing improved screening technology. The Nuclear Threat 

Initiative and World Economic Forum published in 2020 a report on advancing a common mechanism 

for DNA synthesis screening (World Economic Forum and Nuclear Threat Initiative 2020). This 

common mechanism aims to provide cost-effective and comprehensive screening technology; integration 

into benchtop devices is also being explored. Another new screening approach is SecureDNA, an initiative 

initiated by Kevin Esvelt at the Massachusetts Institute of Technology (‘Secure DNA Project’ 2022; 

Gretton et al. 2021). SecureDNA aims to provide fully automated and secure screening for DNA 

fragments as small as 30bp. SecureDNA considers that certain screening targets may constitute security-

sensitive information and thus features a cryptographic solution to safeguard these sequences.  

 

3.4.2 iGEM as a biosecurity champion 

The iGEM competition has also recognised the security implications of synthetic biology. The 

competition has a safety and security team, which not only reduces risks across the competition but also 

has become a source of international advocacy for biosecurity (Millett et al. 2019). iGEM takes the 

education of competition participants on safety and security very seriously and has created a pipeline for 

talented young scientists to engage with these topics beyond the competition (Vinke, Rais, and Millett 

2022). When assessing safety and security concerns, iGEM goes beyond traditional, pathogen-based risks, 

and also considers emerging risks from new technologies. These risks are assessed and monitored 

throughout the project life cycle, from conception to final presentation (Millett et al. 2019). 

 

3.4.3 Looking ahead 

In recent years, there have been renewed calls to address the potential negative impacts of synthetic biology. 

Thomas Dixon and colleagues have called for a global forum to comprehensively discuss synthetic 
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biology’s societal implications (Dixon et al. 2022); such discussions should include how to de-risk 

synthetic biology. Effective policy responses need to address the convergence of life sciences, information 

sciences, and engineering which characterises synthetic biology and synthetic virology (Dixon et al. 2022; 

National Research Council 2014). Furthermore, artificial intelligence will likely play an increasing role in 

advancing synthetic biology capabilities.  

 

Advancing capabilities continue to surface new security challenges. This chapter has provided a first 

overview of evolving capabilities of viral engineering, capabilities with significant security implications. In 

Part II of this thesis, I deepen this analysis through three case studies of relevant research with dual-use 

risks.   
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PART II: CASE STUDY ANALYSIS 

Aims and methods 

In Part 1, I presented past debates about dual-use research and existing oversight approaches, which 

primarily have focused on a limited range of microbiological experiments. However, other areas of life 

sciences and biotechnology research also involve the study and engineering of viruses. In the following 

chapters, I examine four research areas not captured by existing US oversight, but that may play a crucial 

role in driving viral engineering capabilities. 

 

In Chapter 4, I examine the dual-use risks of wildlife virus discovery and characterisation. These efforts 

involve the sampling of wild animals to identify viruses that may eventually jump into humans. This 

research is not captured by existing United States dual-use oversight, despite featuring the direct study and 

experimentation of potential pandemic viruses.  

 

In Chapter 5, I consider the dual-use risks of modern vaccine technologies based on engineered viruses. 

The development of such viral vectors for vaccine delivery may draw on classical virological experiments, 

including ones subject of previous dual-use discussions, but largely involves synthetic biology knowledge 

not captured by existing dual-use oversight. One particularly interesting subtopic is the development of 

transmissible vaccines, which features potentially unique dual-use potential. 

 

In Chapter 6, I study the dual-use risks of viruses engineered to deliver therapeutics. I focus on applications 

to gene therapy but also consider those pertaining to oncolytic immunotherapy, the targeted killing of 

cancer cells. These areas have not been traditionally associated with dual-use potential; however, increasing 

exploration of highly sophisticated viral engineering approaches has led to yet largely unconsidered risks.  
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In Chapter 7, I examine how artificial intelligence might impact on risks of biological misuse and 

weaponisation. I focus on two classes of artificial intelligence, large language models (LLMs) and biodesign 

tools. Artificial intelligence capabilities are currently emerging, so they are not yet captured by existing 

dual-use policies.  

 

I aim to characterise how different research areas drive viral engineering capabilities, what these capabilities 

look like, and possible risk mitigation measures. To identify risks and risk mitigation strategies beyond 

those covered by existing debates and regulations, I base my first principle-based analysis guided by the 

following questions:    

 

1. Does this research advance capabilities to create or enhance pathogens capable of causing 

widespread harm? 

2. What strategies can mitigate risks while minimising negative impact on legitimate research?  

3. Are there any alternative approaches that yield the same benefits but feature less risk?  

 

When I use the term “risk”, I refer to the combined product of probability and scale of misuse. The 

probability of misuse depends on how accessible a given dual-use insight is and whether it creates new 

capabilities for certain actors.10 The scale of misuse depends on the nature of the dual-use insight and what 

dangers it may enable, including how much it raises capabilities to do harm compared to existing methods. 

In this thesis, I mainly focus on the release of (possibly enhanced) pandemic-capable pathogens, which 

could result in the largest-scale biological risks. 

  

 
10 Probability of misuse also assumes that actors with the intention to misuse a given dual-use insight exist. Given 
historical precedent of bioterrorism and biological weapons, including by the doomsday cult Aum Shinrikyo, I 
assume there are actors interested in attaining the capability to start a pandemic.  



81 
 

Chapter 4: Wildlife virus discovery and characterisation11 

Wildlife virus discovery and characterisation is one proposed measure to mitigate the risks of future 

pandemics (Gray et al. 2021). Between 2009-2020, the United States Agency for International 

Development (USAID) funded such research through the PREDICT programs (PREDICT Consortium 

2014). Since the COVID-19 pandemic, calls for wildlife virus characterisation have increased. The Global 

Virome Project calls for a $1.2bn effort to identify 71% of global virome (Carroll et al. 2018), and the new 

USAID DEEP VZN program has allocated $125m to funding related efforts (USAID 2021). However, 

the benefits and cost-effectiveness of wildlife virus discovery and characterisation efforts are debated 

(Holmes, Rambaut, and Andersen 2018). Furthermore, this research involves the direct study and 

identification of potential pandemic viruses and hence features dual-use risks. These dual-use risks have 

seen little discussion to date despite being relatively obvious.  

 

I first present the proposed benefits of wildlife virus discovery and characterisation (4.1) and present the 

relevant research pipeline (4.2), before analysing associated dual-use risks and possible risk mitigation 

approaches (4.3-5). I argue that the potential identification of pandemic-capable agents features significant 

security risks and dual-use computational tools are an area of emerging importance for governing risks. I 

conclude with exploring pathogen surveillance focused on the human-animal interface as a low dual-use 

alternative to prevent future zoonotic pandemics (4.6).  

 

 
11 This section presents part of the content of the following pre-print: Sandbrink, Jonas, Janvi Ahuja, Jacob Swett, 
Gregory Koblentz, and Claire Standley. 2022. ‘Mitigating Biosecurity Challenges of Wildlife Virus Discovery and 
Characterisation’. SSRN Scholarly Paper ID 4035760. Rochester, NY: Social Science Research Network. 
https://doi.org/10.2139/ssrn.4035760. 

https://doi.org/10.2139/ssrn.4035760
https://doi.org/10.2139/ssrn.4035760
https://doi.org/10.2139/ssrn.4035760
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4.1 Benefits of wildlife virus discovery and characterisation 

Virus discovery and characterisation efforts aim to identify what viruses could spillover into humans in 

the future, based on analysing their characteristics and where they are currently circulating (Carroll et al. 

2018). Proponents argue that this research features many possible benefits. Identifying high risk viruses 

may guide clinical assessment and facilitate the detection of pathogen spillover (Carroll et al. 2018). For 

instance, PREDICT located Marburg virus in Sierra Leone, which now informs local doctors when 

diagnosing viral hemorrhagic fevers (Amman et al. 2020). Furthermore, proponents argue that identifying 

future viral threats may facilitate the development of vaccines and therapeutics (Grange et al. 2021). 

Identified animal viruses may be used to test broad-spectrum countermeasures such as antivirals (Sheahan 

et al. 2020; 2017; Rappazzo et al. 2021). Additionally, increasing the understanding of viral ecology might 

inform veterinary medicine or yield other, yet unappreciated, benefits. 

 

Despite these proposed benefits, experts debate whether wildlife virus discovery is cost-effective or even 

useful for pandemic prevention (Gray et al. 2021; Holmes, Rambaut, and Andersen 2018). Because 

discovery efforts uncover a vast number of potential animal viruses and a complex set of factors determine 

their potential to jump species, it is difficult to identify the true danger emanating from discovered viruses 

(C. J. Carlson 2020). The benefits from PREDICT and other existing studies are difficult to quantify. 

The $207m PREDICT program identified one new virus that was concluded to have zoonotic potential, 

which was a result from analysing clinical samples and not from wildlife studies (Steffen et al. 2013). 

Furthermore, since the SARS outbreak in 2003, animal coronaviruses have been an important part of 

wildlife virus discovery efforts; arguably, the resulting knowledge has had a limited effect on avoiding the 

COVID-19 pandemic and informing vaccine design (C. J. Carlson 2020). Instead, crucial information for 

vaccine design came from MERS-CoV and SARS-CoV after these viruses had caused significant numbers 

of human infections (Corbett et al. 2020). Lastly, new fast-response vaccine platforms like RNA vaccines 
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reduce the need for anticipating viral threats, as they enable the development of a vaccine for a newly 

identified virus within days (Monrad, Sandbrink, and Cherian 2021). Research on prototype pathogens 

across viral families is important to enable the rapid application of vaccine platforms to new pathogens. 

Viral discovery efforts are not crucial for advancing this prototype pathogen work, as relevant pathogens 

across viral families are already known - frequently from previous human infections, as in the case of 

MERS-CoV and SARS-CoV.  

 

4.2 The wildlife virus discovery and characterisation pipeline 

Wildlife virus discovery and characterisation involves a pipeline of diverse research approaches, including 

fieldwork, computational analysis, and laboratory experiments (Figure 4.1). Researchers collect animal 

droppings and capture wildlife like bats in their natural habitat to collect faecal, mucosal, or blood samples. 

The genetic material within these samples is sequenced in laboratories or in the field, and computational 

methods are used to identify viral genomes. Depending on the project, raw sequencing data or 

uncharacterised viral genomes may be uploaded straight to public online databases, or the respective 

viruses might be further characterised. Researchers increasingly use computational tools to identify high-

risk animal viruses for further laboratory characterisation, which may involve experiments in cell lines or 

animal models to assess their potential to infect humans. For instance, Ge et al. published the genomes of 

two SARS-like coronaviruses found in bat faecal samples alongside data on their replication in human cells 

(Ge et al. 2013). To collate data across viruses and studies, researchers have created an open-source tool 

that ranks animal viruses by their potential to spillover into human populations (Grange et al. 2021). 

Findings from viral collection and characterisation inform further wildlife sampling efforts (Figure 4.1a).  

 

Wildlife virus discovery possibilities are expanding due to new and cheaper approaches for sequencing and 

informatic data interpretation. Metagenomic sequencing allows the non-targeted sequencing of all genetic 
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material within a given sample. As sequencing costs fall, new viruses may be discovered faster than they 

can be analysed in the laboratory (Ladner 2021). Thus, new computational tools, including machine 

learning approaches, are increasingly used to identify the highest-risk viral candidates for further 

experimental characterisation (C. J. Carlson et al. 2021; Mollentze, Babayan, and Streicker 2021). In turn, 

data from experimental characterisation studies inform the training of computational models (Figure 

4.1b).  

 

 

Figure 4.1: The wildlife virus discovery and characterisation pipeline and associated risks 

Samples collected from wildlife are sequenced and computationally assembled to whole viral genomes. Increasingly, 

these viruses are computationally characterised and viruses perceived to pose a high risk for infecting humans are 

studied in laboratories. Findings from experiments then in turn are used to inform further sampling efforts (a) and 

can help train computational tools for viral characterisation (b). Different biosecurity risks arise throughout this 

pipeline. Adapted from (Sandbrink, Ahuja, et al. 2022), which in turn adapted this figure from (C. J. Carlson et al. 

2021). 

 

Dual-use risks emerge throughout this pipeline (Figure 4.1). I first discuss the dual-use risk of identifying 

a virus as pandemic-capable in section 4.4, before then discussing dual-use computational tools in section 

4.5, and briefly touching on physical dual-use products in section 4.6.    
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4.3 Dual-use risks from the identification of pandemic-capable pathogens 

The identification and dissemination of the blueprints for pandemic-capable viruses features potential for 

misuse. Despite a similar debate around the products of research to enhance potential pandemic pathogens 

such as mammalian transmissible highly pathogenic avian influenza virus (Inglesby and Relman 2016), the 

dual-use potential of efforts to identify pandemic-capable viruses from nature has seen little consideration. 

The identification of pandemic-capable viruses is particularly concerning as capabilities to synthesise 

viruses are becoming increasingly widespread and accessible. Kevin Esvelt argues that we are currently 

partially protected by our lack of knowledge about pandemic-capable viruses against which we do not have 

any countermeasures (Esvelt 2022). However, as soon as virus discovery efforts publicly identify a 

pandemic-capable pathogen and publish its genetic blueprint, this potentially creates a great global security 

risk by handing many individuals and groups the ability to start a pandemic. Thus, if wildlife virus 

discovery would actually be likely to identify new pandemic-capable pathogens, this research would 

feature a similar level of misuse risk as ePPP experiments that aim to evaluate how known pathogens might 

mutate into pandemic-capable agents - as discussed in Chapter 1, these ePPP experiments are subject to 

oversight in the United States under the P3CO policy. 12 

 

The global security risk from the public identification of a pandemic-capable virus is not limited to the 

direct release of such an agent. While extremely concerning, only a small number of potential actors might 

actually be motivated to start a catastrophic pandemic. However, many more groups and individuals 

might be interested in advancing their goals by threatening the release of a pandemic-capable agent. To 

imagine the impact on global security, we might consider the implications of a terrorist group acquiring a 

nuclear weapon and threatening its detonation. The effects of handing out the credible capability to start 

 
12 Arguably, while the risks of wildlife virus discovery and ePPP experiments are similar, the benefits of discovering 
a virus that already exists in nature is in expectation higher than that of creating a putative future pandemic-capable 
pathogen. Therefore, on the basis of benefits a different treatment could be warranted.  
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a pandemic would be similarly destabilising, with the difference being that anyone with basic molecular 

biology knowledge could credibly replicate such threats. The only salvation in such a scenario would be 

eventual population-wide vaccination against the agent in question. If no pandemic-capable viruses have 

been publicly identified, a threat would not be credible and much less plausible.  

 

The risk of wildlife virus discovery and characterisation leading to the credible identification of a 

pandemic-capable virus is tightly linked to its proposed potential to identify such future threats. The 

magnitude of the dual-use risk of identifying a pandemic-capable virus depends on how likely it is that one 

animal virus of the 40,000-1,670,000 projected unknown viral species is pandemic-capable (C. J. Carlson 

et al. 2019; Carroll et al. 2018). Despite the large number of unknown viruses, it seems unlikely that a virus 

that has never been exposed to humans would feature high human-to-human transmissibility. However, 

the major proposed benefit of wildlife virus discovery efforts - to “predict” the sources of future pandemics 

- rests on this assumption. Thus, the inherent dual-use risk of predicting future pandemic viruses 

highlights a dichotomy: either virus discovery and characterisation efforts to predict the source of future 

pandemics feature tremendous security risks, or associated benefits for preventing future pandemics are 

lower than claimed. In either case, this questions whether wildlife virus discovery and characterisation 

should become a major part of our pandemic prevention and preparedness portfolio. I will discuss 

alternative pathogen surveillance strategies that may feature both greater benefits for pandemic prevention 

and less risks in section 4.6.  

 

An actionable strategy to mitigate risks while retaining the majority of benefits might be to refrain from a 

small subset of virological experiments that drive pandemic-capable virus identification. These 

experiments include studies of human receptor binding affinity, cell entry, and replication in relevant 

human cell types, and tests of transmission in appropriate animal models. If an animal virus performs in 
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these experiments similar to that of a virus of the same family endemic in humans, this would increase the 

chance that a virus might start a pandemic if introduced into humans. As this small number of experiments 

can create the strongest evidence that a discovered virus is pandemic-capable, they feature the greatest risks 

to create dual-use insights. Therefore, refraining from these experiments would remove the bulk of security 

concerns of identifying a pandemic-capable virus. These experiments are only a small fraction of overall 

virology, and thus many other potential benefits of wildlife virus discovery and characterisation work 

would be retained. These would include using identified animal viruses to test broad-spectrum 

countermeasures, creating phylogenetic trees for rapid characterisation of new threats, and informing local 

clinical diagnosis and behavioural interventions.  

 

Another strategy for mitigating the misuse of pandemic-capable viruses would be to create systems for the 

responsible access to relevant pathogen genomes. Currently, all genomic data is shared publicly on 

platforms like GenBank, European Nucleotide Archive, DNA Data Bank of Japan, and GISAID.13 

However, genomes for potential pandemic pathogens feature significant dual-use risks and thus could be 

made accessible only to legitimate researchers for approved projects. In an article on the intersection of 

biosecurity and open science, James Smith and I argue for responsible access to dual-use materials and 

highlight that similar systems already exist for patient data (Smith and Sandbrink 2022). To access this 

patient data, researchers need to prove their credentials and need to apply with a concrete project. It seems 

reasonable to argue that a blueprint for a pandemic agent should be subject to at least the same level of 

scrutiny. Indeed, individual potential pandemic virus genomes seem like a high leverage point for 

controlling risks as usually only a small number - certainly less than 100 - laboratories work on a given 

 
13 These platforms require signing up and agreeing with a tick box to a user agreement that extends to the 
responsible use of the data.  



88 
 

animal virus. Furthermore, only a part of the viral genome may be required for research, including the 

development of vaccines or other countermeasures.  

 

4.4 Dual-use potential of computational tools for sequence-function prediction 

Computational tools to predict how likely a given discovered virus may spillover and become transmissible 

in humans are becoming an increasingly important part of wildlife virus characterisation (Ladner 2021). 

Sequence interpretation has shown increasing success for identifying viruses with the potential to infect 

humans (Zhang et al. 2019; Kou et al. 2021; Bartoszewicz, Seidel, and Renard 2021). For instance, 

Mollentze et al. have developed a machine-learning tool that interprets signatures of host range in viral 

genomes to predict their potential for human infection (Mollentze, Babayan, and Streicker 2021). 

However, learning to predict viral properties based on genomes is associated with dual-use risks.  

 

First, increasingly powerful sequence-to-function predictions may enable malicious actors to identify 

those viruses that might be pandemic-capable from publicly available genomic data. Once computational 

tools can identify viruses to be pandemic-capable with even a low level of accuracy and the synthesis of 

viruses has become even easier, a malicious actor intent on causing a pandemic might simply release 

multiple computationally identified candidates. Given the uncertainty about the pandemic potential of 

computationally identified pathogens and greater resources required to create a large set of viruses, misuse 

risks are likely lower compared to a laboratory-identified virus.  

 

Second, sequence-to-function prediction may eventually enable reversal to enable function-to-sequence 

prediction. Such pathogen genome optimisation based on desired characteristics would feature significant 

misuse potential. Malicious actors could leverage such tools to create novel blueprints for viruses optimised 

for transmissibility and pathogenicity (O’Brien and Nelson 2020). Current models are still some way away 
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from being reversible. Bartoszewicz et al. tried to reverse their sequence-to-function prediction tools and 

found that artefacts and other constraints prevented function-to-sequence prediction (Bartoszewicz, 

Seidel, and Renard 2021). Nevertheless, relevant scientific and security communities need to start 

considering how to mitigate the misuse of future function-to-sequence prediction capabilities, including 

ones advanced based on computational tools for wildlife virus characterisation.  

 

The growing dual-use risks of computational tools may be mitigated by security-sensitive design and access 

controls. First, developers could design sequence-to-function prediction tools in a way that makes their 

unauthorised reversal for function-to-sequence prediction difficult. The current hurdles to the reversal of 

these tools highlighted by Bartoszewicz et al. may serve as a guide (Bartoszewicz, Seidel, and Renard 2021). 

Second, similar to potential pandemic pathogen genomes, dual-use computational tools that may allow 

the identification or generation of blueprints for pandemic-capable viruses could be subject to access 

controls. One prominent tool for managing access to computational tools are application programming 

interfaces (APIs), the interfaces through which different computer programs interact with each other. For 

instance, the artificial intelligence research company OpenAI deployed an API to control queries to its 

powerful language model GPT-3 to mitigate its use for unintended and harmful purposes (Open AI 

2020). Access controls to computational tools may learn from DNA synthesis screening. DNA synthesis 

screening involves both review of customer identity as well as screening of individual synthesis orders. 

Similarly, API access to computational tools could be restricted both to legitimate customers and 

sanctioned applications. Major DNA synthesis companies have established the International Gene 

Synthesis Consortium to coordinate their security measures (Diggans and Leproust 2019). A similar 

consortium could be formed by the developers of dual-use computational tools or hosts for such tools, 

like the code-sharing platform GitHub. Computational tools for sequence-to-function predictions are 

currently developed in a more distributed manner by different academic groups and smaller organisations. 
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This will complicate establishing a responsible access regime. Nevertheless, as the dual-use risks from these 

tools will grow, the importance of such access controls will continue to rise. 

 

4.5 Laboratory biosecurity and accident risks 

While dual-use knowledge is increasingly becoming the principal security concern of virological research 

and is the focus of this thesis (Lewis et al. 2019), laboratory biosecurity, preventing the theft or misuse of 

pathogens from research institutions, remains an important factor for preventing the misuse of dual-use 

products (Atlas and Dando 2006). Physical biosecurity measures are frequently linked to biosafety 

interventions to reduce accidental pathogen exposure or sample loss. Wildlife virus discovery and 

characterisation risks the deliberate or accidental release of viruses during sampling, transport, and 

laboratory study. Safe sample collection from animals is a technical challenge (Patlovich et al. 2015). Thin 

gloves allowing the manual dexterity required for animal sampling are easily pierced by the sharp claws of 

struggling animals. Furthermore, the lack of universal standards for the secure storage and transport of 

samples risks accidents and theft (Monrad and Katz 2020). The need for transporting dangerous agents to 

laboratories has been reduced by portable sequencing devices that have enabled the sequencing of samples 

in the field (Ciuffreda, Rodríguez-Pérez, and Flores 2021). Even in well-controlled laboratories, accidents 

occur and samples may be mispurposed. In the United States between 2004-2010, a regulated agent was 

lost in one instance during shipment and high-risk pathogens caused four laboratory acquired infections 

in BSL-3 facilities (Henkel, Miller, and Weyant 2012). 

 

A large set of possible measures can improve physical biosecurity and reduce accident risks during wildlife 

virus characterisation and discovery. Foremost among these, universal guidelines for pathogen handling in 

the field and during transport could both reduce accidental exposures and theft of samples. For instance, 

the new One Health High Level Expert Panel (OHHLEP) may take the lead on relevant new guidelines 
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(World Health Organisation 2021a). Such guidelines could draw on practices developed and used for 

PREDICT’s wildlife sample collection efforts (PREDICT One Health Consortium 2016). Laboratories 

working on relevant potential pandemic agents should follow the new ISO 35001 standard for laboratory 

risk management (Callihan et al. 2021). Furthermore, researchers aiming to study highly pathogenic or 

transmissible pathogens should preferentially use safer experimental strategies, like using pseudotyped 

non-human viruses. Pseudotyped viruses feature the body of a harmless virus in which a protein of the 

virus in question is inserted, so that its properties and evolution can be studied. This strategy has for 

instance been used for work on SARS-CoV-2 (Millet et al. 2019). Using pseudotyped viruses more broadly 

would reduce both physical security and accident risks.  

 

Generally, interventions to reduce the misuse of the physical dual-use products of research are more 

straightforward and already more broadly adapted than strategies to mitigate the misuse of dual-use 

knowledge and insights. This broader adoption is reflected in the existence of different biocontainment 

levels, institutional biosafety boards, and national policies on laboratory risk mitigation and export 

controls (Casadevall and Relman 2010; Millett and Rutten 2020). While an important topic, further 

discussion of mitigating the misuse of physical research products is out-of-scope for this thesis. I focus on 

the challenge of managing dual-use insights and only discuss physical research products to a limited extent.  

 

4.6 Low-risk alternatives to wildlife virus discovery and characterisation 

Critics of wildlife virus discovery and characterisation have previously highlighted the limited benefits of 

this work for pandemic prevention. Virus populations are constantly changing and the factors 

determining spillover into humans are very complex, thus assessing future threats based on wildlife 

sampling is incomplete and biased (Wille, Geoghegan, and Holmes 2021). Furthermore, even if researchers 

identify a virus that might at some point spillover into humans and cause a pandemic, the potential for 
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intervention is limited. COVID-19 has demonstrated that it is difficult to vaccinate populations against a 

virus already spreading through the human population (Razai et al. 2021); it would be substantially more 

difficult to vaccinate against possible future threats. As wildlife virus discovery and characterisation 

features significant risks and has questionable benefits, the research community should actively consider 

low-risk alternatives to such work.  

 

One such alternative strategy might be increased investment into detecting and investigating spillover 

events at the human-animal interface. The risk-benefit calculation of dual-use insights on a pandemic-

capable pathogen hinges on whether a pathogen has already been introduced into humans or not. If a 

pathogen is circulating in humans, then the impact of an additional deliberate release would be 

substantially reduced, while the public health importance of sharing this information would be 

significantly greater. Therefore, the detection of novel pathogens in humans may be both lower risk and 

more cost-effective for preventing pandemics than attempts to predict future threats (Holmes, Rambaut, 

and Andersen 2018).  

 

Zoonotic pathogens usually require multiple spillovers into humans before acquiring human-to-human 

transmissibility (Gray et al. 2021). Thus, identifying viruses that regularly make the jump into humans 

before they acquire human-to-human transmissibility may be much more important for pandemic 

prevention than screening for possible future threats in animal populations (Geoghegan and Holmes 

2017). Surveillance of high risk occupations and locations for infection with novel pathogens is thus 

important for pandemic prevention (Wille, Geoghegan, and Holmes 2021). To this end, Africa CDC has 

started the Sentinel program which uses a combination of pathogen-specific and pathogen-agnostic testing 

for providing early warning of possible pandemic events (Africa CDC 2020).  
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Once a zoonotic spillover has been documented, targeted animal sampling may be used for follow-up. 

Such investigations may for instance uncover the animal reservoirs of the pathogen in question, to then 

inform risk communication and behavioural interventions (Saylors et al. 2021). Focusing animal sampling 

on the human animal interface would thus ensure that any findings are maximally actionable - and would 

minimise the risk of uncovering pandemic-capable pathogens that might never make it into human 

populations.  

 

4.7 Lessons from assessing wildlife virus discovery and characterisation 

Considering the dual-use risks of wildlife virus discovery and characterisation highlights multiple lessons. 

First, the identification of pandemic-capable viruses from nature features grave global security 

implications. Associated dual-use risks may be of similar scale to the dual-use risks of ePPP research, as 

both lines of research may identify new agents potentially capable of causing pandemics. While ePPP 

research has recognised dual-use risks and is subject to oversight in the US, relevant wildlife virus discovery 

research is not widely considered to feature substantial dual-use risks. Second, benefits and risks of the 

ambition to predict future pandemic viruses - whether actually possible or not - are tightly coupled. This 

research is conducted to understand the threats that might emerge from nature, however the same 

knowledge enables deliberate release. To reduce the risk of identifying a pandemic-capable pathogen, 

researchers would have to refrain from conducting a select handful of viral characterisation experiments. 

This would retain the bulk of other benefits of wildlife virus discovery and characterisation. Instead of 

attempting to predict future viral threats, alternative pandemic prevention investments feature less risks 

and potentially greater cost-effectiveness - one example being improved testing of high-risk individuals for 

infections with novel pathogens. Lastly, computational tools will likely play an increasing role in driving 

dual-use capabilities. Responsible access systems could be useful for controlling access to dual-use genetic 

blueprints and computational tools.   
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Chapter 5: Virally vectored vaccines14 

Vaccines are one of the most established applications of engineered viruses. Historically, vaccine facilities 

for the large-scale culture of bacteria and viruses have been associated with dual-use potential. However, 

classical inactivated and attenuated pathogen vaccine approaches are increasingly being displaced by new 

approaches to create vaccines that rely on advances in synthetic biology. One new vaccine platform are 

viral vectors, non-pathogenic viruses that are engineered to induce immunity against a desired pathogen. 

The AstraZeneca and Johnson & Johnson COVID-19 vaccines have been based on this technology (Falsey 

et al. 2021; Sadoff et al. 2021). Thus, in the wake of the COVID-19 pandemic, there is potential for 

increased investments into exploring synthetic viruses as vaccine vectors (Monrad, Sandbrink, and 

Cherian 2021). I chose this field as a second case study, because engineering viral vectors as vaccines may 

inadvertently advance capabilities to engineer viral pathogens but these risks have not previously been 

properly characterised.  

 

First, I provide background on virally vectored vaccines and their benefits and downsides as vaccine 

platforms (5.1). Then I present how dual-use considerations around vaccine development have shifted 

from the misuse of equipment to intangible insights (5.2) and evaluate which insights feature the greatest 

dual-use potential (5.3). In a separate section, I introduce work on transmissible vaccines and their unique 

ethical challenges as self-spreading agents associated with unique dual-use insights (5.4). I highlight how 

the preferential advancement of low-risk avenues can reduce dual-use risks from virally vectored vaccines 

(5.5).  

 
14 This section draws heavily on the content of two papers I wrote before the DPhil:  

1. Sandbrink, Jonas B., and Gregory D. Koblentz. 2022. ‘Biosecurity Risks Associated with Vaccine 
Platform Technologies’. Vaccine 40 (17): 2514–23. https://doi.org/10.1016/j.vaccine.2021.02.023. 

2. Sandbrink, Jonas B., Matthew C. Watson, Andrew M. Hebbeler, and Kevin M. Esvelt. 2021. ‘Safety and 
Security Concerns Regarding Transmissible Vaccines’. Nature Ecology & Evolution 5 (4): 405–6. 
https://doi.org/10.1038/s41559-021-01394-3. 

https://doi.org/10.1016/j.vaccine.2021.02.023
https://doi.org/10.1016/j.vaccine.2021.02.023
https://doi.org/10.1038/s41559-021-01394-3
https://doi.org/10.1038/s41559-021-01394-3
https://doi.org/10.1038/s41559-021-01394-3
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5.1 Strategies and properties of virally vectored vaccines 

Virally vectored vaccines are created by inserting a genetic element of the vaccine target into a well-defined, 

non-pathogenic virus. For instance, the ChAdOx1 Oxford/Astrazeneca COVID-19 vaccine consists of a 

SARS-CoV-2 spike gene inserted into a chimpanzee adenovirus vector (Figure 5.1a) (Folegatti et al. 2020). 

The resulting engineered viral vector is then injected into the patient, enters cells, produces the spike 

protein, and induces an immune response against this vaccine target (Rauch et al. 2018).  

 

A large range of viral vectors have been explored as vaccine vehicles and feature different upsides and 

downsides (Ura, Okuda, and Shimada 2014). Adenoviruses are one of the most popular vectors, having 

not just featured in ChAdOx1 but also the Johnson & Johnson COVID-19 vaccines (Sadoff et al. 2021). 

Adeno-associated virus (AAV) is a popular viral vector and while it is mainly used for gene therapy due to 

the low level of inflammation it induces, it has also been explored for vaccines (Xin et al. 2006; Lin et al. 

2009). Notable other viruses explored as viral vectors for vaccines are vesicular stomatitis virus (VSV), used 

in an Ebola vaccine (Henao-Restrepo et al. 2017), and vaccinia virus, one of the oldest viral vectors which 

has been explored for a range of applications (Kaplan 1989; Rerks-Ngarm et al. 2009). 

 

Virally vectored vaccines are an example of a platform vaccine technology. Platform vaccines are systems 

where the same well-characterised delivery system can be easily adapted to target a new pathogen (Adalja 

et al. 2019). Next to viral vectors serving as such vaccine platforms, RNA vaccines, DNA vaccines, and a 

subset of protein expression systems may be considered platform approaches. Because of their potential to 

be rapidly adapted to a new target, the advancement of platform vaccine technologies may be a promising 

strategy to prepare for future pandemics (Monrad, Sandbrink, and Cherian 2021). For instance, the 

ChAdOx1 virally vectored vaccine for COVID-19 was based on a vector previously studied for a MERS 
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vaccine, for which safety studies already had been conducted; this accelerated large-scale clinical trials 

(Barker 2020; Bosaeed et al. 2022). Among platform vaccine technologies, virally vectored vaccines are 

among the more well-defined technologies. Even before COVID-19, virally vectored vaccines had been 

licensed for Ebola and Dengue (Sebastian and Lambe 2018). 

 

Next to their potential for rapid development, virally vectored vaccines feature other unique 

characteristics. They may be particularly effective at inducing not only humoral but also strong cellular 

immune responses, thus featuring particular benefits for pathogens with complex pathogenesis (Graham 

and Sullivan 2018). Furthermore, as the Johnson & Johnson COVID-19 vaccine demonstrated, virally 

vectored vaccines may be used in a single dose regimen (Sadoff et al. 2021). Additionally, compared to 

RNA vaccines, virally vectored vaccines have lower cold chain requirements (Falsey et al. 2021; Polack et 

al. 2020). Lastly, virally vectored vaccines may be engineered as transmissible vaccines, which are being 

explored for the vaccination of animal populations. I discuss these transmissible vaccines and their dual-

use potential separately in section 5.5. 

 

Virally vectored vaccines are limited by anti-vector immunity. Pre-existing immunity against the vaccine 

vector, induced by previous natural infection with a related virus, may decrease the effectiveness of virally 

vectored vaccines (Saxena et al. 2013). Antibodies may neutralise the viral vectors before they can enter 

cells and express the vaccine target. Adenovirus 5 (Ad5) is a viral vector with promising properties but due 

to its natural existence as a common cold virus, immunity against Ad5 is widespread (Pichla-Gollon et al. 

2009; Pine et al. 2011). Furthermore, reusability of a given viral vector may also be limited as any 

administration may not only induce immunity against the vaccine target but also the viral vector (Saxena 

et al. 2013). Accordingly, different approaches are taken to evade anti-vector immunity (Figure 5.1); I will 

discuss these approaches and their dual-use risks in more detail in 5.4 and 5.5. 
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Figure 5.1: Viral vectors and their modifications for vaccines 

Virally vectored vaccines consist of a viral vector with a genome in which the gene for the antigen of interest, a protein 

of the vaccine target, has been inserted. Different approaches to overcome pre-existing anti-vector immunity are a) 

the creation of chimeric viral vectors with surface proteins that do not feature pre-existing immunity, b) choosing 

virus as vectors that do not feature pre-existing immunity, c) chemical modification of viral surfaces, for instance 

with polyethylene glycol (PEG). Figure 5.1 was created using biorender.com. Reproduced from Sandbrink and 

Koblentz 2022.  

 

5.2 From physical security risks to dual-use insights 

The dual-use potential of vaccines has evolved over time with technological advances. Traditionally, 

manufacturing equipment for vaccine production was associated with significant dual-use potential. 

Fermenters for the large-scale culture of viruses used in attenuated or inactivated vaccines could be misused 

for the large-scale production of agents for biological warfare. For instance, Iraq used fermenters originally 

intended for producing veterinary vaccines for the production of botulinum toxin (Atlas and Dando 

2006; Central Intelligence Agency 2005). Similarly, the Soviet Union planned to repurpose vaccine 

production plants for production of biological warfare agents (Leitenberg 2001).  

 

Increasingly, dual-use insights derived from research on viruses are displacing manufacturing equipment 

as the principal source of security concern. As mentioned in Chapter 1, a particular newsworthy case 
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demonstrating this development was the debate ensuing after the recreation of horsepox virus as a new 

vaccine vector (Noyce, Lederman, and Evans 2018; Kupferschmidt 2018). Biosecurity experts argue that 

this public demonstration of how to stitch together a poxvirus from synthetic DNA has lowered the 

barrier to acquisition of smallpox, otherwise only held at two secure repositories in the United States and 

Russia (Koblentz 2017; Inglesby 2018). 

 

Advances in synthetic biology, including cheaper DNA synthesis, increase the threat from the misuse of 

dual-use insights. While large-scale production of classical biowarfare agents, including botulinum toxin 

and anthrax, would be associated with large but limited harm, the release of a modified, highly 

transmissible virus might pose a global catastrophic risk. As synthetic biology is becoming more accessible 

and powerful, the creation and modification of such agents may be possible. Public information, including 

information arising from viral vector research, once published may be misused by a large number of 

individuals around the globe. Thus, dual-use insights from research on virally vectored vaccines may 

feature high dual-use potential compared to other vaccine technologies (Sandbrink and Koblentz 2022).  

 

5.3 Dual-use viral engineering approaches 

There are two main categories of dual-use risks arising from work on virally vectored vaccines: a) the 

general spread of skills and methods to create viruses and b) specific highly dual-use insights on viral 

engineering.  

 

Any work involving the synthetic creation of viruses will advance relevant dual-use methods and make 

these accessible to a greater number of individuals. Creating virally vectored vaccines advances molecular 

biology methods to create and amplify synthetic DNA and trigger viral assembly in cell lines. While 

featuring dual-use potential, these general-purpose skills are driven by a large range of research. Based on 
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bibliometric data, I estimate that only 10% of all research on viral vectors is vaccine research (Sandbrink 

and Koblentz 2022). A large fraction of other research on viral vectors is conducted for gene therapy. 

However, vaccine work may drive a particularly dangerous subset of synthetic biology skills. Viral vectors 

used in vaccines are frequently related to pathogens and thus may inform misuse. For instance, as the 

horsepox debate demonstrated, work on poxviruses like vaccinia virus and horsepox as vaccine vectors may 

uniquely spread skills for the recreation of smallpox.  

 

The greatest dual-use risks are however associated with developing specific approaches for enhancing 

properties critical for pathogens, most notably immune evasion. Anti-vector immunity poses a challenge 

for virally vectored vaccines: this incentivises a large set of research on engineering immune evasion 

(Thacker, Timares, and Matthews 2009). To realise the promise of Ad5 as a vaccine vector despite 

widespread pre-existing immunity, Roberts et al. have developed a chimeric adenovirus candidate with 

surface proteins from Ad48, an adenovirus serotype with little pre-existing immunity (Roberts et al. 2006) 

(Figure 5.1a). Such approaches are particularly worrying when applied to vectors related to pathogens with 

pandemic potential, including influenza virus, poxviruses, measles virus, and poliovirus. These methods 

may be misused to turn these pathogens into versions capable of circumventing natural or vaccine-

acquired immunity and thus able to spark pandemics. Surface protein engineering is generally virus family 

specific which limits the misuse potential of work on vectors unrelated to concerning pathogens. 

However, in the future, academics and companies may explore more sophisticated immune evasion 

approaches with greater universality and, thus, greater dual-use potential. 

 

5.4 Dual-use risks of transmissible vaccines 

Research on transmissible vaccines is associated with particular ethical challenges, including 

considerations around dual-use risks. Researchers have proposed to use such transmissible vaccines for 
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animal populations to target pathogens that might spillover into humans. The most popular version of 

transmissible vaccines are virally vectored vaccines where transmissibility of the viral vector is retained, 

thus this viral vector would transmit from the first exposed animals and induce immune responses against 

the target virus in every encountered animal. Transmissible vaccines have the upside of enabling the 

potential cost-effective immunisation of large populations of wild animals. Thus, they could have a direct 

application for diseases that frequently enter humans from known reservoirs, like rabies and Lassa fever 

(Griffiths et al. 2022; Nuismer 2022). Additionally, proponents argue that transmissible vaccines could 

eventually preemptively eradicate high risk zoonotic pathogens that feature pandemic potential (Nuismer 

and Bull 2020). While one field trial of a transmissible vaccine for rabbit myxomatosis and rabbit 

hemorrhagic disease was conducted in the early 2000s, the development of viral vector-based transmissible 

vaccines is mainly in an early stage (Griffiths et al. 2022). However, funding bodies, including the United 

States Defense Advanced Research Projects Agency (DARPA), are interested in advancing this 

technology.15  

 

The development and deployment of transmissible vaccines features many ethical challenges beyond dual-

use risks. Once released, transmissible viruses may evolve and inadvertently cause harm (Lentzos et al. 

2022). Even viruses with a low reproductive rate may undergo genetic changes. This is demonstrated by 

the live (Sabin) poliovirus vaccine, which transmits only infrequently but nevertheless regularly undergoes 

genetic changes and reverts to a pathogenic form (Burns et al. 2014). While a loss of the vaccine genes is 

the most likely genetic change, recombination events with other viruses may lead to inadvertent changes, 

including a transfer of genetic material with human viruses (Sandbrink et al. 2021). Additionally, it can be 

difficult to run controlled trials because of the risk of escape. For instance, a rabbit hemorrhagic disease 

virus escaped during a presumably secure trial on an isolated island and subsequently killed rabbits on 

 
15 Based on a conversation with a DARPA contractor.  
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mainland Australia, before being deliberately smuggled to New Zealand (Schwensow et al. 2014). Some 

of the ethical challenges of transmissible vaccines have been discussed as part of broader discussions on 

self-spreading viruses for wildlife management, including liability and responsibility if such agents cross 

national borders (Lentzos et al. 2022). 

 

Transmissible vaccine development may be associated with particular dual-use insights. While other virally 

vectored vaccine work may involve the engineering of immune evasion, transmissible vaccines may 

uniquely generate insights into the fine-tuning of viral transmissibility and genetic stability (Sandbrink et 

al. 2021). Despite current viral vector research not focusing on this aspect, it seems likely that increased 

funding for this work would generate an incentive to investigate this topic. Furthermore, research into 

enhancing the genetic stability of recombinant viruses may be explored to prevent the loss of important, 

but evolutionarily disadvantageous, genetic vaccine elements. Methods to confer genetic stability may be 

misused to lock in certain dangerous properties, like enhanced lethality, at a level that would otherwise be 

lost on sustained transmission. Lastly, any modification of transmissible vaccines has to be able to be passed 

onto vaccine progeny, reducing the potential for low dual-use non-heritable modification strategies. 

 

5.5 Risk mitigation through low-risk alternatives 

Dual-use risks from virally vectored vaccine development can be mainly mitigated through pursuing low-

risk alternatives. In contrast to wildlife virus discovery, which, as discussed in Chapter 4, creates many 

dual-use insights through work directly on pandemic-capable pathogens, the risks of developing virally 

vectored vaccines are more indirect. Thus, fewer strategies are available to modify risks, such as improving 

experimental practices and the careful handling of a small subset of information. Instead, the most 

promising way to mitigate dual-use risks may be to shift away from lines of research that predominantly 

generate these risks and choose low-risk paths that offer the same benefits.  
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When developing a virally vectored vaccine, risks can be reduced through choosing certain research 

avenues over others. Generally, picking viral vectors that are not related to potential pandemic pathogens 

will reduce dual-use risks. For instance, the development of an adenovirus-based vaccine will likely generate 

skills and insights creating less misuse risks than work on poxviruses, such as vaccinia virus. To reduce the 

need of engineering immune evasion, vaccine developers might choose viral vectors without preexisting 

immunity, such as the chimpanzee adenovirus used in the ChAdOx1 Astrazeneca/Oxford vaccine (Figure 

5.1b) (Falsey et al. 2021). The ChAdOx1 and rVSV-based Ebola vaccines demonstrate that non-human 

viral vectors can be safe and efficacious (Henao-Restrepo et al. 2017; Falsey et al. 2021). Vaccine developers 

exploring a promising vector stunted by pre-existing immunity might use non-heritable methods over 

heritable methods for achieving immune evasion. For instance, chemical modifications may be used to 

confer immune evasion but feature little misuse potential as they are not suitable to enhance transmissible 

viruses (Figure 5.1c). For example, Weaver and Barry showed that a PEGylated Ad5 vaccine vector induced 

higher levels of antibodies compared to unmodified Ad5 (Weaver and Barry 2008). 

 

Risks can be reduced the most by moving away from vaccines based on engineered viruses to alternative 

technologies. RNA vaccines, vaccines based on the genetic messenger RNA delivered in lipid 

nanoparticles, do not involve any viral engineering and hence feature lower dual-use potential than virally 

vectored vaccines (Sandbrink and Koblentz 2022). Fortuitously, RNA vaccines showed greater efficacy 

against COVID-19 than virally vectored vaccines (Polack et al. 2020; Sadoff et al. 2021; Falsey et al. 2021). 

Before COVID-19, RNA vaccines were still a quite immature technology with questionable promise, 

however now increased investment and wide application seems likely (Sandbrink and Shattock 2020). 

Preferentially developing and using RNA vaccines would reduce the build-up of population immunity 

against the most promising viral vectors and thus might retain the efficacy of virally vectored vaccines for 

when their unique properties at inducing cellular immune responses are needed, including for poxviruses, 
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filoviruses, and other enveloped viruses with complex pathogenicity (Graham and Sullivan 2018). A low 

dual-use alternative to transmissible vaccines based on self-spreading viruses are transferable vaccines 

(Sandbrink et al. 2021). These are topically applied to animals for spread through close contact and have 

shown conceptual promise (Bakker et al. 2019). However, the bulk of dual-use risk unique to developing 

transmissible vaccines may also be removed by a commitment to not enhance vector transmissibility.  

 

5.6 Lessons from assessing dual-use risks of virally vectored vaccines 

Analysis of the dual-use potential of developing virally vectored vaccines highlights multiple lessons. First, 

research on viral vectors generates dual-use viral engineering skills and methods. Much of the most 

sophisticated viral vector engineering is conducted for gene and cancer therapy, which I examine in the 

next chapter. Second, the enhancement of viral properties like immune evasion and transmissibility drives 

a significant fraction of dual-use risks of developing virally vectored vaccines. This highlights the potential 

for select interventions and advocacy with relevant researchers to shift towards less risky approaches. 

Lastly, generally, choosing low-risk alternatives are a crucial strategy for reducing risks from developing 

virally vectored vaccines. Creating systems in which low-risk alternatives are preferentially pursued may be 

a generalisable risk mitigation strategy for dual-use biotechnology research that does not involve direct 

work on pathogens. 
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Chapter 6: Viral vectors for gene therapy16  

A large amount of research on viral vectors, and thus much of synthetic virology, is driven by gene therapy 

(Sandbrink and Koblentz 2022). The enduring hope to end genetic diseases sparks commercial interest, 

which in turn incentivises relevant academic research. This trend is reinforced by the successful licensing 

of several gene therapies (Shahryari et al. 2019). Gene therapy delivery requires viral vectors with particular 

properties, some divergent from the original functions of viruses; thus, gene therapy has inspired 

sophisticated approaches to engineer viral properties. Furthermore, researchers develop general-purpose 

viral engineering tools to optimise viruses across many properties at once and make these accessible to 

individuals without extensive virological expertise (Ogden et al. 2019; Sinai et al. 2021). Thus, research on 

viral vectors for gene therapy delivery may be an important source of emerging dual-use risks. The main 

focus of this case study are viral vectors for gene therapy. Still, I also touch on related efforts to develop 

cancer-killing oncolytic viruses and other cancer immunotherapies based on viral vectors.  

 

First, I discuss why and how viral vectors are engineered for gene therapy and in what ways this work differs 

from previously discussed virally vectored vaccines. Then, I analyse three concrete subsets of dual-use risks 

(6.2-4), highlighting both how virus-specific work for gene therapy research may be less concerning than 

that for vaccines and how gene therapy research advances highly dual-use universal methods for viral 

enhancement. I end with a discussion of how to mitigate these risks, finding that previously discussed 

strategies of low dual-use alternatives (6.5) and structured access to computational tools (6.6) are also 

applicable for this research.  

 

 
16 This section presents the content of the following paper: Sandbrink, Jonas B., Ethan C. Alley, Matthew C. 
Watson, Gregory D. Koblentz, and Kevin M. Esvelt. 2022. ‘Insidious Insights: Implications of Viral Vector 
Engineering for Pathogen Enhancement’. Gene Therapy, March, 1–4. https://doi.org/10.1038/s41434-021-00312-
3. 

https://doi.org/10.1038/s41434-021-00312-3
https://doi.org/10.1038/s41434-021-00312-3
https://doi.org/10.1038/s41434-021-00312-3
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6.1 Viral vectors and engineering challenges 

Viral vectors are currently the most popular method to deliver gene therapies. Similar to virally vectored 

vaccines, the gene of interest, for example, a gene missing as part of a genetic disorder, is inserted into a 

non-pathogenic viral vector. Viral vectors are selected for different disorders based on whether they target 

relevant tissues. For instance, adeno-associated virus serotype 2 (AAV2) can enter cells of the eye and thus 

has been used in a gene therapy product to treat the eye disease Leber congenital amaurosis (Casey, Papp, 

and MacDonald 2020). In contrast to vaccines, viral vectors for gene therapy work best when inducing 

minimal inflammation and immune activation (Chan et al. 2021). Another crucial property of gene 

therapy vectors is long-term gene expression (Haberman, McCown, and Samulski 1998). Thus, gene 

therapy frequently features different vectors to those used in vaccines and cancer immunotherapy. Adeno-

associated virus has become the most popular viral vector for gene therapy due to inducing little 

inflammation, providing long-term gene expression, and offering many serotypes with different tissue 

specificities. 

 

Engineering and recombination of viral vectors can help to optimise their properties and thus improve the 

effectiveness of gene therapies and suitability for more diseases. Like virally vectored vaccines, viral vectors 

for gene therapy are limited by anti-vector immunity. Surface protein engineering approaches are 

employed to achieve evasion of pre-existing immune responses similar to virally vectored vaccines (further 

discussed in 6.2). Additionally, researchers are also engineering vectors to modulate the immune system to 

temper cellular inflammation induced by viral genetic material (further discussed in 6.3). Limited potential 

for readministration due to anti-vector immunity is another related challenge. To optimise the targeting 

of desired tissues, researchers reconstruct ancestral viral particles (Santiago-Ortiz et al. 2015) and 

recombine existing vectors (Castle et al. 2016). Lastly, viral vectors are optimised across many other 
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properties like expression efficiency, ease of production, and thermostability with increasingly powerful 

and generalisable viral engineering approaches (further discussed in 6.4) (Ogden et al. 2019). 

 

6.2 Dual-use risks from virus-specific enhancement 

In my assessment of dual-use risks of viral vectors, I focus on viral engineering insights that may inform 

the enhancement or creation of pandemic-capable viruses. Others have previously discussed how viral 

vectors may be misused to deliver toxins or other harmful genes (Kirkpatrick et al. 2018; Javitt and Prince 

2012), however these risks are out of the scope of this work due to the non-replicating nature of such 

constructs and less relevance to informing the creation of globally catastrophic pandemics. Instead, I will 

focus on those insights which are capable of turning viruses pandemic-capable. Many pathogens are 

constrained by pre-existing immunity or insufficient human receptor adaptation. Thus, methods for 

immune evasion or enhancing receptor binding originating from gene therapy research may be used to 

create new pandemic agents. Particularly concerning are insights directly applicable to viruses capable of 

autonomous spread.  

 

Pre-existing anti-vector immunity limits promising gene therapy vectors like AAV (Calcedo et al. 2009). 

Thus, surface proteins of viral vectors for gene therapy are modified using similar approaches as those for 

vaccines. Researchers study the effects of different mutations of AAV capsids on immune evasion (Lochrie 

et al. 2006) and immune evasive variants are selected through directed evolution, a process in which large 

numbers of mutations are generated and screened for the ability to evade neutralising antibodies (Maersch 

et al. 2010). Resulting AAV vectors may be able to evade pre-existing immunity whilst retaining favourable 

properties for gene delivery.  
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Such virus-specific approaches for optimising AAV feature limited dual-use risks. This is because AAV 

requires co-infection with a helper virus, adenovirus, to replicate in human cells as it does not feature its 

own replication machinery. Therefore, it is much more difficult to turn AAV into a pandemic pathogen 

and insights specific to AAV are less concerning (Figure 6.1d) (Meier, Fraefel, and Seyffert 2020). In 

contrast, similar work on viruses capable of unassisted human transmission features comparatively higher 

risks (Figure 6.1e). As for vaccines, the risks depend on how easily a given virus might be misused and 

turned into a pandemic pathogen. Most concerning may be virus-specific cell surface engineering of 

influenza virus, measles virus, and poliovirus, which are exploited by oncolytic virus research for their cell 

killing and immune induction abilities (Denniston et al. 2016; Msaouel et al. 2012; Pizzuto et al. 2016). 

 

 
Figure 6.1: Vector enhancement approaches and their relative misuse potential 

a) Non-viral vectors do not involve any viral engineering and hence feature the least potential for misuse. b-c) Non-

heritable enhancement of viral vectors features comparatively less potential for misuse compared to heritable 

enhancement. d) Heritable enhancement of AAV, a virus incapable of unassisted transmission, features less potential 

for misuse than that of viruses capable of unassisted transmission. e) Heritable enhancement of viruses capable of 

unassisted transmission generally features the highest potential for misuse. Reproduced from Sandbrink et al. 2022.  
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6.3 Dual-use risks from universal approaches for immune modulation 

To inhibit immune activation, researchers have been exploring ways to modify viral vectors with immune-

dampening genetic elements. These genetic elements may for instance be taken from other viruses, such as 

US6 glycoprotein from cytomegalovirus (Kwangseog Ahn et al. 1997) and infected cell protein 47 from 

herpes simplex virus (K. Ahn et al. 1996). Both genes prevent immune cells from killing infected cells, and 

have been used to enhance AAV (Shao et al. 2018). However, novel approaches to interfere with immune 

system activation are also being explored. An example is the study by Chan et al., which I described in the 

introduction to this thesis. As discussed earlier, Chan et al. used short non-coding DNA sequences to 

interfere with the activation of the TLR9 innate immune sensor to prevent the detection of AAV genetic 

material and subsequent induction of an inflammatory response (Chan et al. 2021).  

 

The development and characterisation of such genetic elements for immune modulation features high 

dual-use potential. Their functionality resembles that of work that sparked a well-known dual-use 

controversy discussed in Chapter 1: Jackson et al. inserted in the early 2000s the immunosuppressive 

cytokine IL-4 into the genome of mousepox virus, which conferred enhanced virulence and vaccine 

evasion in mice (R. J. Jackson et al. 2001). Biosecurity experts noted the grave misuse potential of this 

method due to the similarity between mousepox and smallpox virus (Selgelid and Weir 2010). Similarly, 

immune modulatory genetic elements for viral vectors for gene therapy may be misused and inserted into 

pathogens. Indeed, these genetic elements can be inserted into any virus with sufficient genomic flexibility 

as they operate independently of other viral systems. Concerningly, the short non-coding DNA sequences 

used by Chan et al. are much shorter than the genes for IL-4 or other proteins. Thus, these universal genetic 

elements may be transferable to viruses with smaller genomes, including many high-risk pathogens. This 

application may require little specialist expertise or additional research. Current genetic elements for 
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immune modulation still feature limited functionality, but future advances of this kind may generate very 

generalisable capabilities to enhance viruses.  

 

6.4 Dual-use risks from general-purpose viral engineering methods 

The need to optimise viral vectors for gene therapy across many different properties advances new viral 

engineering methods. These methods are frequently general-purpose and can facilitate faster or more 

precise viral engineering experiments, with some even reducing the need for certain experiments. Thus, 

these general-purpose viral engineering methods may lower the barrier to creating a pandemic-capable 

pathogen.  

 

Certain general-purpose viral engineering methods advanced through gene therapy research still require 

work-intensive experiments and specialist expertise, and thus feature a higher barrier to misuse. This 

includes cutting-edge high throughput methods for directed evolution across multiple properties (Ogden 

et al. 2019). Structure-guided rational design can also inform vector-enhancing mutations but requires 

expert judgement and structural data from cryo-electron microscopy or X-ray crystallography experiments 

(Ding and Gradinaru 2020). 

 

Computational tools for general-purpose viral engineering may feature greater misuse potential. Ogden et 

al. pioneered the computational optimisation of AAV across properties like virus production, immune 

evasion, thermostability, and biodistribution (Ogden et al. 2019). Other groups have since built on this 

approach (Marques et al. 2021; Mikos, Chen, and Suh 2021). Computational tools are now able to predict 

viable capsids that are substantially different from experimentally derived variants (Marques et al. 2021; 

Bryant et al. 2021). The need for specific experimental training data for machine learning tools has been 
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removed through demonstrations of how publicly available data can be used to inform the identification 

of new synthetic variants (Mikos, Chen, and Suh 2021; Sinai et al. 2021). 

 

Computational tools lower the need for expert judgement and cut down on laborious experiments. I will 

discuss general developments relating to large language models and biodesign tools in Chapter 7. However, 

there are also tools and applications specific to viral vector design. Papers describing computational 

advances highlight how these approaches are transferable to other viral engineering challenges (Ogden et 

al. 2019) and are aiming at enabling a broad set of wet-lab scientists without specific specialist expertise in 

the enhancement of particular viral properties (Sinai et al. 2021). The development of protein folding 

prediction tools like AlphaFold may exacerbate these developments, including through allowing the 

generation of large synthetic training datasets for the most concerning pathogens (Baek et al. 2021; Jumper 

et al. 2021). Currently, computational tools are still limited in power and transferability between viruses 

and target properties, but this will change as researchers seek to build increasingly powerful and general-

purpose tools.  

 

6.5 Mitigating risks through low-risk alternatives 

Similar to virally vectored vaccines, risks from viral vectors for gene therapy can principally be cut through 

the preferential advancement of low dual-use solutions. There may be other risk mitigation approaches for 

computational tools, which I will discuss separately in the next section (6.6).  

 

Particularly promising for reducing dual-use risks are alternatives to the heritable enhancement of viral 

vectors. Similar to vaccines (discussed in 5.5), risks may be reduced by choosing vectors that do not require 

extensive viral engineering associated with dual-use risks, such as vectors without pre-existing immunity 

(Jeune et al. 2013). Furthermore, sticking to AAV and virus-specific methods for the genetic modification 
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of AAV would keep dual-use potential small. For other vectors, non-genetic modifications like shielding 

through synthetic polymers like PEG (Yao et al. 2017) or the use of lipid bilayer envelopes (Singh, Tian, 

and Kostarelos 2008) may be a low dual-use alternative to heritable enhancement methods (Figure 6.1b,c).  

 

Other strategies are also available to minimise dual-use risks of viral vector engineering for gene therapy. 

Instead of designing ever more potent dual-use genetic immune-modulating elements, clinicians could 

focus on pharmacological means to induce immune modulation. For instance, drugs that prevent the 

activation of immune responses or induce immune tolerance have been explored as complements to gene 

therapies (Adriouch et al. 2011; Meliani et al. 2017; Mitchell and Samulski 2013). Novel advances in 

synthetic biology may also be leveraged to develop genetic enhancement methods that are difficult to 

misuse. For instance, one might use non-canonical amino acids (de la Torre and Chin 2021), amino acids 

normally not occurring in the human body, in vector engineering and thus prevent misapplication of such 

engineering approaches outside of controlled environments where such unnatural amino acids are 

provided.  

 

In the same way that RNA vaccines present a low dual-use alternative to virally vectored vaccines, non-

viral delivery methods might be a potent way to reduce the dual-use potential of gene therapy development 

(Figure 6.1a) (Sandbrink, Alley, et al. 2022; Sandbrink and Koblentz 2022). For instance, lipid 

nanoparticles (LNPs) have been explored as delivery vehicles for gene therapies (Cullis and Hope 2017). 

Non-viral gene therapy methods used to feature poor delivery efficiency but are increasingly the subject of 

human trials (Ramamoorth and Narvekar 2015). The timelines of replacing viral delivery will likely be 

longer than RNA vaccines gaining greater popularity than virally vectored vaccines. However, non-viral 

delivery methods feature advantages like cell-free manufacturing, larger payloads, and flexible design 

which make them attractive (Cullis and Hope 2017). Importantly, they do not feature the challenge of 
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anti-vector immunity and limited potential for repeat administrations (Coelho et al. 2013). To achieve 

non-viral gene therapy delivery, researchers will need to solve the problem of how to target specific cell 

types; advances in lipidomics may contribute to this (Kim et al. 2021).  

 

6.6 Mitigating dual-use risks of general-purpose viral engineering approaches 

The scientific community needs to safeguard general-purpose viral engineering approaches that may make 

the misuse of pathogens easier, including certain computational tools. The latter may enable successful 

gene therapy and thus need to be guarded from misuse (Wec et al. 2021). In the near term, software 

developers should keep their tools specific to low-risk AAV until best practice norms for ethical and 

security-considerate use of computational tools have been developed. This is because sharing code and 

tools applicable to viruses capable of unassisted human-to-human transmission may inadvertently and 

irreversibly make their enhancement easier. One important strategy to mitigate misuse of general-purpose 

computational tools may be structured access solutions, as discussed in 4.4. Stakeholder discussions, 

including data and code sharing platforms like GitHub, are needed to identify balanced measures to reduce 

risks.  

 

6.7 Lessons from assessing dual-use risks of viral vectors for gene therapy 

There are multiple takeaway messages from analysing the dual-use potential of viral vectors for gene 

therapy. First, synthetic virology research for gene therapy already features dual-use risks and such risks 

will only increase. I identify a drive towards universally applicable approaches and general-purpose 

methods that, if advanced in a more sophisticated form, will feature increasing dual-use risks. For instance, 

viral vector engineering drives the development of universal genetic elements for enhancing viral properties 

applicable to a broad range of viruses. Such universal genetic enhancement approaches deserve special 

dual-use oversight. Second, virus-specific work on AAV and other non-autonomously transmissible 
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viruses may be a low-risk alternative to more concerning viral vector work. Prioritising promising AAV 

work for gene therapy could be a way to maximise benefits while minimising dual-use risks. Lastly, viral 

vector engineering for gene therapy and cancer immunotherapy leads to advances in cutting-edge general-

purpose viral engineering tools. In particular, computational tools may substantially increase the power 

and accessibility of viral engineering and thus deserve special dual-use consideration, which is the subject 

of the next chapter. . 
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Chapter 7: Artificial intelligence, large language models, and biodesign tools17 

7.1 Introduction 

Artificial intelligence (AI) has the potential to catalyse advances across many different areas of the life 

sciences. For example, AI tools are already driving protein design capabilities (Eisenstein 2023), antibiotic 

discovery (Liu et al. 2023), and the ability to understand the human genome (Dalla-Torre et al. 2023). In 

the longer term, AI may transform the nature of life sciences research through automated research 

capabilities (Boiko, MacKnight, and Gomes 2023). These developments will also strengthen health 

security, for instance, by empowering the ability to detect and respond to infectious disease outbreaks 

(Wang et al. 2021). However, as AI transforms the life sciences, this may also increase biosecurity risks 

through empowering the weaponisation and misuse of biological agents, including pandemic pathogens.  

 

I differentiate between two forms of AI which, in different ways, exacerbate the risk of biological misuse: 

large language models (LLMs) and biodesign tools. Drawing on evidence from historical biological 

weapons programs, I analyse how these two different classes of general-purpose AI tools impact barriers 

to weaponising biological agents. Given advances in general-purpose AI systems have broad and 

fundamental impacts on the accessibility and modification of biological agents, this chapter focuses less 

explicitly on pandemic pathogens. I argue that LLMs and biodesign tools feature significantly different 

properties and risk profiles (see Table 7.1), which has important implications for appropriate risk 

mitigation strategies. 

 

 
17 This section has with minor modifications been turned into the following preprint: Sandbrink, Jonas B. 
‘Artificial intelligence and biological misuse: Differentiating risks of language models and biodesign tools.’ arXiv, 
2023. doi:10.48550/arXiv.2306.13952 

https://doi.org/10.48550/arXiv.2306.13952
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AI applications may also increase biosecurity risks through indirect avenues. For instance, LLMs could 

also exacerbate misinformation and disinformation challenges (Goldstein et al. 2023), which could 

negatively impact the response and attribution of a biological event. Furthermore, LLMs might be misused 

as tools to radicalise and recruit or to coerce and manipulate scientists to acquire technical expertise for 

biological weapons development. While disinformation and manipulation risks need to be examined and 

addressed, these risks are less unique to biosecurity and are not the focus of this piece.  

 

AI tools may exacerbate biological risks more drastically than risks of chemical misuse. Undoubtedly, AI 

has the potential to lower barriers to chemical weapons. Indeed, Urbina et al. have illustrated how an AI-

powered drug discovery tool could be used to generate blueprints for plausible novel toxic chemicals 

(Urbina et al. 2022). However, increases in the potential harm of chemical weapons will be limited because 

of their non-transmissible nature. In contrast, as the following sections argue, AI may not only increase 

the accessibility of biological weapons but could also increase their ceiling of harm because it could enable 

the design of biological agents with unprecedented properties. Thus, the intersection between AI and the 

biological sciences has particularly pronounced security implications. 

 

Table 7.1: Summary of characteristics, risks, and risk mitigation options for LLMs and biodesign tools 

 Large language models (LLMs)  Biodesign tools 

Definition Tools trained primarily on natural 
language which can provide scientific 
information, access relevant online 
resources and tools, or instruct research.  

Tools trained on biological data that are used 
for designing new proteins or other biological 
agents. 

Examples ● Foundation models (e.g. GPT-
4/ChatGPT) 

● Language models optimised for 
assisting scientific work (e.g. 
BioGPT) 

● Language model-based tools for 
autonomous scientific research 

● ProteinMPNN, RFdiffusion 
● Protein language models trained on 

genetic sequences (e.g. ProGen2) 
● Smaller and more specialised tools (e.g. 

Ogden et al 2019) 
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(e.g. Boiko et al. 2023) 

Developers ● Foundation models are developed 
by a limited number of well-
resourced companies. 

● Science-specific models or 
applications of foundation models 
are developed by more distributed 
creators.  

● The majority of biodesign tools are 
developed in a very distributed and open-
source manner.  

● A small number of large-scale models have 
been developed by well-resourced 
companies.  

Major risks Lower barriers to accessing and 
misusing biological agents across the 
whole spectrum of actors (i.e. 
individuals, groups, and state 
programs): 
● Providing information on dual-use 

topics 
● Providing lab assistance and, 

eventually, autonomous research 
● Identifying avenues for misuse 
● Creating a perception of increased 

accessibility 
In the future, autonomous science tools 
may also increase the ceiling of 
capabilities. 

Increased ceiling of capabilities, in particular 
for most sophisticated actors (i.e. state 
programs and well-resourced, sophisticated 
groups): 
● Enabling creation and misuse of 

pathogens much worse than anything 
known today  

● Enabling biological weapons attractive to 
state actors, e.g. targeted to populations or 
geographies 

In the short term, enabling the creation of 
hazardous proteins that are not picked up by 
existing gene synthesis screening. 

Risk 
mitigation 

● Only release powerful LLMs with 
structured access; consider limits 
on open sourcing and strengthen 
information security to prevent 
leaks 

● Pre-release evaluations by third 
parties and post-release reporting 
of hazards for foundation models 
to ensure developers have 
eliminated dangerous capabilities 

● Provide differentiated access to 
dual-use AI tools for science based 
on authentication of users 

● Review of dual-use risks before, during, 
and after biodesign tools development 

● For general-purpose biodesign tools, 
consider moving away from open access 
to structured access; this would enable 
future governance measures like 
differentiated access to certain capabilities 
based on authentication of users 

● Universal gene synthesis screening and 
development of screening based on 
functional prediction 

● Make biological weapons less attractive to 
well-resourced actors 
○ Strengthen intelligence and law 

enforcement 
○ Strengthen norms against biological 

weapons 
● Consider red lines for development of 

certain dangerous capabilities  
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7.2 Risks from large language models (LLMs) 

7.2.1 Overview of large language models and related advances 

The first class of AI tools that might enable misuse of biology are large language models (LLMs) that have 

been trained on scientific documents and discussion forums.18 These are representative of a larger set of 

“AI assistants'', which feature a broad spectrum of general-purpose capabilities and natural language 

outputs and inputs. LLMs can help with providing information, accessing relevant online resources and 

tools, and instructing research. Relevant tools include foundation models (e.g. GPT-4/ChatGPT) or 

language models optimised for assisting scientific work (e.g. BioGPT) (OpenAI 2023; R. Luo et al. 2022). 

One subcategory of the latter may be models with autonomous research capability, which includes the use 

of laboratory robots (Dama et al. 2023; Boiko, MacKnight, and Gomes 2023).  

 

Different categories of models are developed by different groups of creators. Foundation models are 

products of large and expensive training runs and thus are currently developed by a small number of 

companies (Yang et al. 2023). The majority of cutting-edge foundation models have not been open-

sourced and can be accessed through web interfaces and application programming interfaces (APIs). 

Scientifically-focused models or foundation model-based applications for autonomous research are 

developed in a somewhat more distributed manner. While BioGPT was developed by Microsoft and also 

required costly computational training, some autonomous science applications have been developed by 

more resource-constrained academic researchers (R. Luo et al. 2022; Boiko, MacKnight, and Gomes 2023; 

Dama et al. 2023). All of these science-focused tools are open source.  

 

 
18 Language models trained on genetic sequences, which predominantly output genetic sequences, are considered 
biodesign tools and not LLMs. 
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In the following, I discuss key ways in which LLMs might impact the risks of biological misuse. A key 

theme is that LLMs increase the accessibility to existing knowledge and capabilities, and thus may lower 

the barriers to biological misuse (see Figure 7.1b).  

 

 
Figure 7.1: Schematic of effects on LLMs and biodesign tools on capabilities for biological misuse 

Illustrative schematic of how artificial intelligence tools impact capabilities across the spectrum of actors with the 

potential to misuse biology.  a) Currently most individuals are not able to access biological agents, and only a small 

number of actors are capable of causing large-scale harm. b) Large language models (LLMs) will increase capabilities 

across the spectrum of actors but are less likely to substantially raise the ceiling of capabilities. c) Biodesign tools will 

increase the ceiling of capabilities. d) The combination of LLMs and biodesign tools will increase the ceiling of 

capabilities and make such capabilities accessible to a significant number of individuals.  

 
 
7.2.2 Teaching about dual-use topics 

First, LLMs will enable efficient learning about dual-use knowledge. In contrast to internet search engines, 

LLMs can answer high-level and specific questions relevant to biological weapons development, can draw 

across and combine sources, and can relay the information in a way that builds on the existing knowledge 
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of the user. This could enable smaller biological weapons efforts to overcome key bottlenecks. For 

instance, one hypothesised factor for the failed bioweapons efforts of the Japanese doomsday cult Aum 

Shinrikyo is that it’s lead scientist Seichii Endo, a PhD virologist, failed to appreciate the difference 

between the bacterium Clostridium botulinum and the deadly botulinum toxin it produces (Ouagrham-

Gormley 2014, 142). ChatGPT readily outlines the importance of “harvesting and separation” of toxin-

containing supernatant from cells and further steps for concentration, purification, and formulation. 

Similarly, LLMs might have helped Al-Qaeda’s lead scientist Rauf Ahmed, a microbiologist specialising in 

food production, to learn about anthrax and other promising bioweapons agents, or they could have 

instructed Iraq’s bioweapons researchers on how to successfully turn its liquid anthrax into a more 

dangerous powdered form (Ouagrham-Gormley 2014; Warrick 2006). It remains an open question how 

much LLMs are actually better than internet search engines at teaching about dual-use topics.  

 

7.2.3 Identifying specific avenues to biological misuse 

Second, LLMs can help with the ideation and planning of how to attain, modify, and disseminate 

biological agents. Already now, LLMs are able to identify how existing supply chains can be exploited to 

illicitly acquire biological agents. In a recent one-hour exercise, LLMs enabled non-scientist students to 

identify four potential pandemic pathogens and how they can be synthesised, which companies supply 

synthetic DNA without screening customers and orders, and the potential to engage contract service 

providers for relevant laboratory work (Soice et al. 2023). In the longer term, LLMs could also generate 

ideas for how to design biological agents tailored for a specific goal, such as what molecular targets would 

be best suited to produce a particular pathology. 
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7.3.3 Step-by-step instructions and trouble-shooting experiments  

Additionally, LLMs could become very effective laboratory assistants which can provide step-by-step 

instructions for experiments and guidance for troubleshooting experiments. Such AI lab assistants will 

have many beneficial applications for helping less experienced researchers and replicating experimental 

methods from publications. However, these AI lab assistants might also support laboratory work for 

malicious purposes. For instance, a key reason for Aum Shinrikyo’s failure to weaponise anthrax was that 

Seiichi Endo did not succeed at turning a benign vaccine strain of the bacterium into its pathogenic form, 

despite access to relevant protocols for plasmid insertion. Endo might have succeeded with an AI lab 

assistant to provide tailored instructions and help with troubleshooting. One crucial open question is how 

much of an additional barrier “tacit knowledge” plays, which, as discussed in Chapter 2, describes 

knowledge that cannot easily be put into words, such as how to hold a pipette or recognise when cells look 

ready for the next step of laboratory work. However, what is clear is that if AI lab assistants create the 

perception that performing a laboratory feat is more achievable, more groups and individuals might try 

their hand - which increases the risk that one of them actually succeeds.  

 

7.2.4. Autonomous science capability 

In the longer term, as LLMs and related AI tools improve their ability to do scientific work with minimal 

human input, this could potentially transform barriers to biological weapons. Firstly, LLMs can instruct 

laboratory robots based on natural language commands, which will make them easier to use (Inagaki et al. 

2023). Secondly, LLMs can serve as the basis for autonomous science agents, which break tasks into 

manageable pieces, interface with relevant specialised computational tools, and instruct laboratory robots 

(Boiko, MacKnight, and Gomes 2023). Challenges relating to coordinating large teams under secrecy 

limited the Soviet and Iraq bioweapons programs and likely has also served as a barrier for terrorist groups 
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(Ouagrham-Gormley 2014). If autonomous science capabilities enable individuals and small groups to 

achieve large-scale scientific work, this will likely empower covert bioweapons programs.  

7.3 Risks from biodesign tools  

7.3.1 Overview of biological models with a focus on protein design tools 

The second class of AI tools that might pose a risk of misuse are biodesign tools. I define biodesign tools 

as follows:  

 

Biodesign tools: Artificial intelligence models that are trained on biological data that can 

help design new proteins or other biological agents.  

 

In the following risk assessment, I focus in particular on tools for protein design, which can predict viable 

protein sequences that fulfil specific functional characteristics.19. Examples of current tools meeting this 

definition include ProteinMPNN, RFDiffusion, ProGen2, and Ankh (Dauparas et al. 2022; Watson et al. 

2022; Madani et al. 2023; Elnaggar et al. 2023). ProGen and Ankh are language models trained on genetic 

sequences - as for language models of this kind the output is a designed genetic sequence, these “genetic 

text”-based protein language models (PLMs) feature the risk profile of biodesign tools. Currently, 

biological design capabilities are still limited to creating proteins with relatively simple, single functions. 

However, eventually, relevant tools likely will be able to create proteins, enzymes, and potentially 

eventually whole organisms optimised across different functions. 

 

 
19 An example might be the generation of a genetic sequence encoding a soluble, thermostable, and readily 
produced protein that binds to x receptor. The protein design challenge may also be referred to as “inverse protein 
folding”.  
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Biodesign tools are advanced both by companies, academics, and industry-academic partnerships. 

Companies have developed a number of influential larger-scale models, such as ProGen2 (Salesforce 

Research), Ankh (Proteinea), and the protein folding tools ESM-2 (Meta AI) and AlphaFold2 (Google 

DeepMind). However, academic groups, most notably the Baker Lab at the University of Washington, are 

also creating cutting-edge protein design tools (Dauparas et al. 2022; Watson et al. 2022). All of these tools 

have been published open source.  

 

While this assessment focuses on larger, more general-purpose tools for protein design, the identified 

lessons may also translate to potentially smaller, more specialised tools like computational tools for 

predicting zoonotic potential (discussed in 4.4) and for optimising viral vectors (6.4). Such tools are 

developed by many different academic groups and companies based on more specialised training data for 

solving specific challenges. Next to tools for protein or organism design, there are also other machine 

learning tools with related dual-use implications, such as tools that shed light on host-pathogen 

interactions through predicting properties like immune evasion (Thadani et al. 2023) or through 

advancing functional understanding of the human genome (Dalla-Torre et al. 2023). 

 

In the following, I examine key ways in which biodesign tools might impact on risks of biological misuse. 

In contrast to LLMs which mainly increase the accessibility of biological weapons, biodesign tools may 

increase the ceiling of capabilities and thus the ceiling of harm posed by biological weapons (see Figure 

7.1c).  

 

7.3.2 Sophisticated groups and increased worst-case scenario risks 

First, as biodesign tools advance the ceiling of biological design, this will likely increase the ceiling of harm 

that biological misuse could cause. AI tools could enable sophisticated ways to optimise pathogens across 
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multiple properties, including transmissibility, virulence, and immune evasion. If released accidentally or 

deliberately, such pathogens might pose great catastrophic potential. It has been hypothesised that for 

evolutionary reasons naturally emerging pathogens feature a trade-off between transmissibility and 

virulence (Alizon et al. 2009). Biodesign tools might generate design capabilities that are able to overcome 

this trade-off. Thus, for the first time, humanity might face a security threat from pathogens substantially 

worse than anything nature might create, including pathogens capable of posing an existential threat.  

 

There are a number of historical examples of ideologically extremist groups that might attempt to create 

such pathogens because they are motivated to cause maximal and indiscriminate harm (Torres 2018). One 

example is Aum Shinrikyo, the Japanese doomsday cult described in Chapter 1 which attempted to 

weaponise biology and successfully performed deadly sarin attacks in the Tokyo subway in the 1990s 

(Danzig et al. 2012). Through biodesign tools, such groups might be able to start a pandemic optimised 

for its catastrophic impact, which could even pose an existential threat to human society.   

 

Bioterrorism with pathogens designed to cause maximal harm is a low-probability scenario; very few 

people have relevant motivations, and - even with AI tools - designing an optimised pathogen will 

constitute novel research involving multiple design-build-test iterations, which will require significant 

skills, time, and resources. Effective use of biodesign tools currently still requires both molecular biology 

and computational skills and well-informed target selection. However, these barriers to using biodesign 

tools may decrease with advances in large language models or other AI lab assistants.  

 

7.3.3 State actors and new capabilities 

Second, biodesign tools may be a key contributor to raising biological engineering capabilities in a way that 

makes biological weapons more attractive for state actors. Generally, state actors are only interested in 
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weapons systems that are predictable and do not hurt their own forces. Biological weapons have not met 

these criteria very well in the past. The United States never included bioweapons developed during the 

1960s in its war plans due to their short shelf life and limited frontline usability due to the risk of harming 

friendly troops (Ouagrham-Gormley 2014). Iraq never deployed its bioweapons, likely because of a lack 

of certainty around its effectiveness and fear of retaliatory measures (Ouagrham-Gormley 2014; J. Miller, 

Engelberg, and Broad 2002).  

 

If AI tools push the ceiling of biological design to make biological agents more predictable and targetable, 

this could increase the attractiveness of biological weapons. An example would be the engineering of 

pathogens to only spread in certain geographic areas or populations, which would reduce the risk of 

blowback on the own population. New biological capabilities may emerge relatively surprisingly; an 

example is that no one predicted the emergence of gene drive technology when CRISPR/Cas9 was first 

explored as a gene editing system. Well-intentioned researchers will likely be involved in demonstrating 

proof-of-concept for relevant capabilities as they emerge, which might create additional attention and 

experimental evidence.  

 

7.3.4 Circumventing sequence-based biosecurity measures 

Lastly, in the near term, biodesign tools may challenge existing measures to control access to dangerous 

agents based on their taxonomy and genetic sequence. Important mechanisms to prevent illicit access to 

toxins and pathogens are export controls for lists of agents, such as the Australia Group List, and the 

screening of organism sequences by gene synthesis providers (The Australia Group 2020; Diggans and 

Leproust 2019). Biodesign tools will make it easier to design new agents with a specific function that do 

not map onto existing taxonomic or functional categories and do not contain known sequences of 

concerning agents. Indeed, biodesign tools may enable the “recoding” of existing proteins or organisms by 
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finding substantially different sequences encoding for similar structures and functions - for instance for 

encoding the function of a known toxin. Already, researchers are recoding entire bacterial genomes 

(Fredens et al. 2019) and protein design tools such as RFdiffusion have started to disseminate such 

capabilities for proteins with relatively simple functions (Watson et al. 2022). Thus, taxonomy or sequence 

similarity-based controls will not be sufficient to prevent access to harmful biological agents in an age of 

AI-powered biological design.  

7.4 Mitigating biosecurity risks from large language models  

The properties of LLMs and biodesign tools and their divergent risk profiles have important implications 

for risk mitigation. For LLMs, risks require urgent and substantial action. Individuals working at cutting-

edge AI companies have highlighted the potential for LLMs to exhibit “dangerous capabilities”, which 

includes the proliferation of weapons, and have advocated for appropriate risk mitigation (Shevlane et al. 

2023). Existing LLMs may already make it easier for a technical expert in one area to skill up in 

complementary areas required for biological weapons development. While questions remain around how 

much LLMs will make dual-use information more accessible and will lower tacit knowledge barriers, 

waiting with risk-mitigating interventions until more evidence has accumulated is not a viable strategy. 

Fast and unpredictable advancements in LLM technology necessitate urgent governance measures. 

Importantly, it is very difficult to predict the capabilities of an LLM before its training and fine-tuning 

(Wei et al. 2022). If a powerful foundation model does not seem to feature dangerous capabilities and is 

open-sourced, someone may later finetune the foundation model so that it develops the capability to 

instruct biological misuse. In this case, it would be too late to retract access to the model. Additionally, as 

training runs take a long time and require significant resources, the tracks for the next generation of LLMs 

are laid many months before their release. 
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7.4.1 Controlling access to dual-use capabilities  

One key way in which risks from LLMs may be mitigated is by controlling who and for what purposes 

accesses certain dual-use capabilities. Access controls might be effective and feasible because of how LLMs 

cause biosecurity risks and who is developing them: First, LLMs lower barriers to biological misuse for 

moderately resourced and skilled groups and individuals. Access control may be well-suited to reducing 

risks from such less sophisticated actors, who may be more opportunistic and are unlikely to be able to 

circumvent access controls. Second, because a smaller number of developers are able to train expensive 

cutting-edge foundation models, it may be more feasible to implement access controls. However, widely 

disseminated open-source alternatives are currently often only a few months behind cutting-edge models, 

especially as new low-cost methods to train LLMs are identified (Patel and Ahmad 2023; Hu et al. 2021).  

 

Access controls rely on the fact that models are not openly disseminated. Open dissemination prevents the 

mitigation of any kind of misapplication of LLMs, including the generation of harmful content like hate 

speech. Therefore, ‘structured access’ has emerged as a new paradigm for the safe deployment of 

foundation models (Shevlane 2022). Different from open access release which enables users to download 

the model and change its code, structured access is mediated through a web interface and an application 

programming interface (API)20. These interfaces can limit applications of models for unintended purposes 

and ensure safety standards of applications built on the model (Shevlane 2022). Thus, the key to effective 

mitigation of biosecurity risks from LLMs is that such models are not open-sourced and that developers 

adopt good information security procedures to prevent the leak of model weights.  

 

 
20  As discussed in 4.4, APIs are the interface through which different pieces of software interact with each other. 
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7.4.2 Pre-release model evaluations 

Biosecurity risks from foundation models can be mitigated by ensuring that they do not feature dangerous 

capabilities at release. Restricting dangerous capabilities for foundation models may be warranted if the 

benefits for risk reduction are significant and the cost for beneficial applications is small (Anderljung and 

Hazell 2023). This may be the case for dangerous information relevant to biosecurity. Foundation models 

accessed by the general public do not need to be able to brainstorm ideas for misuse or to instruct dual-use 

scientific experiments. A crucial question will be to define where to draw the line for what biosecurity-

relevant information foundation models should not disclose.  

 

Leading companies and AI governance scholars are coalescing around pre-release evaluations as a key tool 

for preventing the release of models with dangerous capabilities (Shevlane et al. 2023). Such pre-release 

evaluations were for instance used for GPT-4 (OpenAI 2023). Pre-release evaluations involve an external 

audit of foundation models with a set of tests and questions, which should also include explicit evaluation 

of dangerous biological capabilities. Such biosecurity evaluations could include queries related to different 

steps of biological weapons development and viral synthesis, however, details should likely not be public 

to prevent targeted circumvention of queries. Mandating pre-release evaluations would incentivise 

developers to reduce dangerous capabilities throughout the development and release of their model. This 

could involve removing certain dual-use scientific documents from training data and using reinforcement 

learning from human feedback21 (RLHF) to finetune models not to disclose harmful information (Bai et 

al. 2022). Additionally, developers could embed classifiers to screen queries and outputs of LLMs for 

harmful content, as well as mechanisms to track suspicious activity across a series of queries.  

 
21 Reinforcement learning from human feedback describes the practice of training a model to perform more in a 
way that is desirable to human users. For instance, after initial training, large language models are being exposed to 
human users who rate different model outputs; these ratings are then used to train the model to give answers that 
are more desirable.  
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7.4.3 Differentiated access to science tools 

For LLM-based tools for scientific research, access controls would need to be much more differentiated. 

Many users of LLM-based AI lab assistants or autonomous science tools have legitimate reasons to access 

dual-use capabilities. For example, the synthesis of an influenza virus from its genome is crucial for 

influenza research to improve vaccines, therapeutics, and diagnostics. Thus, the dual-use capabilities of AI 

lab assistants need to be governed using differentiated access controls. This resembles the challenge faced 

by gene synthesis providers to prevent illicit access to synthetic DNA while avoiding friction for legitimate 

users. Gene synthesis screening generally features a combination of customer and sequence screening (U.S. 

Department of Health and Human Services 2010). Similarly, AI lab assistants could require users to 

authenticate their identity and to allow concrete queries relating to controlled agents and experiments 

based on documentation of biosafety and biosecurity review. An important challenge will be to ensure 

equitable access across the globe, including to researchers working outside of well-recognised universities.  

 

 

7.5 Mitigating biosecurity risks of biodesign tools 

Risks from biodesign tools require monitoring as they may be significant but are still mostly on the 

horizon. Biodesign tools might in particular cause biosecurity risks through pushing the ceiling of 

biological design. This is only just starting to take place, so risks are mostly still at the horizon and only ill-

defined. There is a diverse set of AI-empowered tools that advances biological design capabilities, and it is 

difficult to predict how advances will take place. For instance, it is unclear whether large models trained 

only on biological sequence data will lead to significant advances in design capabilities, or whether more 

functional data and more tailored tools will be required to lead to significant advances. Additionally, 

development of biodesign tools may take place in a way that is more dispersed and more gradual than that 
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of LLMs, and academia may play a significant role in developing cutting-edge tools. Governments need to 

establish forums in which they can monitor risks and can create nimble governance strategies. These 

measures should be informed by biosecurity experts and tool developers, who should be required to 

practise dual-use review before, during, and after biodesign tools development.  

 

7.5.1 Deterring sophisticated actors 

Biodesign tools may in particular increase offensive capabilities for the most technically advanced actors, 

which has important implications for risk mitigation. By definition, biodesign tools will in particular 

advance capabilities to engineer and enhance biological agents - which by definition would constitute 

novel research and thus require significant skill and resources. Misuse by relevantly skilled and well-

resourced actors will be difficult to prevent using access controls, because they either have access to relevant 

tools because of relevant legitimate work or they have the technical capabilities or network to circumvent 

access restrictions. Generally, other interventions may be more promising to stop technically advanced 

actors. For sophisticated non-state actors, it may be most promising to strengthen intelligence and law 

enforcement to detect and stop instances of misuse. Sophisticated attempts will involve design-build-test 

iterations which will leave intelligence signatures. For state actors, it may be most effective to prevent them 

from developing biological weapons by ensuring biological weapons stay unattractive. This might be 

achieved by strengthening norms against any form of biological weapons (including ones that do not harm 

humans), advancing a verification regime for the Biological Weapons Convention, and developing robust 

methods to attribute and detect biological attacks. More generally, technology developers and the 

international community could consider the formulation of red lines to avoid the development of 

capabilities that might be considered too dangerous to global security. 
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7.5.2 Structured access for biodesign tools 

Open-source publishing of computational tools for biology is valuable, however, it may nevertheless be 

important to explore the use of structured access for a subset of biodesign tools with biosecurity risks 

(Smith and Sandbrink 2022). One reason is that LLMs will likely make biodesign tools more accessible, 

which might make the ceiling of capabilities much more accessible (see Figure 7.1d). For instance, LLMs 

could provide natural language interfaces to using biodesign tools and AI lab assistants might help with 

turning biological designs into physical agents. Additionally, structured access methods for biodesign tools 

might provide a baseline through which risks can be monitored and eventually governed. If uninhibited 

open-source development of general-purpose biodesign tools becomes the norm, it may be much more 

difficult to govern risks in the future. Lastly, structured access methods may also be important to tackle 

the shorter-term risk that biodesign tools are used to evade biosecurity screening. For instance, structured 

access could be required for protein design tools that are able to create functional equivalents of controlled 

toxins and pathogens, such as agents on the US Federal Select Agent Program or the Australia Group 

export control lists (Centers for Disease Control and Prevention and U. S. Department of Agriculture 

2022; The Australia Group 2020). Pre-release capabilities evaluations could also help identify relevant 

tools that should only be released under structured access. Providers of relevant tools might for a subset of 

dangerous applications require authentication of users and documentation of biosafety and dual-use 

review. Many biodesign tools developers might not have the resources to maintain access to their tool 

through a web interface or API, so a publicly maintained credentialled access platform might be needed.  

 

7.5.3 Gene synthesis screening 

Lastly, advances in LLMs and biodesign tools increase the importance of biosecurity measures at the 

transition from the digital to the physical. This includes measures to stop illicit access to synthetic DNA 

and other relevant synthetic biology services (see Chapter 3). Thus, advances in AI renew the urgency for 
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governments to create a mandatory baseline of gene synthesis screening. Additionally, advances in 

biological design also necessitate in-step advances of screening methods. For example, it may be possible 

for future synthesis screening tools to predict the function of novel sequences. To this end, AI developers, 

biosecurity experts, and companies providing synthesis products could collaborate to develop appropriate 

screening tools. As countries introduce gene synthesis screening regulations, these policies need to consider 

the need to expand screening to functional equivalents of controlled agents and eventually to completely 

novel hazardous agents. 

7.6 Conclusions on artificial intelligence and biosecurity risks  

It is yet uncertain how and to what extent advances in artificial intelligence will exacerbate biosecurity 

risks. Because of the rapid advances in artificial intelligence and its transformative potential, it is important 

to create an understanding of likely future developments and appropriate governance options to enable a 

timely policy response. To this end, it can prove useful to differentiate between LLMs and biodesign tools 

and possible differences in impacts and governance options. This distinction might blur as different tools 

are combined and tools are developed that leverage both natural language and biological data.  

 

Risks at the intersection of AI and biosecurity may have policy implications that go beyond their 

immediate mitigation. If AI makes the misuse of biology more accessible, this strengthens the need for 

mitigating dual-use risks in the life sciences more generally. At the same time, biosecurity risks are a 

concrete instantiation of a broader set of artificial intelligence risks that could catalyse general AI 

governance measures.  

 

To create the best evidence for appropriate risk mitigation, work to answer crucial open questions is 

needed. This includes monitoring how new AI tools are integrated into life sciences research processes, 
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assessing how AI is regulated more generally and ensuring representation of biosecurity-specific 

considerations, and exploring how key governance measures such as dangerous capability evaluations 

could be realised. If risks from AI can be effectively mitigated, this sets the groundwork for enabling AI to 

realise its very positive implications for the life sciences and human health.  

 

 

Conclusions from the case studies 

Across the above case studies, I identify a set of dual-use risks that may be significant but have not attracted 

close attention previously. First, wildlife virus discovery may lead to the identification of new potential 

pandemic viruses - and thus features misuse risks that are similar to ePPP research. Second, viral vector 

research for vaccines and gene therapy may create insights into viral enhancement which may be 

transferable to related pathogens. One particularly concerning subset may be universal genetic elements 

for immune modulation, which are applicable to many pathogens. Third, viral vector work drives general-

purpose methods for viral engineering, including computational tools. Fourth, artificial intelligence 

advances may lower barriers to the misuse of pandemic pathogens and could increase the ceiling of 

pathogen enhancement and design. These dual-use risks may be on a scale similar to risks previously 

discussed, for instance as part of debates on the enhancement of potential pandemic pathogens (Duprex 

et al. 2015). However, these risks are associated with a broader set of research and technology development, 

much of which is currently not subject to dual-use assessment or oversight. Thus, the consideration of 

dual-use potential needs to be expanded beyond research traditionally associated with dual-use risks, such 

as microbiology, to also capture new relevant research, such as viral vector engineering for gene therapies 

and vaccines. The ambition to develop next generation medicines like gene therapies increasingly drives 

viral engineering. Accordingly, risk mitigation strategies need to adapt.  
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Across the four case studies, I have considered how risks may be addressed and propose concrete strategies. 

For wildlife virus discovery and characterisation work, many risk mitigation measures are possible. 

However, in some cases, risks may exceed benefits. Certain research may create knowledge that may do 

more harm than good. Thus, projects need to be assessed for whether risks outweigh benefits. In contrast, 

for viral vector engineering for vaccines and gene therapy, risk mitigation frequently comes down to 

prioritising low-risk avenues to solving a given challenge. Many low-risk approaches are very promising, 

for instance, RNA vaccines and AAV-based gene therapies, and thus prioritising these low-risk alternatives 

may be associated with no loss of benefits. Lastly, the governance of general-purpose tools, in particular 

relating to artificial intelligence, is of increasing importance for mitigating biotechnology misuse. To 

prevent the indiscriminate proliferation of the ability to create pandemic-capable agents, the scientific 

community should consider practices for eliminating dangerous capabilities before the release of LLMs 

and by managing access to these tools.  

 

The new areas of dual-use risks highlighted by these case studies showcase that risks are evolving alongside 

advances in science. Many of the debates and solutions of the past, discussed in Part I, need to be expanded 

to address dual-use risks arising from a much broader set of research not traditionally associated with dual-

use risks. The first step in this process is identifying why existing dual-use oversight falls short in addressing 

these emerging risks, which is the subject of the next part of this thesis. 
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PART III: ANALYSIS 

Chapter 8: Limitations of dual-use research of concern oversight  

In Part 1 of this thesis, I described the historical developments that have led to existing dual-use oversight 

measures. In Part 2, I considered specific case studies of research areas relating to virology that have dual-

use risks but are not considered by existing oversight. Now, in Part 3, I turn to analysing why existing dual-

use management fails to capture these dual-use risks. In the first half of this chapter, I analyse US DURC 

oversight, which I argue exemplifies the prominent approach to dual-use risk mitigation. In the second 

half of this chapter, I draw on historical debates and my case studies to identify limitations of existing dual-

use management. In Chapter 9, I then focus on analysing one particular limitation highlighted by my case 

studies, the failure to capture what I call “transfer risks”. In Chapter 10, I analyse a crucial barrier to the 

mitigation of transfer risks: the focus of existing dual-use management on individual projects. My analysis 

of existing dual-use management approaches and their shortcomings forms the foundation for proposals 

to improve dual-use management in Part IV. 

 

8.1 United States DURC oversight defines dual-use management 

When evaluating the existing approach to dual-use management, I focus on the United States. US funding 

bodies and research institutions drive many advances in the life sciences and biotechnology, including 

research on the areas discussed in Chapters 4-6. Thus, US policies on dual-use research are particularly 

important for managing emerging dual-use risks. Furthermore, the framing and scope of the US policies 

are influential internationally and have shaped the global discourse on dual-use management. The US 

definition of dual-use research of concern (DURC) has been picked up in other national and international 

discussions (Salloch 2018; World Health Organisation 2021c). For instance, in 2013, the WHO hosted a 

consultation on “DURC”, which not only used the US DURC language but also drew on the US list of 
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experiments of concern (World Health Organisation 2013). Thus, similar to the Brussels effect for other 

regulations (Bradford 2020), where strict EU rules shape global standards, one might describe a 

Washington effect for dual-use management.  

 

Dual-use management in the United States is defined by DURC oversight. The 2012 and 2014 DURC 

policies established this oversight and have since defined how US research institutions assess and mitigate 

dual-use risks. The DURC policies are complemented by the Federal Select Agent Program (FSAP) and 

the Potential Pandemic Pathogen Care and Oversight policy (P3CO). As discussed in Chapter 2, FSAP 

provides regulations for the physical possession of particularly dangerous pathogens and toxins and P3CO 

oversees Department of Human Health and Services (HHS) research grants for the enhancement of 

potential pandemic pathogens. Nevertheless, the DURC policies constitute the foundation of dual-use 

risks review at US federal funding bodies and US-funded institutions. In March 2023, the US National 

Science Advisory Board on Biosecurity (NSABB) published a report which evaluated the effectiveness of 

the existing US biosecurity policies and provided recommendations for how to strengthen them (National 

Science Advisory Board for Biosecurity 2023). The leading recommendation was to create a unified 

biosecurity oversight framework, which integrates elements of the existing DURC and P3CO policies. 

Where relevant, I will touch on the NSABB recommendations throughout this and the following chapters.  

 

The DURC policies rely on the definition of DURC as the subset of dual-use research with significant 

potential for misuse. As discussed in Chapter 1, NSABB coined the concept of DURC in 2007 (National 

Science Advisory Board for Biosecurity 2007). DURC is defined as:  

 

“Dual-use research of concern (DURC) is life sciences research that, based on current 

understanding, can be reasonably anticipated to provide knowledge, information, products, or 

technologies that could be directly misapplied to pose a significant threat with broad potential 
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consequences to public health and safety, agricultural crops and other plants, animals, the 

environment, materiel, or national security.” - 2012 DURC policy (U.S. Department of 

Health and Human Services 2012) 

 

The 2012 DURC policy established a review for DURC at federal institutions that conduct or fund life 

sciences research (U.S. Department of Health and Human Services 2012). Despite featuring the above 

broader definition of DURC, the scope of review was limited to the 7 classes of experiments identified 

initially in the Fink Report and 15 select agents and toxins from the Federal Select Agent Program (FSAP) 

list of access-controlled agents (see Tables 1.1 and 1.2 of Chapter 1). The policy states that if relevant 

research was identified to constitute DURC, risks and benefits should be assessed and risk mitigation 

approaches considered. Example risk mitigation approaches include the modification of experiments, 

special consideration around the venue and mode of communicating research results, and education on 

dual-use risks.  

 

The 2014 DURC policy, sometimes referred to as the institutional DURC policy or iDURC, extended 

review of research for DURC to all US federally funded institutions and all US institutions conducting 

work on the agents and experiments captured by the policy (U.S. Department of Health and Human 

Services 2014). The policy establishes responsibilities for principal investigators and institutional review 

entities to review research for DURC, assess risks and benefits, and report resulting risk mitigation plans. 

This review process was limited to the same 15 select agents and toxins and 7 categories of experiments.  

 

As discussed in Chapters 1 and 2, the DURC policies were also established to collect information for 

future updates of dual-use oversight, a process which has now yielded the March 2023 NSABB 

recommendations. Furthermore, despite the narrow approach to DURC oversight set out by these 
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policies, some scientists and institutions proactively review a greater range of research (S. W. Evans et al. 

2021).  

 

8.2 Characteristics and limitations of DURC oversight 

8.2.1 List-based review 

DURC policies require review of select experiments on high-consequence pathogens and toxins in order 

to mitigate dual-use risks where appropriate. These categories of experiments and select agents are defined 

by exhaustive lists (see Tables 1.1 and 1.2 in Chapter 1). Thus, under these policies only these experiments 

require oversight, and any additional dual-use oversight is voluntary. The new NSABB recommendations 

for updating the US biosecurity policies includes the suggestion to no longer limit review to a list of select 

agents but instead all “research that directly involves any human, animal, or plant pathogen, toxin, or agent 

that is reasonably anticipated to result in one or more of the seven experimental effects” (National Science 

Advisory Board for Biosecurity 2023). This is in line with the past debates and my own findings that I 

present in this section.  

 

List-based approaches for governing life sciences research feature limitations. As life sciences advance, lists 

may become quickly outdated. The limits of list-based DURC oversight were recognised during the gain-

of-function (GOF) debate discussed in Chapter 1, a debate which started one year before the first US 

DURC policy was even published. The GOF debate highlighted that DURC oversight limited to select 

pathogens would not capture all research on high-risk pathogens with potential for accidents or direct 

misuse. While work on avian influenza would be covered, gain-of-function experiments on high-risk 

coronaviruses or yet unknown pathogens would not be. Furthermore, experts from microbiology, public 

health, and epidemiology questioned whether, given the non-trivial risks of accidental releases, such 

experiments should be conducted at all and called for a more detailed review of risks and benefits at the 
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funding stage - a practice not adequately covered through the DURC policies, which mainly focus on risk 

mitigation and not whether to conduct an experiment at all (Duprex et al. 2015). In response to these gaps, 

the P3CO framework was created in 2017 to enforce funding stage review of all research involving the 

enhancement of potential pandemic pathogens. 

 

My case studies also highlight that list-based DURC oversight may struggle to capture newly discovered 

or designed agents. For instance, DURC oversight specific to a list of select agents invariably fails to 

capture research to discover new high-consequence viruses. I discussed in Chapter 4 the dual-use potential 

of large-scale efforts to characterise viruses collected from nature. Results of such research could 

potentially credibly identify pandemic-capable viruses - agents that may be used to cause a global 

pandemic. Thus, viral characterisation experiments, such as testing viral binding affinity to human 

receptors, have dual-use potential if conducted on agents that may be transmissible in humans, as creating 

evidence for human transmissibility may be a crucial dual-use insight that could inspire misuse. 

Additionally, oversight focused on existing agents will be fundamentally challenged by the capability to 

design new biological agents, including with biodesign tools. For instance, soon it will likely be possible to 

create completely novel toxins with properties at least as concerning as select agents. This means that in 

the future dual-use policies will likely need to be based on agent properties rather than taxonomy, similar 

to P3CO oversight for potential pandemic pathogens.  

 

Nevertheless, lists are a useful tool to enable easy and consistent implementation. Indeed, the creation of 

the DURC concept and the associated limitation of dual-use oversight to a manageable portion of research 

involving select agents has been hailed as a significant achievement for governance (Imperiale and 

Casadevall 2018). One reason for the list-based nature of the DURC policies might be the influence of the 

chemical, biological, radiological and nuclear (CBRN) defence community, which uses lists in export 
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controls, including for nuclear materials.22 However, a list-based approach may feature intrinsic 

limitations when used for biology, where risks cannot be cleanly stratified along species boundaries.23 

 

One way to retain the benefits of lists as a governance tool might be to use illustrative lists rather than 

exhaustive lists. Illustrative lists can make an underlying principle interpretable and enforceable. For 

instance, Israel’s dual-use oversight law in principle is based on the US select agent list; however, this list is 

non-exhaustive as oversight also applies to work on other pathogens if risks are identified during an 

experiment (Lev 2019). Non-exhaustive or illustrative lists allow slightly more flexibility in interpretation, 

while the components of the list can still ensure a minimal baseline for what research is controlled. Because 

of the limitations of exhaustive lists seen in DURC oversight, P3CO was established by providing guiding 

principles only (see Box 1.3 in Chapter 1). However, P3CO could have potentially been made more 

effective by also featuring an illustrative list of example experiments. 

 

8.2.2 Focus on microbiology  

US DURC policies are not only limited by the exhaustive list of experiments and agents they apply to but 

also by the underlying principles that form the basis of the list. One such principle is a focus of oversight 

on microbiological experiments directly conducted on high-consequence pathogens and toxins. Review 

of microbiological experiments may be the easiest to implement as microbiologists are already used to 

biosafety and select agent regulations. However, this focus comes at the cost of limited flexibility regarding 

dual-use research that does not involve direct work on pathogens or toxins. 

 

 
22 Suggested by Claire Standley in private communication. 
23 Millett et al. (manuscript in peer review) 
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One example of dual-use work not captured by a focus on microbiology experiments is research on gene 

drives. As discussed in Chapter 1, gene drives are a genetic engineering approach which propagates a 

particular (modified) gene throughout a population. As gene drives consist of little more than genetic 

instructions encoded in a host genome to copy specific genetic code between genomes, gene drives do not 

resemble classical organisms. Nevertheless, they may spread exponentially and change whole animal 

populations, an ability with notable misuse potential.24 Thus, advances in biotechnology mean that work 

with security implications might not resemble research on classical pathogens.  

 

Furthermore, even dual-use insights on pathogen engineering increasingly come from areas beyond 

microbiology research. In Chapters 5 and 6, I analysed how research on viral vector vaccines, gene therapy, 

and oncolytic viral therapies could drive misuse potential. For instance, immune evasion methods or 

future attempts to enhance the transmissibility of transmissible vaccines may create unique insights into 

how to enhance viruses for causing global harm. If future revised DURC policies would extend review 

beyond select agents, this would mean that viral vector engineering for vaccines, gene therapy, or cancer 

research might also be captured - in this case, additional educational work would be needed to engage 

researchers in relevant areas that are not as familiar with dual-use risks.  

 

Lastly, a focus on microbiology assumes that misuse will look like the enhancement of a pathogen for 

military purposes, such as the enhancement of lethality or usability. However, biotechnology features not 

just dual-use risks relevant to the deliberate release of pandemic viruses, but also to areas beyond the scope 

of this thesis like the manipulation or surveillance of populations. Neuroscience advances might create 

new dual-use insights on how to manipulate attitudes and beliefs (Mahfoud et al. 2018). At the same time, 

 
24 Misuse risks of gene drives are limited by their unique nature. Gene drives spread with each reproductive cycle 
and thus propagate relatively slowly. Importantly, gene drives may be reversed by a different gene drive.  
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increasingly abundant genomic sequencing may be used to identify and track individuals or ethnic groups. 

For example, alongside other surveillance methods, Chinese authorities have engaged in extensive DNA 

profiling of individuals of the Uyghur ethnic minority, which raised international human rights concerns 

in 2021 (Normile 2021). Thus, dual-use risks of advances in sequencing technologies and tools for 

analysing resulting data streams need to be taken seriously.  

 

8.2.3 Focus on insights driving peak capabilities rather than accessibility 

Current DURC oversight focuses on research that may raise “peak capabilities” rather than research that 

disseminates existing capabilities (see Box 8.1 for definitions). 

 

New or raised peak capabilities often arise from cutting-edge research, and may initially be accessible to a 

small number of experts before slowly diffusing more broadly. For example, peak capabilities captured by 

existing DURC oversight include new pathogen enhancement methods or the ability to weaponise 

pathogens. 

 

Box 8.1: Defining peak capabilities and accessibility 

Research that raises peak capabilities: Generating knowledge that enables people to do things (with 

dual-use potential) that no one could do before.  

 

Research that disseminates capabilities: Research that generates (new) knowledge that enables more 

people to do things (with dual-use potential) that others (but usually many fewer individuals) could do 

before.  

 

However, misuse risk of biotechnology may not just depend on peak capabilities but also the accessibility 

or dissemination of a given capability. In particular, risk of misuse by less well-resourced groups or single 

individuals is proportional to the number of individuals with access to relevant dual-use capabilities: for 
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instance, the more people have access to the ability to start a pandemic, the greater is the chance of misuse. 

The ability to start a pandemic is becoming increasingly accessible given advances in molecular biology 

discussed in Chapter 3, including increasing accessibility of synthetic DNA and new molecular biology 

approaches. In the wake of COVID-19, many scientists shifted towards studying SARS-CoV-2 and 

acquired new synthetic virology skills (Pfeiffer and Dermody 2021; Musunuri et al. 2021). Given the trend 

of increasingly accessible dual-use biotechnology, dual-use management aimed at preventing misuse needs 

to capture accessibility-increasing research. Existing DURC oversight fails to do so, as demonstrated by 

the following examples. 

 

First, DURC oversight does not capture work that reduces the tacit knowledge skill barrier to synthesise 

viruses. As introduced in Chapter 1, tacit knowledge describes certain uncodified knowledge which may 

be difficult to convey through language, such as the ability to ride a bike (MacKenzie and Spinardi 1995). 

A subset of tacit knowledge, so-called “weak tacit knowledge”, may be rendered explicit through writing 

(H. Collins 2010); such knowledge may be critical for preventing the proliferation of biological weapons 

(Revill and Jefferson 2014). Examples of weak tacit knowledge also include specific technical protocols, 

including viral booting methods for the synthesis of infectious viruses from synthetic DNA.  

 

A concrete example of work that reduced the tacit knowledge barrier is the protocol with step-by-step 

instructions on how to synthesise recombinant SARS-CoV-2 published by Xie et al. in early 2021 (Xie et 

al. 2021). The publication of such a detailed protocol for the booting of potential pandemic viruses may 

irreversibly reduce the need for specialised weak tacit knowledge and may enable the creation of pandemic-

capable pathogens by a broader set of individuals with more basic laboratory skills (Pannu et al. 2021). 

Hence, protocols such as the one by Xie et al. should be subjected to dual-use review beyond the 

institutional review of the underlying experiments on potential pandemic pathogens. Without question, 
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it is critical to enable relevant researchers to create recombinant SARS-CoV-2 to promote the fast 

development of countermeasures. However, the upsides of sharing protocols need to be weighed against 

possible global security implications of publication. Alternative methods of sharing this protocol may have 

preserved the majority of its upside while limiting risks.  

 

Large language models and AI lab assistants will likely be the development that will reduce tacit knowledge 

barriers the most over the coming years (see Chapter 7). These AI tools draw on protocols such as that by 

Xie et al. and make them even more accessible by advising on laboratory specific set-ups and providing 

help with troubleshooting. It is a crucial open question what kind of laboratory work public versions of 

these models should instruct. Arguably, the general public does not need to be able to receive detailed 

instructions and troubleshooting for synthesising influenza virus.   

 

Second, DURC oversight fails to capture experiments and biotechnology that increase access to certain 

capabilities. One relevant past example is the synthesis of horsepox, which detailed a strategy to stitch 

together large poxviruses. As the authors of the horsepox synthesis paper note, the possibility to synthesise 

smallpox was already known before their work and also others would have been able to achieve such a feat 

(Noyce and Evans 2018). Despite this paper thus not generating a wholly new threat, it very likely increased 

the number of individuals capable of successfully creating smallpox from synthetic DNA.  

 

My case studies highlight other advances that increase accessibility to certain capabilities. In Chapter 6, I 

discuss general-purpose viral engineering methods which not only increase peak capabilities for viral 

enhancement but also reduce the need for expert judgement in this process. This may include general-

purpose massively parallelised directed evolution approaches or computational tool-guided viral 

engineering. Additionally, universal genetic elements for viral enhancement, such as the immune 
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modulating short-non-coding DNA fragments put forward by Chan et al. (Chan et al. 2021), may require 

less skills to be adapted to a new organism than virus-specific enhancement approaches. Thus, such plug-

and-play methods for changing viral properties may enable a greater number of non-specialists to enhance 

viruses.  

 

To comprehensively address biotechnology misuse, dual-use management needs to consider not only new 

peak capability-driving insights but also knowledge that increases the accessibility of certain dual-use 

capabilities. However, governing dual-use risks that increase accessibility may be more difficult than 

governing dual-use peak capabilities. Insights on peak capabilities can be more clearly identified; for 

instance, it is pretty clear that identifying genetic changes to turn avian influenza virus mammalian-

transmissible is a new capability that features misuse potential. Thus, peak capabilities are relatively easy 

to circumscribe and regulate. In contrast, insights that increase accessibility arise more on a spectrum; some 

research contributes more to increasing accessibility, some less. Accessibility might thus advance more 

diffusely. Nevertheless, there may be specific dual-use insights that clearly significantly increase the 

accessibility of dangerous dual-use capabilities. For example, step-by-step protocols to create a potential 

pandemic pathogen are relatively straightforward to circumscribe and identify as featuring significant 

risks; and thus could be subject to oversight. Given dual-use capabilities are advanced not just by individual 

high-risk experiments but also many other projects diffusely creating relevant knowledge, new governance 

methods could be considered that go beyond a binary classification of DURC or not DURC. For instance, 

incentive systems could be used to make studies more unattractive based on where they are on the dual-

use spectrum. I discuss such solutions in Part IV.  

 

In the meantime, for large language models and related AI systems, it is likely that norms will emerge for 

what laboratory work public models should give detailed help with. When testing Claude2 shortly after 
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its launch in July, it refused many more queries relating to giving instructions for influenza virus synthesis 

than the existing chatGPT/GPT-4. Initially, such decisions will likely be based on the risk tolerance of 

model developers. Thus, government guidance could be helpful to create universal norms.   

 

8.2.4 Focus on publicly funded research 

Lastly, existing oversight mechanisms are limited in what research they capture. For instance, DURC 

oversight extends solely to US federally funded research. Privately funded research is not captured at all. 

However, dual-use research may increasingly come from biotechnology companies. For instance, my case 

studies showcase the potential for gene or cancer therapy companies to advance dual-use research. A 

related limitation is the lack of a global nature of dual-use oversight. Knowledge spreads globally and 

biological events have international reach. If strong oversight exists in one country, activities might simply 

move to a different location. Thus, exploring global approaches to dual-use oversight will be critical. The 

2022 WHO guidance framework may help on this mission (World Health Organisation 2022b). The May 

2023 NSABB recommendations also point at the need to expand the purview of existing policies. Not only 

do the recommendations suggest for dual-use oversight to apply to all relevant research on US soil and 

overseas research funded by US funding bodies, but also they also call for renewed efforts to strengthen 

and harmonise international norms on dual-use review (National Science Advisory Board for Biosecurity 

2023).  

 

8.2.5 Not capture any in silico work  

The current DURC policies do not capture any in silico work, such as the creation of new designs for new 

biological agents. This fundamentally limits how these policies can mitigate dual-use potential of new 

artificial intelligence tools. At the moment, the line for what might qualify as DURC is drawn so that it 

only captures actual physical experiments. This makes sense as long as computational tools are not 
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powerful enough to eliminate the need for laboratory testing and iteration on created agents. However, 

once biodesign tools become powerful enough that they produce functional designs within just a handful 

of tries, this means that the importance of physical testing will fall away. The same may be true for 

computational abilities to predict pathogen properties, which could at some point with high confidence 

identify potential pandemic-capable pathogens from their genomes. Thus, over time, dual-use policies 

need to increasingly also consider the dual-use risks of outputs from in silico design and prediction 

processes.  

 

8.2.6 Focus on research with direct misuse potential and individual projects 

In the following two chapters, I evaluate two specific core characteristics of DURC oversight in greater 

detail. Chapter 9 discusses how the current DURC definition only captures research with “direct” misuse 

potential. Thus, research with dual-use insights transferable to pathogens is not subject to risk mitigation, 

research which includes many examples from my case studies. I identify characteristics of this neglected 

class of dual-use research which may enable risk mitigation.  

 

In Chapter 10, I analyse the focus of DURC oversight and related risk mitigation strategies on individual 

projects. I define this as “individual project oversight” and propose how improvements to this approach 

could strengthen dual-use oversight.  
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Chapter 9: Transfer risks as a challenge for dual-use management 

Currently, DURC oversight focuses on individual experiments that yield results with potentially 

substantial dual-use risks. However, actually individual high-risk experiments may only be a small part of 

what advances dual-use risks overall. Sociologists have argued that it is not individual publications of high-

risk research that drives risk of misuse but broader scientific and technological developments. As discussed 

in Chapter 2, Kathleen Vogel’s incremental change-based model of progress suggests that also misuse risks 

may be driven by broader scientific developments and not individual studies (Vogel 2012, 66). 

Furthermore, analysis of past barriers to bioweapons has highlighted that a crucial bottleneck is frequently 

local tacit knowledge related to the activity that is pursued; thus, considering the directionality of overall 

research trajectories and tacit knowledge development is more important than controlling individual high-

risk studies (Ouagrham-Gormley 2014, 162). Additionally, advances in artificial intelligence will be able 

to synthesise and combine findings across a large number of studies to generate new related dual-use 

capabilities.  

 

Thus, it is critical to consider the dual-use potential of incremental scientific progress towards specific 

capabilities and relevant general-purpose technologies. One proxy for this may be research and 

technologies that create insights or capabilities that are not in themselves concerning, but that could be 

concerning if transferred to the creation or enhancement of high consequence pathogens. I term these 

kinds of dual-use risks “transfer risks”. These are the subject of the following analysis.  

 

9.1 Defining transfer risks 

A challenge for DURC oversight is the fact that viral engineering capabilities do not advance linearly - 

approaches are transferable between agents and methods are becoming increasingly general-purpose. The 
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horsepox synthesis debate of 2018, detailed in Chapter 1, highlights how experiments on agents with 

limited potential for misuse may play in advancing capabilities around the creation of pandemic agents. 

The main security concern around the publication of the synthesis of horsepox (Noyce, Lederman, and 

Evans 2018) was its relation to variola virus. Because of the relatedness between the viruses, critics argued 

that the same approach to assemble synthetic DNA into a functional horsepox virus may be applicable to 

variola virus, an approach which cost just $100,000 and only required basic laboratory equipment 

(Inglesby 2018; Esvelt 2018). Thus, the horsepox synthesis publication likely lowered the barrier to the 

acquisition of variola virus by would-be terrorists. 

 

Research can hence feature significant dual-use potential because of its potential to translate to high-

consequence agents. Risks from transferable insights have been discussed for more than a decade, 

including transferable enhancement methods, automation of laboratory methods, and general-purpose 

tools like gene editing (Steinbruner et al. 2007; National Academies of Sciences, Engineering, and 

Medicine 2018). Current DURC oversight is limited to research on select agents and research that could 

be “directly misapplied”, and thus misses research that features dual-use potential because its results may 

be transferable to high-consequence pathogens. However, this may change in the future, as the 2023 

National Science Advisory Board on Biosecurity (NSABB) recommendations include an expansion of 

oversight beyond research on select agents and not limiting it to research that could be “directly 

misapplied” (National Science Advisory Board for Biosecurity 2023). A new term for these transferable 

dual-use insights may be useful to assess and evaluate their implications. I will refer to these as “transfer 

risks”, defined as follows:   
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Transfer risk: The risk of misuse of knowledge, methods, or technologies developed on (low 

risk) agent A which can be applied to an agent B, where B as a result poses a significant threat 

with broad potential consequences. 

 

In other words, research associated with transfer risks is not intrinsically dangerous to conduct, as it does 

not feature potential for accidents or misuse of physical products, but is dangerous to communicate given 

the dual-use potential of associated insights.25 In contrast, research that itself involves or results in the agent 

of concern, such as a pandemic-capable pathogen, may be described as featuring “intrinsic risk”:  

 

Intrinsic risk: The risk of misuse of knowledge, methods, or technologies developed on or 

resulting in (high risk) agent A, where as a result agent A poses a significant threat with broad 

potential consequences.  

 

Research with intrinsic risk hence frequently is associated with physical products with misuse potential 

and hence is dangerous to both conduct and communicate. Current DURC oversight only captures 

research with intrinsic risks. One prominent example is gain-of-function work on potential pandemic 

pathogens like avian influenza virus. These gain-of-function studies involve experiments to select and 

engineer viruses to identify mutations that increase human transmissibility to inform preparedness for the 

spillover of these pathogens from animals (Duprex et al. 2015). These experiments involve both dangerous 

work with a transmissibility-enhanced virus and generate genetic information with misuse potential. 

Given increasing access to synthetic biology capabilities, the communication of dual-use insights from 

research with intrinsic risks may be sufficient to cause significant security risks (Lewis et al. 2019). Research 

with intrinsic risks can also feature transfer risks if resulting insights are applicable to other agents.  

 
25 Credit to Tessa Alexanian 2021 “East Bay Biosecurity Seminar” presentation  
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Transferable insights exist on a spectrum (see Figure 9.1). At one extreme lies the direct misapplication of 

a study with intrinsic risks, which could be defined as the most direct transfer of dual-use insights. For 

instance, the creation of an enhanced potential pandemic pathogen enables the creation of this pathogen 

in a different context, including potentially by malicious actors. At the other extreme lie the least direct 

transfers, such as how one study may serve as inspiration for a substantially different one. A relevant toy 

example is how a study looking into the spread of ideas in society could potentially inspire a virologist to 

develop a new method to enhance the transmissibility of a pathogen. In between these two extremes lie 

transfers of moderate directness, such as the transfer of experimental methods developed on one pathogen 

to a related pathogen. An example is how the methods for synthesising horsepox virus could be applied to 

smallpox virus. Studies which may enable insight transfers of moderate directness are of greatest relevance 

to the transfer risk concept, as associated insights may still feature significant potential for misuse but they 

generally are not captured by existing dual-use oversight methods. Generally, less direct transfers require 

more additional novel work, which in turn will involve more troubleshooting and require greater tacit 

knowledge - a barrier to misuse that needs to be considered when evaluating the gravity of transfer risks. I 

later discuss why transfer risks cannot be categorically ignored based on featuring a tacit knowledge barrier 

(9.5), and how defining a subset of most concerning transfer risks could make risk mitigation more 

actionable (9.7).  
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Figure 9.1: Spectrum of insight transfers and relevance to dual-use risks 

Insights may be more or less directly transferred between studies and applications. The most direct transfers are the 

use of the same methods for a different application or the recreation of the same experiment; this is how research 

with intrinsic risks may pose dual-use potential. The least direct transfers are the inspiration of one study by another 

without any experimental methods being transferred. Moderately direct transfers could involve the adaptation of 

methods developed on one agent to another. Moderately direct transfers are particularly important for the present 

analysis of transfer risks, as they may feature a significant potential for misuse but are currently not captured by 

existing oversight. 

 

Transfer risks are not new, but advances in biotechnology and an increasing focus on general-purpose 

methods mean that transfer risks could be growing and may become increasingly important to consider 

for dual-use management. In the following, I identify additional instances and examples of such transfer 

risks (sections 9.2 and 9.3). On the basis of these examples, I argue that transfer risks contribute 

significantly to advancing the capabilities to create pandemic-capable viruses (section 9.4). Subsequently, 

I address practical challenges to the concept of transfer risks (section 9.5). Then, I analyse the ethical 

implications of the distinction between transfer risks and intrinsic risks (section 9.6). I argue that the 

benefits and risks are not coupled for research with transfer risks and this has important implications for 

assessing research and risk mitigation. I finish with an outlook on how current and future dual-use 

management approaches may be adapted to capture the most relevant transfer risks (section 9.7). 
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9.2 Transfer risks from specific transferable dual-use insights 

The dual-use potential of insights transferable between different agents is demonstrated by the fact that 

historical biological weapons programs specifically set out to find such transferable insights. For instance, 

the Soviet biological weapons program involved insertion and study of a range of genes in non-pathogenic 

vaccinia virus with the goal to later apply them to the related highly pathogenic variola virus (Gilsdorf and 

Zilinskas 2005). Scientists may inadvertently replicate this strategy as demonstrated by the 2001 insertion 

of IL-4 into mousepox. Insertion of this genetic element resulted in increased virulence and vaccine evasion 

of this non-variola orthopoxvirus, and these findings may be transferable to variola virus (Selgelid and Weir 

2010). 

 

My case studies show that synthetic viruses are used and engineered in ever more areas of biomedical 

sciences and that approaches developed on non-pathogenic viruses can be transferable to pathogenic 

viruses. Viral vectors for use as vaccines, gene therapy delivery methods, or oncolytic viruses are frequently 

engineered for immune modulation, immune evasion, and cell tropism. As I find in Chapter 5, viral 

surface proteins are frequently engineered to circumvent pre-existing anti-vector immunity induced by 

previous natural infection or vaccination (Sandbrink and Koblentz 2022). Such engineering of capsids or 

glycoproteins is usually virus-specific. However, when it is conducted on viral vectors that are based on 

attenuated versions of pathogenic viruses, such as influenza (Pizzuto et al. 2016), measles (Msaouel et al. 

2012), or poliovirus (Denniston et al. 2016), engineering approaches may be directly transferable to their 

pathogenic cousins. This could make these pathogens able to evade vaccine-induced or naturally-acquired 

immunity and increase their pandemic potential (Sandbrink, Alley, et al. 2022). Transferable insights are 

also why the proposed development of transmissible vaccines for animal populations is highly concerning 

from a dual-use perspective: next to immune evasion, such research would uniquely advance potentially 
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transferable and generalisable capabilities for the enhancement of viral transmissibility and genetic stability 

(Sandbrink et al. 2021). 

 

Furthermore, there may be certain methods for viral enhancement that are not virus-specific. Such 

universally applicable approaches for viral enhancement may be transferable to a wide range of agents and 

hence be prone to feature transfer risks. For instance, universally applicable approaches for immune 

evasion have been explored in the context of optimising adeno-associated virus (AAV) for gene therapy 

delivery (Sandbrink, Alley, et al. 2022). An example is the study by Chan et al., which I described in the 

introduction and Chapter 6 of this thesis. This group of authors attempted to develop an approach 

featuring short non-coding DNA fragments that prevent detection of viruses through interfering with 

innate immune sensors (Chan et al. 2021). If such efforts to develop universal genetic elements for viral 

immune evasion achieve greater sophistication and efficacy, this will be associated with grave transfer risks.  

 

9.3 Transfer risks from general-purpose methods 

It is not just transferable and universally applicable approaches for viral enhancement that pose transfer 

risks, but also general-purpose methods that greatly increase the ease of viral synthesis and engineering. 

Fueled by novel molecular biology techniques and computational abilities, there is a growing interest to 

develop such general-purpose methods and platform approaches to increase the ease and speed of applying 

biotechnology to new challenges. 

 

General-purpose reverse genetic platforms reduce virus-specific steps for recombinant virus synthesis. 

New reverse genetics methodologies are developed to increase the ease with which synthetic DNA can be 

turned into a functional virus. Platform approaches for reverse genetics have the ambition to be applicable 

across a range of viruses, for instance across multiple viral families. Thus, they may reduce specialist skills 
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and resources required for viral booting. For instance, Thao et al. developed a yeast-based platform for the 

assembly of RNA virus genomes and virions, which works for members of the Coronaviridae, 

Flaviviridae, and Pneumoviridae families (Thi Nhu Thao et al. 2020). The authors argue that large RNA 

viruses “are cumbersome to clone and manipulate” with existing approaches, and an alternative “rapid and 

robust reverse-genetics platform”, such as their own, would be beneficial. The authors highlight the speed 

of their platform which can be used to create infectious viral clones in “only a week after receipt of the 

synthetic DNA fragments.” Similarly, another group of authors advertise how their general-purpose 

method for the assembly of positive-strand RNA viruses works “without the need for technically 

demanding intermediate steps.” (Amarilla et al. 2021). These reverse genetics platforms may feature 

transfer risks by reducing the need for virus-specific tacit knowledge that could currently provide a barrier 

to misuse of known viral pathogens. Moreover, accessible reverse genetics platforms could mean that many 

individuals will be able to synthesise high-risk pathogens as soon as they are identified - for good and ill. 

The development of reverse genetics platforms applicable to poxviruses might be particularly concerning 

from a transfer risk perspective. 

 

Similar to general-purpose tools for viral synthesis, general-purpose tools for viral engineering feature 

transfer risks. I touched on some of these general-purpose viral engineering approaches in Chapter 6. Such 

tools include powerful methods for the directed evolution of viruses, including the use of barcoding for 

selecting viral mutants across multiple properties (Ogden et al. 2019; Sandbrink, Alley, et al. 2022). 

Barcoding describes the insertion of short sequences of DNA into viruses to identify individual viral 

mutants after selection. This enables parallel directed evolution of large numbers of viruses in a single 

experiment. Furthermore, machine learning models, such as those based on data derived from high-

throughput phenotypic analyses, may be used to optimise properties like immune evasion and receptor 

binding (Ogden et al. 2019). Given computational approaches are frequently designed to be as flexible and 
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general-purpose as possible, these models exhibit transfer risks. For instance, one set of authors describes 

their computational approach for the engineering of adeno-associated virus as “generalizable to other 

proteins and engineering challenges” (Ogden et al. 2019). Computational general-purpose viral 

engineering methods may decrease the number of laborious experiments and the level of individual 

expertise required for viral engineering. They will equip an increasing number of individuals with dual-

use capabilities currently limited to a handful of experts (Sandberg and Nelson 2020). While increased 

access to scientific experimentation brings many welcome benefits, the dual-use nature of these particular 

methods can pose biosecurity risks that may outweigh benefits and should be managed carefully. 

 

 

9.4 Transfer risks are sufficient to reduce the crucial technical bottlenecks for the creation of 

pandemic-capable viruses 

On the basis of the trajectory of research with transfer risks, managing these risks needs to be a crucial 

consideration for limiting the widespread accessibility of pandemic-capable viruses. After widespread 

access to mail-order DNA, there are two critical technical bottlenecks to the illicit acquisition of a 

pandemic-capable virus: a) the acquisition of the genetic blueprint for a pandemic-capable pathogen or 

rendering a pathogen pandemic-capable; and b) the difficulty of viral synthesis from synthetic DNA. As I 

have argued earlier in this chapter, current DURC oversight is insufficient for preventing the erosion of 

both protective bottlenecks as it only captures a small part of relevant dual-use capabilities. However, even 

if all research with intrinsic risks were subject to oversight by updated dual-use policies, this would not 

capture all research that is likely to enable access to pandemic viruses (Figure 9.2). On the basis of the 

examples discussed in sections 3 and 4, research with transfer risks will be sufficient to generate both 

blueprints for new pandemic-capable viruses and their synthesis, as well as disseminate relevant tacit 

knowledge. Thus, a governance system needs to address transfer risks to comprehensively manage dual-use 
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capabilities for the creation of pandemic-capable viruses. Before discussing how transfer risks might be 

mitigated (section 9.7), I analyse practical challenges (section 9.5) and ethical implications of transfer risks 

(section 9.6).  

 

 
Figure 9.2: Current dual-use oversight fails to control access to pandemic viruses 

Viral genetic blueprints and viral assembly are two critical bottlenecks that prevent widespread access to pandemic-

capable viruses. Current US dual-use oversight DURC and P3CO policies only capture a subset of research that 

degrades these bottlenecks. Research with transfer risks in the form of transferable methods, general-purpose tools, 

and platform approaches will be sufficient for the degradation of technical barriers to the access of pandemic-capable 

viruses. DURC = US Dual-Use Research of Concern Policies; P3CO = Potential Pandemic Pathogen Care and 

Oversight Policy.  
 

9.5 Practical challenges for the transfer risk concept 

Practical challenges associated with transfer risks may limit the usefulness of this concept. First, if we 

cannot predict whether research generates transferable insights, the concept of transfer risks would not be 

useful for dual-use oversight at the research conception and funding stage. However, in many instances, 

transfer risks can be predicted - for instance, it was clear that the synthesis of horsepox virus would result 



159 
 

in transferable insights for the synthesis of variola virus. Furthermore, some of the above examples of 

universal and general-purpose methods are prospective and based on the prediction that certain lines of 

inquiry are associated with transfer risks. Many authors of relevant papers explicitly advance and advertise 

the general-purpose nature of their technologies, suggesting that transfer risks are not only likely to arise 

but also are often predictable.  

 

Second, there may be resistance to acknowledging and considering transfer risks for fear this would result 

in significant barriers with significant opportunity costs of slowing relevant research. Clearly, not all 

research on viral vector enhancement should be subject to the highest scrutiny as this would likely mean 

to miss out on potent gene therapies. However, this does not mean that transfer risks of such work should 

not be considered as part of decisions about what research to conduct. Considering research with transfer 

risks requires new approaches to dual-use management, which will be touched upon in the following 

sections and which are the main subject of Part 4 of this thesis.  

 

9.6 Ethical implications of transfer risks  

For analysing the ethical implications of transfer risks I draw on the principles proposed by Selgelid in 2016 

for guiding decision and policy-making on gain-of-function research to increase the transmissibility or 

virulence of pathogens (Box 2.1 in Chapter 2) (Selgelid 2016). These principles similarly capture useful 

ethical dimensions for evaluating broader categories of dual-use research. I have adapted a version of these 

principles for dual-use research more generally, which can be found in Appendix III. Here, I focus on 

evaluating differences in the ethical implications of intrinsic risks and transfer risks.  
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9.6.1 Transfer risks feature risks and benefits that are not coupled 

Most of Selgelid’s principles apply similarly to dual-use research with intrinsic risks and transfer risks. The 

balance of benefits and risks of dual-use research is generally case-specific. However, differences between 

intrinsic risks and transfer risks feature important implications for risk mitigation and associated ethical 

assessment (Table 9.1).  

 

For research with intrinsic risks, benefits and risks are usually coupled: it is the exact same experiment, 

physical product, or information that results both in the majority of benefit and risk. For instance, the 

benefit of characterising high-risk wildlife pathogens or performing gain-of-function studies lies in the 

dissemination of genetic information to inform pathogen surveillance and countermeasure development 

- the same genetic information that enables misuse of these agents. This is because the goal of this research 

is threat assessment, the characterisation of future potential pandemic pathogens that might arise from 

nature. Most studies that involve dangerous pathogens are conducted to understand and tackle infectious 

disease. For this research, it is always about weighing up how much the scientific community should seek 

to understand the threats that are facing humanity given the potential risk of this research then enabling 

malicious humans to realise these threats. Therefore, the dilemma-character of the dual-use problem is 

particularly pronounced for the enhancement of potential pandemic pathogens, wildlife virus discovery 

efforts, or other dual-use research for pandemic preparedness. Risk mitigation often comes down to 

deciding between conducting the research or not conducting the research and potentially forsaking 

particular preparedness benefits (Duprex et al. 2015). Accordingly, debates on the dual-use risks of 

research with intrinsic risks are particularly heated and entrenched.  

 

In contrast, research with transfer risks does not generally feature a coupling of benefits and risks. Risks 

are often not directly linked with the promised benefits of the research. For instance, the goal of a given 
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research project may be to develop a potent vector for delivering a gene therapy. The risks, however, are 

only linked to the particular viral vector engineering strategy that was explored to achieve this goal. 

Therefore, there may be alternative lines of research that have the same benefits but less transfer risks. For 

instance, instead of developing universal immune evasion approaches to optimise AAV gene delivery that 

are transferable to pathogens, AAV-specific methods of capsid engineering or pharmacological immune 

modulators can achieve the same benefits. In some cases, low-risk alternatives may be significantly less 

effective and thus will not necessarily be an attractive risk reduction strategy.  

 

The possibility of low-risk alternatives has important implications in light of the principle of Minimisation 

of Risks. Selgelid bases the ethical acceptability of research on a lack of alternative less risky forms of 

research that would be equally beneficial (Selgelid 2016). Given the more frequent availability of 

alternatives, research with transfer risks may be less likely to be ethical from a Minimisation of Risk 

perspective. Therefore, when similarly promising projects compete for funding, one could argue that 

funders should support those lines of research with the least transfer risks.  

 

Furthermore, certain general-purpose methods can be “disarmed” by limiting their harmful applications 

without impacting the major use case of these advances. For instance, widespread DNA synthesis 

capabilities constitute a general-purpose technology with great benefit for biomedical research but also 

harmful applications. The screening of synthesised DNA against a database of known security-relevant 

sequences can selectively disarm harmful applications and provide a critical layer of defence against the 

misuse of known pathogens (World Economic Forum and Nuclear Threat Initiative 2020). Similarly, as I 

have alluded to in Chapters 4 and 7, as well as other work, application programming interfaces (APIs) may 

be used to disarm harmful applications of computational tools for viral engineering (Smith and Sandbrink 

2022). The ethical principle of Minimisation of Risks encompasses taking reasonable steps to minimise 
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risks of dual-use research (Selgelid 2016). Therefore, the development of general-purpose computational 

tools for synthetic biology should go hand in hand with the development of access systems to disarm 

possible harmful applications. Disarming biosecurity risks of research and technologies may be described 

as “biosecurity-by-design”, a concept first developed for a 2016 National Defense University meeting and 

since expanded upon by the biosecurity community (DiEuliis and Lutes 2016; Budeski 2018). Finally, the 

Manageability of Risks principle states that the more manageable the risks of dual-use research are, the 

more ethically acceptable a study is. This may imply that certain high-risk general-purpose methods should 

not be developed until their risks can be managed. 

 

9.6.2 Transfer risks and justice 

Transfer risks feature unique implications for the ethical principle of Justice. According to Selgelid, justice 

in this context pertains to the fair sharing of benefits and risks of research; the ethical acceptability depends 

on the degree to which the two are aligned in their targets (Selgelid 2016). While Alta Charo argues that 

the benefits of gain-of-function research may be unequally shifted towards populations with stronger 

healthcare systems (National Research Council et al. 2015), in principle such research features alignment 

between the populations affected by associated benefits and risk: possible benefits in the form of 

preparedness against future zoonotic pandemic and risks like the accidental or deliberate release of a 

pandemic pathogen both affect the whole of society. For instance, the enhancement of H5N1 avian 

influenza virus for mammalian transmissibility generates insights with potential use for preventing global 

pandemics, but the associated risk of accidental or deliberate releases may also cause global pandemics. 

Alignment between the populations carrying benefits and risks may be characteristic of a large share of 

research with intrinsic risks, as such research is frequently conducted to improve preparedness against the 

potential pandemic pathogens it involves. 
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In contrast, dual-use research with transfer risks may be more likely to cause justice problems as they 

frequently feature a divergence between populations that carry benefits and risks. Transfer risks arise from 

a much broader range of research activities that aim to create benefits other than global pandemic 

preparedness. For instance, the use of immune evasion engineering for viral vectors to improve gene 

therapies would only benefit a small number of patients and the proprietors of the technology. At the same 

time, it is the whole of society that is affected by the risk of associated insights that might lead to the 

deliberate release of an engineered pathogen. It is worth noting that such a trade-off may nevertheless be 

regarded as just in the light of the social contract that includes care for every single individual (i.e. 

emphasising the significant health needs of those with rare diseases). Additionally, advances with an 

initially narrow set of beneficiaries may eventually lead to applications that benefit larger shares of the 

population.  

 

How can we disentangle this and other ethical debates around research risks? Selgelid’s principle of Good 

Governance - Democracy states: “Policy-making should (insofar possible) reflect the ultimate values, value 

weightings, and risk-taking strategies of public citizens.” (Selgelid 2016). However, decision making on 

research risks is often done based on the values of a small group of scientists with personal or institutional 

conflicts of interests (Inglesby and Lipsitch 2020). Wider society and in particular those affected by 

possible risks need to be involved in decisions for trading off conflicting values when evaluating benefits 

and risks. 
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Table 9.1:  Summary of differences between intrinsic risks and transfer risks 

 Research with intrinsic risks Research with transfer risks 

Source of risk Physical product and communication of 
insights 

Communication of insights transferable 
to other agents 

Examples ● Experiments captured by 
DURC, including GOF on 
PPPs 

● Laboratory characterisation of 
pandemic potential of wildlife 
pathogens 

● Horsepox synthesis 
● Immune evasion engineering of 

viral vectors 
● Reverse genetics platforms 
● Computational tools for viral 

engineering 

Coupled benefits 
and risks 

Frequently coupled benefits and risks; 
same information used for benefit that 
creates risk for misuse. 

Frequently uncoupled benefits and 
risks; information with misuse potential 
is a side effect of research. 

Population 
targeted by risks 
and benefits 

Usually the same population stands to 
benefit and carries risks, as this research 
is often aimed at preventing pandemics 
and might similarly create pandemics.  

Often different populations stand to 
benefit and carry risks. 

Risk mitigation 
strategies 

● Decision between taking risks 
or forsaking benefits 

● Otherwise mainly 
communication strategies can 
help to manage risks 

● Alternative lines of research 
may offer same benefits 
without risks 

● Disarming harmful 
applications through 
“biosecurity-by-design” 

 

 

9.7 Mitigating transfer risks 

As discussed in 9.5, research with transfer risks has many different forms, risks, and benefits. Transfer risks 

are representative of more diffuse advances of life sciences into directions with dual-use potential. New 

approaches to dual-use management that look different from existing DURC oversight are needed to 

manage these risks. This will be the subject of Part 4. Nevertheless, a subset of research with transfer risks 

may be concerning enough to be considered as part of existing dual-use oversight for high risk studies.  
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Export control regulations outside of the life sciences have considered transfer risks for a long time. In the 

nuclear non-proliferation community, it is a well-characterised risk that countries receiving support in 

establishing safeguarded uranium enrichment or plutonium processing facilities may use the resulting 

knowledge to support a nuclear weapons program (Fuhrmann 2012). Thus, the export of such facilities is 

generally restricted. US regulations on “deemed exports” restrict the sharing of technologies and know-

how with foreign nationals in the US who may later transfer these technologies abroad (Felbinger and 

Reppy 2011).  

 

Indeed, there may be movement to capture a subset of transfer risks under DURC oversight. The NSABB 

recommendations from March 2023 suggest removing the “directly misapplied” from the definition of 

DURC, as it “could limit the identification of research of concern that may pose significant threats” 

(National Science Advisory Board for Biosecurity 2023). If implemented in combination with NSABB’s 

recommendation to expand review for DURC beyond select agents, then this could potentially capture 

experiments with particularly pronounced transfer risks relating to enhancement of viruses, including 

universal genetic elements for immune evasion. An important factor for effective implementation would 

however be the creation of heuristics to decide between what constitutes a significant threat and what does 

not.  

 

To make the expansion of dual-use oversight to research with transfer risks actionable, it is important to 

define principles to identify transfer risks of significant concern. One approach would be to focus on 

transfer risks which involve potentially concerning enhancements which are readily transferable to a 

potential pathogen, in particular if this as a result could be turned pandemic-capable. If an experimental 

insight is credibly applicable to one or more pathogens, and this transfer could be conducted by anyone 

capable of assembling the pathogen, then the insight should be considered as concerning as if the study 
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had been conducted on every relevant pathogen directly. For example, if a novel method of assembling a 

biological agent can credibly be applied to an agent capable of inflicting severe harm and thus render it 

accessible to additional individuals, then it should be judged like a method with similar implications for 

accessibility directly developed on the agent in question. In the end, dual-use oversight should not be 

defined by the agent on which a given piece of research is conducted, but by its possible effect on dual-use 

capabilities. Such a framework would thus also capture the horsepox synthesis experiments.  

 

9.8 Conclusions on transfer risks  

In this chapter, I have discussed transfer risks as an instantiation of how more diffuse scientific activity 

beyond specific high-risk studies can be associated with dual-use risks. In my analysis of transfer risks, I 

find that studies that do not themselves have high dual-use potential could nevertheless unlock dual-use 

capabilities. This will only be exacerbated by artificial intelligence systems which will be trained on the 

whole corpus of the scientific literature and based on this input acquire relevant dual-use scientific 

capabilities.  

 

Mitigating transfer risks and other more diffuse dual-use risks will require new approaches. When 

analysing transfer risks, I argue that they may be sometimes mitigated without forsaking research benefits. 

Other lines of research may achieve similar benefits with fewer risks, or complementary technologies may 

selectively prevent harmful applications. In the rest of this thesis, I explore governance mechanisms able 

to manage dual-use risks beyond high-risk studies with intrinsic risks. Such governance mechanisms will 

require looking beyond individual projects, to compare risks and benefits across different projects. 

However, existing dual-use management approaches focus on evaluating individual projects. This 

individual project focus, which underlies - and limits - existing governance approaches, is the subject of the 

next chapter.  
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Chapter 10: Individual project oversight and its limits  

DURC review and risk mitigation strategies focus on individual projects. As discussed in Chapter 8, to 

comply with US DURC policies, institutions granting or receiving US federal research funding evaluate 

proposed research projects for select agents and experiments of concern. Researchers looking to conduct 

research that might constitute DURC submit their proposal to their institutional review entity (IRE), a 

committee of local scientific, biosafety, and sometimes legal, ethical, and regulatory experts. This review 

entity then evaluates whether a proposal constitutes DURC and helps to create a risk mitigation plan. 

However, I argue, this review process focuses on individual projects and, while it frequently involves 

consideration of lower-risk methods to achieve a specific goal, it only explores alternatives to a limited 

extent.26 It does not involve comparisons between projects or a broader consideration of alternative 

beneficial projects with less risks. Thus, the US DURC policies are an example of what I term “individual 

project oversight”. 

 

Individual project oversight: Risk-benefit assessments or risk mitigation strategies that 

focus on an individual project, experiment, or technology.  

 

I differentiate individual project oversight from panoptic dual-use management, which aims to reduce 

dual-use risks by accounting for risks in decisions between projects and creating appropriate incentives to 

reduce dual-use risks. I properly introduce and expand on panoptic dual-use management in Chapter 11.  

 

 
26 Individual assessors (e.g. IRE members) may encourage the consideration of alternative or complementary 
projects to reduce risks. In the 2017 DURC stakeholder workshop one scientist noted that thinking about the 
seven experiments of concern helped identify low-risk alternatives - even for experiments not involving select agents 
(S. W. Evans et al. 2021).  
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In the following, I explore how existing oversight approaches focused on individual projects are 

implemented in centralised and decentralised forms (10.1). I identify that the DURC policies constitute 

an example of decentralised individual project oversight, while the P3CO policies attempt to establish 

centralised individual project oversight with moderate success (10.2). I argue that while, in the abstract, 

individual project oversight involves both shaping projects to reduce risks and stopping projects where 

risks outweigh benefits, in practice, US implementation focuses on the former (10.3). The United States 

could strengthen its dual-use oversight by mandating risk-benefit assessment of a broader set of research 

that would apply to all research independent of funding source (10.4). However, even a strengthened 

individual project oversight system would be intrinsically limited by not considering low-risk alternatives 

and the combinatorial nature of dual-use risks (10.5).  

 

10.1 Centralised and decentralised oversight 

Dual-use oversight, including individual project oversight, may be deployed in a centralised or 

decentralised way. Centralised oversight may be used to describe review mechanisms at an institution-

overarching level, such as a central government funding body or a separate government agency. Central 

oversight includes scenarios where funding bodies conduct dual-use review, such as in the UK. Researchers 

submit their proposals, which are reviewed by institution-independent experts. In a funding body setting, 

individual project oversight is common, as grants are individually reviewed for risks and benefits. 

Centralised oversight has the advantage of being able to provide a consistent minimum bar for dual-use 

review. However, as there is limited room for back and forth between reviewers and researchers, centralised 

review processes need to be simple and uncontentious.  

 

Oversight is decentralised when local institutions handle dual-use oversight. Such is the case in Canada, 

where any institution engaging in life sciences research is mandated to engage in dual-use review. Dual-use 
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review is frequently conducted by committees emerging from the heritage of institutional biosafety and 

research ethics committees. These committees have traditionally taken an individual project focus to 

manage safety and ethical aspects of research. Thus an individual project oversight approach is frequently 

prevalent in decentralised governance settings. Especially if the researcher has already received a grant, it 

may be difficult to consider low-risk alternatives seriously. Decentralised review has the upside of allowing 

increased flexibility of review processes, as local institutional reviewers may work closely together with 

researchers to shape projects to reduce risks. However, decentralised review processes depend on the care 

and skills of local reviewers and thus effectiveness of review might differ across institutions.  

 

The downsides of decentralised institution-level review were highlighted by a 2022 controversy around 

Boston University experiments involving the insertion of the Omicron spike protein into the wild-type 

SARS-CoV-2 backbone (Chen et al. 2022).27 When questioned about its review of associated risks and 

benefits, Boston University refuted risks associated with this work. Specifically, they denied that this work 

constituted “gain-of-function” experiments (The Brink Staff 2022) - despite the experiments featuring an 

enhancement of immune evasion of the wild-type SARS-CoV-2 virus. Furthermore, Boston University 

officials argued that this research did not have to be reported to the National Institutes of Health because 

it only funded relevant equipment and not the study itself. While such a lack of reporting requirement is 

likely true, this statement demonstrates a culture of compliance with minimal requirements, rather than 

proactive research oversight.  

 

 
27 This controversy is documented and analysed in an insightful manner in a Twitter thread by Marc Lipsitch 
(Marc Lipsitch [@mlipsitch] 2022). 

https://twitter.com/mlipsitch/status/1582582199370383362?s=20&t=othmQOP6JdWwC5lubxenZQ
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Centralised and decentralised approaches may also be mixed, as is the case in Germany. The main German 

federal funding body DFG reviews dual-use risks of grant proposals, but also many institutions have 

voluntarily created local dual-use committees that work with researchers to mitigate risks. 

 

10.2 Individual project oversight in practice in the US 

Individual project oversight dominates the existing approach to US dual-use oversight. I focus on analysing 

dual-use management measures with an impact on what projects are funded and conducted.  

 

10.2.1 The DURC policies 

The DURC policies impose a combination of decentralised and centralised individual project oversight in 

the US. The 2014 iDURC policy tasks local, institutional IREs with reviewing individual projects for 

DURC and advising on risk mitigation measures. The DURC IRE reviews the proposed project, works 

with researchers to make the research not DURC, and makes an assessment of whether the research is still 

worthwhile even if it constitutes DURC. If a project proposal is submitted to apply for NIH funding, the 

institutional DURC assessment is submitted alongside the grant application.28 Based on the 2012 DURC 

policy, federal funding bodies need to review all proposed intramural and extramural research for 

DURC.29 To comply with this policy for extramural grants, NIH draws on the decentralised, institutional 

DURC review.30  

 

 
28 This is what relevant experts report. However, the NIH grant application instructions from 2021 do not 
mention dual-use or DURC at all (U.S. Department of Health and Human Services 2021). 
29 Intramural projects are those conducted by NIH scientists, extramural projects are those funded by NIH but 
conducted at other institutions.  
30 According to someone working at the NIH bioethics team. 



171 
 

Whether and how DURC review is corroborated by the funder and feeds into funding decisions is opaque. 

It is unclear to what extent the DURC review is factored into funding decisions;31 this may vary based on 

who sits on the scientific advisory group that evaluates the merits of different proposals. After a decision 

to fund a proposal has been made, the outcome of the institution-level IRE DURC is declared on the NIH 

Notice of Award. NIH may provide support in developing an appropriate risk mitigation plan and may 

implement this through a term of award (National Institutes of Health 2014b).  

 

10.2.2 The P3CO policy 

The P3CO policy imposed centralised individual project oversight of ePPP research. However, its 

implementation is currently opaque and thus it is difficult to resolve controversy around the effectiveness 

of current processes. Since 2017, only three ePPP studies have been referred to the HHS P3CO committee 

(F. Collins 2021). Molecular biologist Richard Ebright of Rutgers University estimates that if properly 

implemented, tens of projects would have to be forwarded to the P3CO review committee per year.32  

 

Multiple reasons may contribute to why the number of projects forwarded has been surprisingly small. 

First, there seems to be an incredibly high bar for a study being forwarded. Based on a yet unpublished 

study of ePPP research, it seems like studies are only forwarded to P3CO review if a study clearly meets 

the ePPP criteria and not if it could meet the ePPP criteria. This practice relegates the P3CO process from 

‘performing risk assessments’ to ‘providing guidance on managing research that someone else has deemed 

to feature high risks’. Second, a proposal is only forwarded to the P3CO committee if it specifically 

proposes ePPP research. However, a laboratory could receive NIH funding for a broader portfolio of 

research and equipment, and then use resulting resources (including in combination with funding from 

 
31 To the best of my knowledge based on reviewing official documentation and conversations with David Relman 
and Richard Ebright, who have both served on NIH study groups.  
32 Based on personal communication with Richard Ebright.  
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other sources) to conduct a study that turns out to result in pathogen enhancement.33 This is arguably one 

reason why the Wuhan Institute of Virology studies to create chimeric SARS-related coronaviruses34 were 

not considered by the HHS P3CO committee, and why generally there may be more ePPP studies 

supported by NIH funds than were sent out to the HHS P3CO committee for review (Kaiser 2021). The 

third factor for the low number of proposals reviewed for ePPP research may be that the P3CO policy 

suggests that only research is funded after a review of its merits has been performed. Therefore, NIH likely 

only forwards research that they want to fund - and, if only a small number of explicit ePPP projects are 

funded, then only a small number of studies is reviewed by the P3CO committee.35 However, such a 

practice would mean that funding decisions are made before risks are properly assessed. Lastly, there is a 

question around how much the effectiveness of P3CO is hampered by it only constituting a departmental 

guideline and not a regulation that is binding.  

 

One first crucial step to improving oversight over high-risk research is increasing transparency of the review 

process, which is a core goal of current discussions on the revision of the P3CO and DURC policies 

(Inglesby and Lipsitch 2020). The need to increase the transparency of the P3CO process features 

prominently in the NSABB recommendations (National Science Advisory Board for Biosecurity 2023). 

Furthermore, the NSABB recommendations suggest the creation of a US government office to support 

investigators and institutions in consistently identifying ePPP research. Given the P3CO policy is 

currently limited by appropriate experiments being forwarded to the review committee, this could be an 

 
33 If research plans change, under current practices such changes should be reported in regular grant progress 
reports. If a study unexpectedly results in pathogen enhancement, NIH expects for this to be reported immediately 
(Kaiser 2021). 
34 These studies funded by an EcoHealth Alliance grant came under public scrutiny as part of the COVID-19 
origins investigations.  
35 According to personal communication with a bioethicist at NIH. 
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effective intervention to ensure the reliable identification of research with potential to generate high-risk 

results.  

 

P3CO explicitly aspires to consider proposed projects in the context of alternatives. The policy states that 

there should be “no feasible, equally efficacious alternative methods to address the same question in a 

manner that poses less risk than does the proposed approach” (U.S. Department of Health and Human 

Services 2017). Indeed, for one of the three projects reviewed by the P3CO committee, P3CO-relevant 

activities were replaced with low-risk alternatives (F. Collins 2021). However, the current commitment to 

considering alternatives may be limited by its language. Nick Evans argues that asking for alternatives to 

be “equally efficacious” at answering the “same question” is unhelpful (N. G. Evans 2018). Any change in 

methodology leads to answering a slightly changed question and thus will change the benefits. For 

instance, if one is interested in characterising specific variants of avian influenza that are mammalian 

transmissible, then enhancement experiments are unique in achieving this goal. However, enhancement 

experiments may not be unique when a broader question is asked that aims to identify research that can 

help to inform policies and countermeasures against a possible avian influenza pandemic (Lipsitch 2014). 

Thus, Evans argues that P3CO fails to consider that alternative experiments may provide slightly different 

answers but nevertheless feature overall a greater expected net benefit. On an individual level, certain 

scientists and risk-benefit assessors may seriously consider a broader set of alternatives. For instance, in the 

2017 DURC stakeholder workshop one scientist noted that thinking about the seven experiments of 

concern helped identify low-risk alternatives - even for experiments not involving select agents (S. W. Evans 

et al. 2021). However, this aspiration of comparing risks and benefits more broadly has not been 

formalised.  
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10.3 Mitigating risks with individual project oversight 

Individual project oversight involves considering the risks and benefits of individual projects and engaging 

in relevant risk mitigation measures. After assessing risks, researchers may shape their project to reduce 

risks (Figure 10.1a). In some cases, risk benefit assessment may find unacceptably high risks compared to 

expected benefits and no plausible ways of shaping the project to achieve net benefit. Under effective 

individual project oversight such projects would be stopped or not conducted in the first place (Figure 

10.1b).  

 

 
Figure 10.1: Strategies for risk-benefit assessment 

Individual assessment of benefits and risks may a) identify opportunities to reduce risks through shaping a given 

project or b) identify risks unjustified for the level of promised benefit. c) Comparing the risk-benefit profiles of 

different alternative projects may enable identification and advancement of projects with overall most favourable 

benefit-risk profiles, which can be expected to be better than the outcome of individual risk-benefit assessment.  
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Within the current US individual project oversight paradigm, the shaping of individual projects is the main 

approach for mitigating risks. The DURC policies propose risk mitigation through modifying 

experiments, applying specific biosafety/biosecurity measures, evaluating medical countermeasures, and 

tailored communication (U.S. Department of Health and Human Services 2012). The example of a 2015 

University of Chicago influenza virus research proposal demonstrates how some of these risk mitigation 

approaches may be applied (S. W. Evans et al. 2021, 39). To avoid the study being covered by the then-

ongoing US GOF moratorium, researchers modified the experiments, applied enhanced biosafety 

practices, and tested medical countermeasures. The experiments were shifted to be conducted in PR8 

influenza virus, an attenuated, mouse-adapted strain with reduced capacity to infect humans. 

Additionally, researchers committed to conducting the experiments at biosafety level 3 (BSL-3) and 

confirmed sensitivity of generated strains to antivirals.  

 

The DURC stakeholder workshop in 2007 found that the most commonly employed risk mitigation 

strategy under DURC was tailored communication (S. W. Evans et al. 2021). Tailored communication 

involves presenting the research to highlight its beneficial applications while obfuscating how it may be 

misapplied. Tailored communication usually does not involve withholding scientific details. The NIH 

companion guide to the implementation of the DURC policies offers concrete advice on how to 

communicate dual-use research findings (National Institutes of Health 2014a). The core strategy is to 

focus on emphasising the value of the research and avoid drawing attention to its potential for misuse. 

Communication strategies may be co-developed with the NIH. If a study is ethical from a dual-use 

perspective, and publication of full information is justified, then tailored communication is better than 

'reckless' communication, such as highlighting in a press release and in the abstract the pandemic potential 

of a particular novel finding. Tailored communication may also be more appropriate for publications that 

increase the accessibility of misuse, as this strategy might be most successful for mitigating risks from actors 
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with less expertise that will not realise the misuse potential of something on their own. However, tailored 

communication may be less suited to studies that increase peak capabilities and for which the misuse 

potential will be obvious. This includes the disclosure of new insights that might be particularly sensitive, 

such as the first set of mutations that turns a high-risk animal virus potentially human-transmissible. 

 

Independent of the active oversight process, simply the existence of the DURC and P3CO oversight may 

have some incentive effect to not conduct relevant research. Because they do not want to face the burden 

of oversight, researchers may choose or modify their experiments so that they do not fall under the policies 

and their risk-benefit review. This effect has been noted for the Federal Select Agent Program, but likely 

also extends to DURC and P3CO (S. W. Evans et al. 2021). I will discuss the merits and downsides of 

these incentive effects when considering incentives more broadly in Chapter 11 and 12. However, at this 

stage, it is worth noting that DURC and P3CO may induce some consideration of alternative experiments 

before a project actually makes it to the review stage.  

 

In certain cases, individual researchers may go beyond what is required by existing dual-use oversight. The 

story of the discovery of botulinum toxin H is an exemplary case of responsible communication and risk 

mitigation. In 2012 Stephen Arnon and Jason Barash discovered a new strain of botulinum toxin, a highly 

lethal nerve toxin. For fear of this new toxin being misused, Arnon and Barash excluded its genetic 

sequence from their initial publication (Barash and Arnon 2014). They shared the genetic sequence with 

a colleague to get a head start on developing an antitoxin. As public pressure mounted to publish the new 

sequence, researchers found that the new toxin variant was actually a hybrid between known types and 

could be tackled with existing antitoxins (G. Gronvall 2016, 55; Fan et al. 2016; Maslanka et al. 2016). 

Under existing US dual-use management, individual researchers make the decision whether to withhold 

security-relevant information until countermeasures are in place.  
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Another risk mitigation strategy available under individual project oversight is structured access to 

information or a technology. Security-sensitive structured access methods can either block or flag illicit 

access. This may be achieved through either screening for who accesses a given tool or piece of information 

or screening individual or combinations of queries. Examples of structured access include gene synthesis 

screening, which I have described in Chapter 3. Many companies voluntarily engage in gene synthesis 

screening based on existing US guidance. Another application of structured access are security-sensitive 

application programming interfaces (APIs) to mitigate the misuse of computational tools, which I 

described in Chapters 4 and 7. Structured access methods may be particularly important for mitigating 

risks from general-purpose methods or tools, which generally feature many benefits and thus are associated 

with high societal incentives to develop. 

 

While existing US governance enables effective voluntary acts of risk mitigation, it features clear 

limitations around consistently managing risks from the most concerning subset of dual-use research. For 

instance, ongoing discussion about NIH’s support of coronavirus characterisation and recombination 

experiments demonstrates the lack of conclusive governance of ePPP research (F. Collins 2021). As I 

argued in Chapter 9, the select agent-focused DURC policies fail to capture a lot of high-risk research. 

P3CO captures a broader set of work, however, as discussed in 10.2, this policy is implemented with 

limited effectiveness. In the following, I sketch out how US centralised individual project oversight might 

be strengthened to effectively manage ePPP and other high risk research.  

 

10.4 Improving US individual project oversight 

Effective centralised individual project oversight may be an important, actionable step for improving dual-

use management beyond the status quo. In this section, I briefly sketch out what strengthening individual 
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project oversight might entail. For inspiration of how to achieve effective individual project oversight, I 

look to the management of other research risks and ethical challenges.  

 

In the United States, research is regulated that involves human subjects, vertebrate animals, select agents, 

human embryonic stem cells, and human foetal tissue. In contrast to dual-use risks, these research areas are 

not just governed through guidance (see P3CO) but through federal regulations that are legally binding. 

The NIH review process for extramural grant application covers these risks and ethical questions in a 

structured and well-documented form. Grant proposals have to declare if the proposed research involves 

any of these materials (U.S. Department of Health and Human Services 2021). Compliance review by the 

NIH Center for Scientific Review ensures that all relevant items have been disclosed correctly and that 

paperwork, for instance required for research on select agents, is correctly presented to feed into the peer-

review process (National Institute of Allergy and Infectious Diseases 2022). Dual-use research for ePPP 

and other high-risk research should take place with a similar level of binding formality (see Figure 10.2). 

For instance, ePPP oversight could be turned from soft law, characterised by self-governance and 

guidance-based oversight, into hard law - ensuring a solid oversight baseline for potential high-risk research 

in the form of risk-benefit review. Similar to how researchers should justify doing studies involving animals 

or humans in a grant application, researchers should also justify the use of replication-competent viruses 

or dangerous enhancements.  
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Figure 10.2: NIH extramural grant review and proposed consideration of dual-use risks 

The existing NIH grant review process is pictured in blue. Before grants are evaluated for scientific merit, compliance 

review ensures paperwork on human subjects, vertebrate animals, and select agent research has been correctly 

completed. These areas of regulated research are considered by the scientific review groups and appropriate 

mitigation measures listed on the term of award. I propose a similar process in red for risk-benefit assessment of high-

risk dual-use research. At the compliance review phase projects may be forwarded to an external review agency for 

risk-benefit assessment.  

 
A committee independent from the funding body should conduct the risk-benefit assessment. The failure 

of effective oversight of ePPP research through an internal HHS P3CO committee has demonstrated the 

importance of external accountability. The US Congress, which has fiscal oversight over all US 

departments, is in the position to mandate such external oversight. One option could be to create a 

specialised, independent government body, which would review research from all funding sources (see 

Figure 10.2). This could include research indirectly funded government agencies - such as the Boston 

University experiments (see section 10.1) - and privately funded research. The central risk-benefit 
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assessment committee could then assess the risks of a project and whether it is allowed to proceed given 

what risk mitigation measures. Details of risk-benefit assessment may then also feed back into NIH to be 

considered by scientific review groups - this might enable comparative consideration of risks and benefits 

between projects, similar to existing practices for human subjects research (National Institutes of Health 

2019). I explore in Chapter 13 how NIH could consider dual-use risks in funding decisions. 

 

For effective implementation, centralised individual project oversight must have a clear scope. A clear 

definition of captured potential high-risk research would facilitate consistent compliance enforceable by 

law. Nevertheless, such a new centralised individual project oversight mechanism might go beyond the 

limited scope of current DURC policies. While I argue for using illustrative lists (see Chapter 8) and tiered 

assessment frameworks (see Chapter 13) where possible, an exhaustive list may be most actionable for 

centralised risk assessment required by law. An exhaustive list would simplify the process for scientists, 

who would simply be required to review whether their research features on a list of risky experiments. 

Existing ePPP and DURC research criteria may form the starting point for such a list, but it may also be 

expanded to address some of the limitations identified in Chapter 8. For instance, this list of most 

concerning activities would not have to be limited to select agents. It could also capture research to identify 

potential pandemic pathogens related to wildlife virus discovery. Additionally, such a list could include 

research beyond microbiology, such as the most concerning subset of research with transfer risks (see 

9.7).36  

 

 
36 Indeed, NIH DURC guidelines are already more broad than legally required by the US government. This is 
based on personal communication with a bioethicist at NIH. 
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10.5 Shortcomings of individual project oversight 

Strengthened individual project oversight might provide a good baseline for mitigating the highest-risk 

research. However, oversight focused on individual projects is intrinsically limited. Individual project 

oversight might not be able to achieve the best expected societal outcomes and may fail to address research 

with dual-use risks that do not fall into the category of highest concern, including research with transfer 

risks. This is because of two core shortcomings of individual project oversight: 1) the failure to consider 

low-risk alternatives (10.5.1), and 2) the failure to consider interactions between research projects which 

may shape risks (10.5.2).  

 

10.5.1 Failure to consider alternative paths and projects 

Under individual project oversight, there generally exists a high barrier to not conducting a research 

project. If a research project is assessed in isolation, there is a relatively high barrier to stopping it, as not 

doing the research may be seen as forsaking all possible benefits. In line with this, the 2017 DURC 

stakeholder consultation found that it is extremely rare that a project is not conducted because of its risks 

(S. W. Evans et al. 2021).37  

 

However, in reality, the alternative to doing a potentially risky study is not to do nothing but to invest in 

a different research project. Other, less risky research projects may offer the same level of benefits. This 

may even be the case for research with intrinsic risks. If a narrow question is asked, for instance the goal to 

identify viruses that could spill over into humans, its achievement requires intrinsically risky findings. As 

discussed in the previous chapters, certain pandemic prevention research, such as pandemic virus discovery 

 
37 In practice, individual project oversight is quite effective at inducing consideration of alternatives as investigators 
often preemptively adjust projects to avoid classification as DURC/ePPP research. This is particularly the case for 
reducing biosafety risks in the case of research on potential pandemic pathogens.. However, such adjustments are 
mainly minor which means that generally the dual-use risks of a study, including the dual-use potential of the 
associated tacit knowledge, are not substantially modified.  
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or the enhancement of potential pandemic pathogens, features intrinsic risks of lab escape or informing 

misuse. However, for the broader question of preventing zoonotic spillovers, other research projects with 

less risks may offer a similar level of benefits. Instead of funding risky wildlife virus discovery research, 

funds could be invested into other strategies, such as detecting new zoonotic spillovers in rural 

communities or creating robust public health mechanisms to contain such events (Sandbrink, Ahuja, et 

al. 2022). When there are more promising research proposals than available funds - as is the case for 

preventing zoonotic spillover events that turn into pandemics - not conducting a specific study because of 

its risks will not meaningfully impact on the promise of the research portfolio. 

 

Not considering low-risk alternatives may in particular hinder the governance of dual-use risks from 

research with transfer risks. As discussed in Chapter 9, a lot of synthetic virology research features transfer 

risks, which may substantially increase risks from future engineered pandemics.  An example are the 

universal genetic elements for evading innate immune sensors developed by Chan et al., discussed at 

different points throughout this thesis (Chan et al. 2021). Importantly, the benefits of a lot of research 

with transfer risks might outweigh its risks (and thus it may be judged as net positive), as it promises 

concrete upsides for gene or cancer therapy while producing some diffuse and indirect risks. Thus, even 

under appropriate individual project oversight, such research would proceed with minimal changes. 

However, considering alternative research avenues might identify other high-promise options with less 

transfer risk, options that would thus be preferable from an expected value perspective (see Figure 10.1c).  

 

One illustrative parallel are high emissions technologies, such as combustion engine cars. Seen in isolation, 

a combustion engine car is net positive for society. It provides transportation, thus increasing economic 

output and welfare. Combustion engine cars were not banned after the discovery of their contribution to 

climate change, so the majority of society sees them as net positive. However, the advent of electric vehicles 
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has presented a more societally beneficial alternative. Electric vehicles nowadays provide similar upsides to 

combustion-powered cars at a lower level of environmental harm, thus featuring a greater net-benefit. 

Thus, governments incentivise transitioning to these vehicles and are planning to phase out combustion-

powered cars over the coming decades (UK Government 2021).  

 

Similarly, societally preferential alternatives may exist for gene therapy research for which benefits 

outweigh transferable dual-use risks (and thus are judged to be individually net positive). For instance, in 

the case of the Chan et al. study, the benefits of creating a potent gene therapy vector by creating universal 

immune modulation elements likely outweigh associated dual-use risks. However, a potent gene therapy 

vector may also be achieved through other paths, some associated with less risks. For instance, low-risk 

alternatives may be AAV-specific modifications or pharmacological adjuvant-based strategies (Sandbrink, 

Alley, et al. 2022). Even if low risk-alternatives do not have the very same properties, they can still feature 

an overall similar level of benefit.38 Electric vehicles may have a limited range and require lengthy charging 

but they still feature largely similar benefits to combustion-powered cars. Additionally, they have other 

unique upsides such as being less noisy. Similarly, pharmacological adjuvant-based immune modulation 

may have different properties than genetically-encoded enhancements but nevertheless be overall expected 

to be roughly similarly promising. Indeed, pharmacological strategies may have unique benefits, such as 

the potential for adjusting dose based on symptoms. To achieve the societally best expected outcomes for 

synthetic virology, dual-use management needs to preferentially leverage low-risk alternatives for a broad 

range of dual-use projects.  

 

 
38 One limitation of this analogy is that the benefits of different lines of scientific inquiry are less certainly the same 
as the benefits of different forms of cars. Additionally, as part of evaluating benefits, it needs to be considered that 
changing research methodologies also features significant costs and risks for failure. These factors need to be 
considered when thinking about which avenues of research are the most promising, nevertheless, arguably, there 
will be cases in which two options with different levels of dual-use risks will feature roughly similar benefits.  
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10.5.2 Combinatorial nature of dual-use risks 

Individual project oversight may also fail to consider the context that defines the risk of a given project. 

Projects may individually not be of high concern but in combination may enable concerning dual-use 

capabilities. For instance, a paper describing the genome of a novel pandemic-capable pathogen and a 

paper detailing step-by-step synthesis of the virus may in isolation appear less concerning. However, when 

evaluated in context of each other, their risks compound. Considering both projects in context of each 

other allows taking into account the risk created through their combination and if only publication of one 

of the two makes sense, evaluate which of the projects features a more favourable benefit-risk ratio.  

 

One relevant example might be the case of the 1918 influenza virus genome published in 2005. Since 2005, 

as discussed in Chapter 3, multiple effective influenza virus reverse genetics protocols have been published. 

These protocols allow individuals with basic molecular biology skills and access to the right basic materials 

to reconstruct influenza viruses, which is important for improving countermeasures. However, the same 

protocols would now allow the reconstruction of 1918 pandemic influenza virus. It is not clear how 

concerning the release of 1918 influenza virus would be (Centers for Disease Control and Prevention 

2019). Suppose this risk is now so high that it trumps the expected benefits of publishing the virus’ 

genome. In that case, the potential for detailed influenza reconstruction protocols should have been 

considered when the risks and benefits of publishing the genome were evaluated. A similar case is the 

publication of the variola virus genome and the emergence of increasingly accessible orthopoxvirus reverse 

genetics protocols.  

 

Individual project oversight may also fail to leverage combinations of projects that may reduce risks. For 

instance, as mentioned in Chapter 6, unnatural amino acids may be leveraged for intrinsic biocontainment 

(Rovner et al. 2015; Mandell et al. 2015). Organisms that are engineered to rely on these building blocks 



185 
 

which are not available in nature cannot replicate outside of a controlled setting. Thus, viral enhancement 

methods dependent on unnatural amino acids may feature reduced misuse risks. For instance, capsid 

engineering methods incorporating synthetic amino acids would mean that such modifications would not 

be viable for transfer to an agent designed to replicate outside a laboratory environment.  

 

10.6 Beyond individual project oversight 

In this chapter, I have argued that existing governance mechanisms, such as the US DURC and ePPP 

policies, focus on assessing and mitigating the risks of individual projects. I have highlighted how the 

United States could improve its individual project oversight. Especially promising might be binding 

regulations for independent, centralised risk-benefit assessment of the most concerning subset of dual-use 

research. However, individual project oversight features intrinsic limitations, which are especially limiting 

for mitigating transfer risks - risks which, as I argue in Chapter 9, may drive future dual-use capabilities. 

Thus, in Part IV, I explore risk mitigation approaches that go beyond the oversight of individual projects. 

Earlier this chapter, I already drew on the example of combustion-engine and electric cars to highlight the 

importance of technology governance that compares different solutions. In Chapter 11, I look closer at 

strategies for decarbonising the economy to inform the mitigation of dual-use risks.   
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PART IV: SOLUTIONS 
 

“Regulation is the mother of invention” - Ruth Ruttenberg (Rip and Kemp 1998) 
 
Chapter 11: Motivating panoptic dual-use management 

Suppose there is a commons, a pasture shared among multiple shepherds. Each shepard faces an incentive 

to add animals to their herd which grazes on this commons. Adding an animal solely benefits each 

individual shepard; however, the costs of additional animals depleting the commons are shared among all 

shepherds. As each shepherd grows their herd, eventually, the commons will be overgrazed and wither. 

This is the “tragedy of the commons”, a concept popularised by Garrett Hardin in 1968 to describe a class 

of population problems (Hardin 1968).  

 

The tragedy of the commons can be found in many contemporary challenges. Antibiotic resistance, 

pollution, and climate change all feature properties of this tragedy. Common-pool resources may be 

abstract, an example being the reduction in antibiotic effectiveness which is driven by doctors with 

individual incentives to generously prescribe antibiotics. Characteristics of the tragedy of the commons 

can also be found in the dual-use problem. Examining the dual-use problem in light of the tragedy of the 

commons is especially important for mitigating dual-use risks beyond those with high risk for direct 

misapplication. In Part II and III, I highlighted how existing risk mitigation strategies fail to address risks 

from increasingly diffuse and transferable insights that drive powerful dual-use viral engineering 

capabilities. I argued that prevalent individual project oversight is important to govern the highest-risk 

research but is not suited to address a broader set of dual-use risks.  

 

In the following part of this thesis, I explore risk mitigation approaches that consider dual-use risks as a 

negative externality of research projects, an undesirable side effect that should be considered throughout 

the research process - similar to how governments and companies consider carbon emissions when 
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deciding on what technologies to invest in, or health commissioners consider antibiotic resistance when 

recommending antibiotic prescribing practices. I propose exploring “panoptic dual-use management”, 

which involves comparison of risks across research projects and alignment of stakeholder incentives with 

risk reduction. I define panoptic dual-use management as follows:  

 

Panoptic dual-use management: Reducing dual-use risks through accounting for risks in 

decisions between projects and creating incentives for stakeholders to reduce dual-use risks.  

 

Panoptic dual-use management is inspired by the Greek word panoptes, which means “all-seeing”.39 At its 

core, panoptic dual-use management is about looking at the whole set of possible research projects and 

treating associated dual-use risks as negative externalities that should be considered in decisions. Through 

acknowledging dual-use risks as negative externalities and creating proportionate incentives to consider 

them, this should result in decisions for research projects that feature overall the greatest net benefit. A 

panoptic approach to dual-use management can be taken by a wide range of actors - from grantmakers and 

companies to individual researchers, as they decide between projects to advance.  

 

Panoptic dual-use management does not prescribe how to trade off benefits and risks of different projects. 

Instead, it offers a methodology for making such decisions. Different from individual project oversight, 

 
39 One parallel which I explored but have not further substantiated is that of Jeremy Bentham’s “panopticon”. The 
best known version of Bentham’s panopticon is that of a prison where cells are arranged in a circular fashion 
around a central guard tower. Thus, from the guard tower all prison cells can be seen, and because the guard tower 
does not give indication of where the guard is looking, all prisoners are constantly under the impression they are 
being watched. (Galič, Timan, and Koops 2017). There is some analogy to this for panoptic dual-use management: 
just like the guard can watch many prisoners at a time, a researcher or grantmaker should look at dual-use risks 
across research projects when deciding what project to advance. However, less well recapitulated is the effect of 
giving the prisoners the feeling of being constantly watched. A parallel could be seen in the prisoner’s feeling of 
being watched and the creation of incentives to reduce dual-use risks across research projects for inducing a desired 
behaviour. However, this comparison is not only somewhat tenuous, but also controversial: it would mean that 
human decision makers, such as researchers or grantmakers, become the object to be surveilled. Thus, I have elected 
not to pursue the panopticon parallel at this stage.  
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panoptic dual-use management rests a risk-adjusted choice between different projects in the hands of 

researchers. When deciding whether to conduct a given study, individual project oversight focuses on risk-

benefits assessments that generate one of three outcomes: “yes”, “no”, or “yes with modifications”. 

Panoptic dual-use management adds the option of “maybe choose something else”. This “maybe choose 

something else” hinges on comparing risks and benefits across projects and introducing proportionate 

incentives to account for risks.  

 

Panoptic dual-use management thus complements individual project oversight. While individual project 

oversight cuts off the highest-risk research for which risks outweigh benefits, panoptic dual-use 

management shifts the research portfolio towards lower risk levels (see Figure 11.1). Such a research 

portfolio could belong to a researcher, a programme officer at a funding body, or even society as a whole. 

Decisions between projects that consider dual-use risks as negative externalities might result in the 

preferential advancement of lower-risk options or risk-reducing interventions. Such decisions may be 

encouraged by creating incentives for reducing dual-use risks. In theory, when dual-use risks are factored 

into decisions between projects, this should result in an overall shift from higher to lower risk projects.  

 

 
Figure 11.1: Comparison of individual project oversight and panoptic dual-use management 

a) Under individual project oversight, highest-risk research is subject to oversight and is cut off if risks cannot be 

justified by benefits. b) Under panoptic dual-use management, interventions are used to shift the entire high-promise 

research portfolio to lower risk projects.  
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Risk assessment as part of panoptic dual-use management should also take into account that two projects 

together may have greater risks than the sum of their parts, and that incremental dual-use risk taken may 

lead to concerning capabilities that outweigh the magnitude of each individual step. This is an important 

aspect that should be further explored, however I here focus on the case for comparing risks between 

projects.   

 

In this chapter, I discuss why a panoptic, comparative approach to dual-use risk mitigation might be 

appropriate and needed. I draw on lessons from climate change and the principle of differential technology 

development and consider possible objections. In Chapters 12 and 13, I then discuss how panoptic dual-

use management might be implemented.  

 

11.1 Parallels between climate change and dual-use risks  

Climate change is a classic example of the tragedy of the commons. Climate change is driven by negative 

side effects of technology, carbon emissions, which individual stakeholders do not face significant 

economic incentives to address. Carbon emissions contribute to climate change, which has already 

measurable effects and features potential for increasingly devastating consequences in the future. In 

economic terms, carbon emissions constitute “negative externalities”, defined as the consumption or 

production of a product causing a harmful effect to a third party - in the case of climate change, this third 

party being the whole earth. Tackling climate change is a coordination issue. A diverse set of stakeholders 

with individual incentives to keep producing carbon emissions needs to move towards reductions.  

 

The dual-use problem features similar properties. Dual-use risks constitute negative externalities associated 

with life science research. For instance, for synthetic virology research that advances accessibility and 

capabilities, the risk is small but non-trivial that such research enables the release of a pandemic pathogen. 
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Kevin Esvelt argues that thousands can already today follow viral assembly protocols for influenza viruses 

and that these barriers continue to fall (Esvelt 2022). This will likely be exacerbated by large language 

models and AI lab assistants, as discussed in Chapter 7. History demonstrates the existence of individuals 

with the skills and motivation for starting a pandemic - an example being Saiichi Endo, the virology 

graduate of Kyoto University leading Aum Shinrikyo’s bioweapons research in the late 1980s (Danzig et 

al. 2012). Thus, there is a non-trivial dual-use risk associated with viral synthesis and engineering, and these 

risks should be accounted for in decisions on what research to conduct. 

 

Reducing the dual-use footprint of the research enterprise is also partly a coordination issue: even if an 

individual scientist would decide not to pursue a potentially risky research avenue, other scientists might 

still pursue the same project. Researchers and technology developers justify not taking costly measures to 

reduce dual-use risks by arguing that others will not do so.40  

 

However, there are some important differences between climate change and dual-use risk mitigation. First, 

the very first disclosure of individual pieces of dual-use information may disproportionately drive the risk 

of misuse - I discuss this issue in section 11.1.3. Second, dual-use risks are less objectively measurable than 

carbon emissions and have caused little tangible harm to date. While climate change progresses slowly, the 

misuse of biological research may occur suddenly. These differences are crucial when considering how to 

structure interventions, as I discuss in Chapter 11.  

 

Despite the challenges associated with mitigating climate change, the global community has made 

significant headway regarding collective action to decarbonise the economy. In the following section, I 

identify some learning points that might be drawn from this for the governance of dual-use risks. I 

 
40 From personal experience of interviewing and working with researchers and technology developers.  
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highlight two lessons: the importance of looking beyond individual technologies and projects (11.1.1), and 

creating systems that incentivise stakeholders to reduce negative externalities (11.1.2). These lessons can 

inform a comparative approach to dual-use management.  

 

11.1.1 Looking beyond individual technologies 

Mitigating climate change required looking beyond individual technologies. To stop climate change, 

society has needed to reduce carbon emissions to net zero. Modifying individual projects and technologies 

has not been sufficient for this goal. There is only so much you can do to increase the fuel efficiency of a 

combustion engine. Instead, society had to look to fundamentally less harmful technologies that fulfilled 

similar needs - such as advancing electric vehicles fueled by clean energy. Risk mitigation which looks 

beyond individual projects and technologies is the first crucial aspect of panoptic dual-use management. 

The following examples demonstrate that looking beyond individual projects has been crucial for tackling 

climate change and that similar approaches could be useful for dual-use risk mitigation.  

 

Preferentially advancing low-harm alternatives has been at the core of progress in mitigating climate 

change. Clean energy sources, such as generating solar energy with photovoltaic systems, have been used 

to replace energy production based on fossil fuels, such as the burning of coal. To preferentially advance 

clean energy sources, governments have invested in research and development of relevant technologies and 

used policies like carbon pricing and feed-in tariffs to incentivise deployment (Green 2021; Haegel et al. 

2017). For instance, Germany established feed-in tariffs in 2002 that paid owners of photovoltaic systems 

for generated electricity (Haegel et al. 2017). As a result, the photovoltaics market in Germany rapidly 

expanded, and photovoltaics companies invested in their supply chains. Such initiatives have contributed 

to the price of photovoltaics falling by more than two orders of magnitude over 40 years and solar energy 

reaching similar or even lower price levels than than fossil fuels and nuclear power (Haegel et al. 2019). 
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Thus, investments by Germany and others to make solar cost-effective have reduced environmental harm 

in the long term.  

 

Similar interventions to advance low-risk alternatives could be imagined for reducing dual-use risks of 

synthetic virology. The success of mRNA vaccines for COVID-19 demonstrates the promise of non-viral 

gene delivery systems for therapeutic applications (Sandbrink and Koblentz 2022). As discussed in 

Chapter 5, advancing nucleic acid-based vaccines features less dual-use risk than engineering viral vectors. 

If governments removed barriers and created incentives for researchers to switch from viral vector 

approaches to RNA vaccines, this would reduce transferable dual-use insights and skills in the long term. 

A similar case could be made for the preferential advancement of non-viral delivery of gene therapy. To 

remove barriers to switching to non-viral gene delivery, governments could licence intellectual property 

for lipid nanoparticle formulation free of charge. I discuss this and other proposals for concrete 

interventions in Chapter 12.  

 

Decarbonisation efforts have also looked beyond individual technologies by using interactions between 

technologies to reduce carbon emissions. Carbon capture technologies have been developed to 

complement high emissions technologies such as coal-fueled power plants. Policies for carbon pricing, a 

favourable regulatory environment, and financial subsidies have incentivised companies to invest in the 

development and deployment of carbon capture. For instance, the Norwegian offshore carbon tax resulted 

in the establishment of two large-scale carbon capture and storage efforts, including the world’s first 

industrial scale effort for carbon emission abatement (Price 2014; Skalmeraas 2017).  

 

In a similar approach, dual-use technologies can also be complemented with risk-reducing technologies. 

One example are structured access technologies such as gene synthesis screening, which I have discussed in 
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depth in Chapter 3. Another example of a risk-reducing complementary technology might be non-

canonical amino acids. In Chapter 6, I introduced the idea of using amino acids that are not normally 

found in the human body to reduce the dual-use potential of viral engineering approaches for gene 

therapy. Viral enhancement methods incorporating non-canonical amino acid approaches cannot be used 

to enhance viruses designed to replicate outside of a controlled environment.  

 

11.1.2 Alignment of incentives 

The second crucial part of panoptic dual-use management is using and aligning incentives to account for 

harms associated with different projects and technologies. Economic theory predicts that when decision-

makers do not carry risks, more risk is taken than is societally beneficial (Arrow 1970). In the tragedy of 

the commons, incentives among shepherds are misaligned: individual shepherds face incentives to add 

animals to their herd, despite such actions being overall harmful to the whole community of shepherds. 

Similarly, misaligned incentives also exist in climate change and the dual-use problem.  

 

Companies and consumers generally do not want to pay the costs of reducing carbon emissions if no one 

else pays a similar cost. A consumer survey from 2020 revealed financial costs and other negative short-

term impacts as the biggest hurdle for decarbonisation (Ofgem and Revealing Reality 2020). Consumers 

worried that their efforts would go to waste if others would not engage in similar activities. Some surveyed 

individuals said they do not feel responsible for reaching net zero and assigned responsibility to 

governments and energy companies.  

 

Just like consumers are restrained by economical barriers from individually reducing carbon emissions, 

researchers are restrained by career incentives from reducing dual-use risks. Researchers are subject to 
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incentives for career advancement, such as receiving grants and publishing high-profile papers.41 If a 

researcher would consider dual-use risks and their mitigation, this might disadvantage them in the short-

term. Considering dual-use risks might complicate their work and cost them time. Furthermore, if a given 

researcher would decide not to conduct a given experiment, then others that are less conscientious might 

and thus receive the laurels. In fact, researchers may face incentives to publish more controversial research. 

If a study is more controversial, it may gain greater publicity and high impact journals might be more likely 

to publish it. For instance,  the Boston University SARS-CoV-2 spike recombination experiments 

discussed in Chapter 10 ended up being published in Nature, after their provocatively written preprint 

sparked discussion about risk management (Chen et al. 2023; Salzberg 2022; The Brink Staff 2022).. 

 

Both mitigating climate change and dual-use risks feature misaligned incentives and thus result in a 

coordination problem. A potent intervention would be to align incentives faced by individual decision-

makers with the true long-term societal costs and benefits of different options. In economic terms, aligning 

incentives in this way is called “internalising externalities” (Owen 2006). As discussed in the previous 

section, policies that leverage incentives have been used to advance clean energy sources and carbon 

capture. Such policies include feed-in tariffs to incentivise the adoption of photovoltaics and carbon 

pricing to incentivise switching to low-emissions technologies or advancing carbon capture storage. 

Similar policies could be envisioned to incentivise researchers to preferentially pursue low-risk projects and 

engage in risk-reducing practices. I discuss how such panoptic dual-use management interventions might 

look in Chapter 12.  

 

One aspect complicates fixing incentives for climate change and dual-use from an ethical perspective: there 

may be a temporal lag between costs and risk reductions, and the identities of individuals benefited and 

 
41 Based on personal conversations with a number of practising scientists.  
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burdened may differ. Concretely, interventions to align incentives place costs on individuals now for the 

benefits of potentially different individuals in the future. This is especially a problem in climate change, as 

time horizons are relatively long; while early effects of climate change are already noticeable now, an 

assessment of catastrophic climate change focused on 2060-2080 (Kemp et al. 2022). Individuals older in 

their 40s or 50s in the 2020s will likely not be around to bear the brunt of climate change. Temporal lag 

and a divergence of those affected might be less of a problem for dual-use risks. Assuming that catastrophic 

biotechnology misuse may happen in the next decades,42 even researchers and other stakeholders at the 

peak or end of their careers might still be affected.   

 

Beyond temporal lag, there are also other ethical questions to consider when weighing costs and benefits 

of interventions to manage dual-use risks. Indeed, my discussion of transfer risks and justice in Chapter 9 

(9.6.2) highlights that who is benefited by a given research project may also differ from who is affected by 

risks. For instance, research projects on developing efficient viral vectors for gene therapy may only 

medically benefit a small subset of the population, while potentially contributing to enabling a 

deliberately-caused pandemic affecting the majority of society. It is important to distinguish true societal 

costs of developing one technology over another from those costs for individuals that arise as part of zero-

sum competition such as career advancement. Assuming similar moral weight of individuals across 

geography and short timeframes of decades, shaping incentives of individuals that make decisions with an 

effect on others can generally be justified - even if whether an intervention is proportional depends on its 

details.  

 

 
42 The timeframe with the greatest risk for misuse may be 10-30 years from now when abilities to create pandemic 
viruses have become even more accessible and powerful, however pandemic response technologies have not yet had 
time to catch up.  
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11.1.3 Considering information hazards and the Unilateralist’s curse 

A crucial way in which the negative externalities from dual-use research differ from that of high-emission 

technology are information hazards and associated disproportionate first-disclosure risks. The first 

instance of a given dual-use experiment or finding may be argued to create the majority of misuse risk. This 

is especially the case if the majority of the risk is not associated with the physical products or skills that a 

project produces, but with dual-use information which poses information hazards (Lewis et al. 2019). For 

instance, work that identifies a pandemic-capable virus features some risk that physical pathogen samples 

will be misused, but poses also the much greater risk that one of thousands of individuals might recreate 

the pathogen from scratch if its genome is disclosed. Dual-use information poses risk depending on its 

novelty. If the genome of the pandemic-capable pathogen is the first of its kind that is published, this hands 

a new dangerous agent into the hands of the world. In contrast, follow-on work that identifies functionally 

similar variants of a pathogen already known would feature less dual-use risks. Thus, often the first 

disclosure of a piece of information is particularly hazardous while subsequent disclosures feature less 

additional risk.43  

 

This disproportionate first-disclosure risk is made even more challenging due to the Unilateralist’s curse: 

if a number of actors individually decide on whether to conduct a piece of research or not, variance in 

judgments mean that the research is conducted more frequently than socially desirable (Bostrom, Douglas, 

and Sandberg 2016). For instance, if a number of researchers consider the benefits and risks of publishing 

the genome of a newly identified pathogen, judgements will differ. Even if most researchers judge that the 

risks of disclosure outweigh its benefits, because of imperfect information accessible to any single 

individual, a single researcher may mistakenly judge benefits higher than risks and publish the genome in 

 
43  Raising additional attention to information hazards is also concerning, Nick Bostrom has termed this “attention 
hazards” (Bostrom 2012).  
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question. Incentive-based dual-use management will suffer from the Unilateralist’s curse. Even after 

incentives have been adjusted, researchers will make independent assessments of how risks and benefits 

trade off. Thus, researchers might come to divergent conclusions and projects might be conducted even if 

they are unfavourable compared to alternatives after consideration of risks.  

 

However, this does not mean that there is no point to adopting panoptic dual-use management and 

adjusting incentives for mitigating dual-use risks. Rather, the Unilateralist’s curse highlights the 

importance of additional individual project oversight. By definition, first disclosure of a piece of dual-use 

research is particularly concerning for the highest-risk research - research with insights that can be directly 

and independently misused, such as the publication of the blueprint for a pandemic-capable virus. For 

such highest-risk research, individual project oversight can reign in the Unilateralist’s curse by providing a 

mechanism for judgements that are not unilateral but integrate a range of perspectives. Meanwhile, a larger 

fraction of the dual-use risks of a more diffuse set of research might be related to the generation of tacit 

knowledge and the generation advancement of a research area, which are less affected by first-disclosure 

risks. Thus, the Unilateralist’s curse may be less limiting when targeting a wider range of dual-use research, 

as is the main aim of panoptic dual-use management.  

 

Taking a comparative approach and adjusting incentives can add value on top of individual project 

oversight and despite being potentially limited by the unique properties of information hazards and the 

Unilateralist’s curse. Adjusted incentives can help to ensure that stakeholders consider risks during a wider 

set of decisions. Incentive-based panoptic dual-use management is particularly important for capturing a 

larger set of diffuse and incremental dual-use advances, including capturing dual-use risks that do not 

suffer from the Unilateralist’s curse, such as spreading dual-use skills for viral engineering. I will discuss 
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more how to integrate the different governance approaches and ensure the greatest global coverage of dual-

use risks in Chapters 13 and 14.  

 

11.2 Differential technology development and the role of defensive technologies44 

Next to climate change, the other inspiration for panoptic dual-use management is the principle of 

differential technology development. Differential technology development highlights that the relative 

timing and sequence in which technologies are developed have important implications for risks. 

Technology risks are shaped by the existence of other technologies. For instance, cars are made 

substantially safer by seat belts and airbags. When cars were first adopted, seat belts and airbags did not 

exist and thus, accident-related fatalities were greater. If seatbelts or airbags had been developed alongside 

cars, they could have been integrated sooner and thus have reduced accident-related fatalities.  

 

The principle of differential technology development was first articulated by Nick Bostrom (Bostrom 

2014). Bostrom introduces “differential technological development” to highlight that advanced artificial 

intelligence might reduce risks from other technologies. Thus, despite being associated with risks itself, 

artificial intelligence should potentially be developed sooner than later. With colleagues, I have fleshed out 

this principle and put it in the context of the responsible innovation literature (Sandbrink, Hobbs, et al. 

2022). There are challenges around how to implement differential technology development without 

falling into technocratic pit holes.45 However, its framing of technology interactions nevertheless provides 

important lessons for dual-use management.   

 
44 This section features content from a co-authored preprint: Sandbrink, Jonas B., Hamish Hobbs, Jacob Swett, 
Allan Dafoe, and Anders Sandberg. 2022. “Differential Technology Development: A Responsible Innovation 
Principle for Navigating Technology Risks.” SSRN Scholarly Paper. Rochester, NY. 
https://papers.ssrn.com/abstract=4213670. 
45 For example, one critical challenge is how much to value different risks and benefits of various technologies. 
Different societal groups might have different perspectives on this. Thus, operationalising differential technology 
development requires careful consideration of how to consider divergent values across society.  
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Differential technology development highlights how risks from technologies depend on their context. 

There are different forms in which technologies can interact to reduce risks (see Figure 11.2). The examples 

discussed above for climate change illustrate two classes of such interactions. First, integrated carbon 

capture and gene synthesis are examples of safety technologies, technologies that modify other 

technologies to reduce associated harms (see Figure 11.2a). If a safety technology is developed and adopted 

earlier, this can reduce a window of vulnerability. Second, the replacement of fossil fuels with clean energy 

sources highlights how low-risk solutions can reduce the need to develop and deploy higher-risk 

technologies for similar applications. Similarly, advancing low-risk mRNA vaccine platforms reduces the 

need for viral vector approaches (see Figure 11.2c). If low-risk solutions are advanced earlier, this reduces 

the need to explore or use higher-risk alternatives.  

 

One last set of technology interactions has not been substantially leveraged for reducing climate change. 

These are defensive technologies which reduce harms from other technologies without directly interacting 

with them. For climate change, an example would be stratospheric sulphur injections for geoengineering - 

a strategy largely abandoned for its downside risks (Stilgoe, Owen, and Macnaghten 2013). However, for 

preventing pandemics, defensive technologies like vaccines and diagnostics are very critical and popular 

interventions. Advancing defensive technologies earlier relative to dual-use capabilities shortens a window 

of vulnerability (Figure 11.2b). In the last chapter, I discussed how Stephen Arnon delayed the publication 

of Botulinum Toxin H to allow testing of an antiserum. This case exemplifies how the relative timing of a 

dual-use capability and a defensive technology can be used to shorten a window of vulnerability.  

 

Risk-reducing interactions between dual-use and defensive technologies highlight an important lesson for 

dual-use risk assessment and mitigation: the level of dual-use risk depends on the point of assessment; a 
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capability that features high dual-use risk now, might in the future feature less risks because of advances in 

defensive technologies. If society learns how to robustly contain pandemics faster than creating pandemic-

capable pathogens, this reduces misuse risks of future virus engineering research. Thus, deprioritising a 

project because of its risks does not necessitate that this project should never be conducted - risks may well 

be lower in the future. One effect of this is also that if a dual-use management strategy is only transiently 

effective, it can still be a worthwhile strategy. An example is gene synthesis screening. Once computational 

tools for the bottom-up design of pandemic-capable pathogens are available, existing gene synthesis 

screening approaches based on known pathogens will fail. Nevertheless, current approaches for gene 

synthesis screening are important tools to manage misuse risks over the near future.  

 

 
Figure 11.2: Risk-reducing technology interactions in synthetic virology 

a) Developing safety technologies with or soon after risk-increasing technologies can reduce risks, e.g. gene synthesis 

screening may prevent the illicit synthesis of harmful pathogens. b) Developing defensive technologies before or soon 

after risk-increasing technologies reduces a window of vulnerability; e.g. society should first develop ways to prevent 
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a pandemic from a particular virus, for instance through vaccinating the population before disseminating its 

blueprint for its synthesis for biotechnology applications. c) Low-risk technologies can replace higher risk solutions 

or make their development unnecessary; e.g. RNA vaccines are a low-risk alternative to viral vector vaccines. Adapted 

from Figure 1 in (Sandbrink, Hobbs, et al. 2022). 

 

 

11.3 Possible objections to panoptic dual-use management 

In this chapter, I introduced the concept of panoptic dual-use management, a dual-use risk management 

strategy that focuses on establishing incentives for stakeholders to consider dual-use risks in decisions 

between projects. I argued that this strategy would complement existing individual project oversight by 

enabling dual-use management across a broader set of research and a move towards a research portfolio 

that more accurately tracks the true (dual-use risk-adjusted) expected value of projects.  

 

At this stage, it may be worth considering possible objections to the need for panoptic dual-use 

management. I already discussed challenges from information hazards and the Unilateralist’s curse in 

section 11.1.3, concluding that incentives to consider dual-use risks in decisions can nevertheless be 

worthwhile if coupled with individual project oversight for the highest risk research. I will discuss the 

implementation of incentives and associated challenges in Chapter 12. In the following, I address different 

higher-level objections.   

 

11.3.1 Are existing approaches for dual-use risk mitigation sufficient? 

One objection to panoptic dual-use management could be that existing dual-use oversight approaches 

already have incentive effects and they leave scope for capturing emerging dual-use risks. Arguably, 

individual project oversight could be expanded to the emerging research areas featuring significant dual-

use risks, including projects with concerning transfer risks. Indeed, the new NSABB recommendations 

may be taking a step in this direction (National Science Advisory Board for Biosecurity 2023). 
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Additionally, individual project oversight is already creating incentives to preferentially pursue projects 

that would not be subject to the oversight, because of associated paperwork and other administrative 

burdens. Furthermore, institutional review entities already often consider low-risk alternatives when 

reviewing proposals for dual-use research of concern (S. W. Evans et al. 2021).  

 

The counter to this objection is that panoptic dual-use management does not challenge or ignore the 

impacts of existing dual-use oversight. It does not necessitate departing from existing mechanisms. Rather, 

it makes a mindset explicit that considers dual-use risks as negative externalities and accounts for this by 

correcting incentives. Thus, panoptic dual-use management can make the use of incentives more explicit 

and deliberate. For instance, it could create a structured mechanism to consider, shape, and review the 

incentives that oversight practices are already having on what research projects are pursued - including 

ensuring that no research areas are inadvertently neglected.  

 

Additionally, panoptic dual-use management offers the potential to actually consider and manage the risks 

from a larger set of projects. As discussed in Chapter 10, existing individual project oversight involves 

evaluating whether a project risks that may outweigh its benefits and adapting the project so that risks are 

reduced. In contrast, panoptic dual-use management can also manage risks from projects where benefits 

outweigh risks when considered in isolation. Such risks should still be considered because there may be 

alternative projects with less risks and greater overall net benefit, because delaying conducting or 

publishing research may reduce risks (see Botulinum H example discussed in 10.3), or because in sum with 

other parallel projects risks may become excessive.  
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11.3.2 Incentive effects could prevent important work from happening 

A second objection to panoptic dual-use management is that associated incentive effects to reduce dual-

use risks could prevent important work from happening. While generally creating incentives to reduce 

dual-use risks seems sensible, this can easily cause harm if as a result certain important work is neglected. 

For instance, there has been a feeling that the US DURC policies have reduced work on specific pathogens 

that would be critical for improving medical treatment.46  

 

At the core of panoptic dual-use management lies the ambition that after accounting for dual-use risks the 

research with the overall greatest net benefit should be conducted. Thus, if panoptic implemented well, no 

important work should be unjustifiably discounted. Thus, this objection does not question panoptic dual-

use management per se, but rather questions whether it could be implemented in a way that actually has 

the desired effects.  

 

How to implement panoptic dual-use management is the subject of Chapters 12 and 13, including 

challenges of implementation such as ensuring proportionate incentive effects, coordination across 

jurisdictions, and inadvertently creating adverse reactions. As the proposed different ways to shape 

incentives are trialled, it is important to monitor their effects and finetune implementations based on this. 

Arguably, making dual-use management explicitly about incentives will help detect undesired negative 

effects, such as those currently associated with the DURC policies.  

 

One related implementation challenge will be how to consider differences in opinions and values across 

society. For instance, this will be important when making judgements about the extent of different risks 

and the value of mitigating them. As part of designing and administering panoptic dual-use management 

 
46 Based on personal communication with a senior microbiologist and infectious disease physician. 
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and related incentive mechanisms, it will be important to engage diverse stakeholders including the general 

public. Such broad stakeholder consultation would inform the general principles for how to value and 

trade off different risks and benefits. On the basis of these principles, a combination of experts and 

administrators can then make decisions on the details of implementation.  Notably, this is not different 

from how decisions on the benefits of research projects are made as part of funding processes at 

governmental research funders. As I describe in more detail in Chapter 13, the National Institutes of 

Health features scientific review groups consisting of different topic-level experts which score different 

research proposals.  

 

11.3.3 Other improvements to dual-use oversight take greater priority  

The last objection that I discuss here is that while panoptic dual-use management can help tackle more 

dual-use risks, other dual-use risk mitigation advances are of greater urgency and priority. As the 2021 

Global Health Security Index finds, the majority of countries do not even have the most basic dual-use 

oversight of high-risk research (Nuclear Threat Initiative and Johns Hopkins Center for Health Security 

2021). Furthermore, specific governance of crucial enabling technologies like DNA synthesis and artificial 

intelligence tools may be the most important lever for managing misuse risks.  

 

Even if these other goals for reducing dual-use risks are more urgent and important, which is plausible, 

exploring panoptic dual-use management may still make sense. First, even if the immediate policy priority 

is enhancing oversight of the highest-risk research, advancing ideas for panoptic dual-use management 

makes sense to enable their consideration, refinement, and possible eventual implementation. Indeed, the 

need for panoptic dual-use management may grow. One mechanism might be that wildlife virus discovery 

efforts and advances in artificial intelligence make it easy to identify and design pathogens capable of 

causing a pandemic. This would mean that basic synthetic virology skills become the crucial factor for 
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enabling the deliberate release of a pandemic pathogen; thus, misuse risk may almost be directly 

proportional to the number of individuals trained on a broad set of projects. Another mechanism may be 

that artificial intelligence systems become very good at combining the results of all conducted experiments 

into broadly accessible scientific capabilities, so shaping the direction  of a broader set of research will be 

crucial to shape the dual-use potential of the science capabilities of these systems. Second and importantly, 

panoptic dual-use management may make the governance of high-risk research and general-purpose 

enabling technologies easier. For high risk research, creating incentives and enabling comparisons across 

projects may be effective at encouraging alternative experiments - and may be received more favourably 

than the decisions of risk-evaluating bodies on whether an experiment should be conducted or not. 

Incentive systems may also be useful to realise the governance of general purpose technologies, as I discuss 

for DNA synthesis screening as part of the next chapter.  
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Chapter 12: Panoptic dual-use management through incentive systems  

“Prohibition is easy to legislate; but how do we legislate temperance?” - Hardin 1968 

 

The core tool for realising panoptic dual-use management is the use of incentives. Incentive systems, 

including disincentives, could nudge stakeholders to consider dual-use risks when deciding what research 

to conduct or fund. Similar incentive systems are already in use for reducing carbon emissions. Incentives 

or disincentives through taxation or social pressure can sway companies to reduce environmentally 

harmful emissions. Currently, researchers make decisions about their research without direct incentives to 

consider the low-probability, high-consequence societal costs of dual-use research. Incentives could ensure 

implicit consideration of dual-use risks in decision processes. Some existing regulations, such as 

requirements for select agent research, already have incentive effects (S. W. Evans et al. 2021). However, 

in these cases, incentive effects are frequently unintentional side effects and not optimised for inducing 

desired behaviour changes. For instance, the US select agent regulations have the primary goal of ensuring 

the physical security of public-health relevant pathogens and toxins through requiring registration and 

security screening of laboratories and researchers engaging in relevant work. Although this is not their 

purpose, associated paperwork and wait times disincentivise new laboratories or researchers to engage in 

research on select agents.  

 

Using incentive systems to shape scientific advances fits well into Kathleen Vogel’s biosocial frame, which 

I introduced in Chapter 2. Vogel argues that the trajectory of biotechnology is not fixed or technically 

deterministic. Thus, interventions on what research is conducted can shape the trajectories of science and 

technology in more or less positive ways (Vogel 2012). Incentive systems may nudge humans to deploy 

their agency towards shaping science to reduce risks.  
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Incentives may take financial or non-financial forms (Lee 2015). Financial incentives usually relate to 

economic loss or gain and may include taxes and tax benefits. Financial incentives can internalise 

externalities and translate the true societal cost or gain of different options into a decision process (Owen 

2006). Non-financial incentives include social pressure and reputational gain or loss among peers and the 

general public. Financial and non-financial incentives may work best in different contexts. Financial 

incentives have worked best to achieve carbon reduction targets in companies (Ott and Endrikat 2022) 

and have worked to reduce antibiotic prescribing (Bou-Antoun et al. 2018), while non-financial incentives 

have excelled at encouraging healthcare staff to provide better patient care (Lee 2015). Farquhar et al. have 

previously proposed using financial incentives to price in safety and security risks of dangerous pathogen 

research (Farquhar, Cotton-Barratt, and Snyder-Beattie 2017). Where relevant, I draw on their proposals 

of mandatory liability insurance and centralised risk-assessment-based risk pricing.  

 

Implementing incentive systems for risk mitigation is made easier by multiple factors. First, such an 

approach only requires an estimation of risks, which Gryphon Scientific found easier than the estimation 

of benefits (Gryphon Scientific 2016). Second, decisions on what projects to conduct remain with 

researchers. Thus, incentives for risk reduction do not impose more on academic freedom than existing 

incentives, such as career incentives to publish in high-impact journals. Third, governments control a lot 

of research funding, and thus have significant leverage to reduce dual-use risks - in this aspect, dual-use risk 

mitigation is more actionable than the reduction of carbon emissions. I discuss in detail how government 

funding bodies could create incentives to reduce risks in Chapter 13. Fourth, policymakers could develop 

incentive systems with broader public input on valuing risks, replacing individualistic judgements on the 

costing of dual-use risks. To make societally beneficial decisions, researchers currently have to become risk 

assessment experts (Palmer, Fukuyama, and Relman 2015). Building incentive systems would alleviate this 

challenge and could hand difficult questions on the assessment and costs of risks to diverse societal voices 
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and relevant experts of science, biosecurity, and bioethics. Lastly, there is encouraging precedent from 

other factors relating to science where incentives have led to significant improvements. Funding bodies 

requiring researchers to consider the 3Rs when proposing animal experiments - Replacement, Reduction, 

and Refinement - has significantly spread awareness of the need to minimise animal suffering in research 

(Hubrecht and Carter 2019). Incentives have also been used to advance Open Science and drive science 

towards greater transparency, examples of which I use as inspiration in later sections of this chapter. 

 

12.1 Challenges for implementing incentives to reduce dual-use risks 

There are significant practical challenges for implementing panoptic dual-use management and 

establishing incentive systems for reducing dual-use risks. The first challenge is specific to incentives for 

dual-use risk mitigation, the others are general challenges of any incentive system.  

 

12.1.1 Predicting and measuring dual-use risks 

When using incentive systems to internalise dual-use risks into stakeholder decisions, it is important to 

create incentives that are proportional to the magnitude of risks - so as not to overshoot or undershoot. 

However, in contrast to carbon emissions which can be priced by the metric ton, dual-use risks are difficult 

to measure and quantify. Even among biosecurity experts, evaluations of risks differ widely.47 Given misuse 

events are rare but potentially catastrophic, it is hard to establish feedback loops on what actions are 

proportional.  

 

The difficulty in measuring dual-use risks limits how readily lessons for creating incentives can be applied 

from other areas. However, such parallels may still serve as inspiration, and indeed some areas have created 

 
47 Forthcoming paper by Tessa Alexanian and Daniel Greene on iGEM project risk assessment.  
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solutions that still might be suitable. There is precedent for incentives aimed at reducing adverse events 

with small probabilities and large consequences. For instance, in the US, nuclear power plants are required 

to take out liability insurance for accidents and terrorist attacks. In this model, calculating difficult-to-

quantify risks is handed to insurance companies. Another approach for addressing difficult-to-quantify 

dual-use risks may be comparison of relative rather than absolute risks. Relative risk comparisons may be 

very actionable for research projects within a given topic area, as I discuss in more detail in Chapter 13. 

 

Even if it is difficult to ensure incentives are proportional to risks of individual experiments, incentive 

systems can still be useful. In this case, it is important to judge whether overall efforts and incentive systems 

are proportional to their goal of addressing the security risks of capabilities to start a pandemic. Currently, 

given society’s vulnerability to pandemics and very limited efforts to reduce misuse risks, improving dual-

use oversight is likely neglected.  

 

12.1.2 Competition and coordination 

Competition generally causes technology to move along more deterministic paths (Dafoe 2015). 

Competitive dynamics constrain the decision space of individual actors, a dynamic that may apply to 

competition between countries to win a market or competition between researchers to get a high-profile 

publication. A race mindset may prevent consideration of risk-reduction strategies that involve slowing or 

increasing the cost of risky research. The September 2022 US executive order on strengthening the 

bioeconomy may be an example of this (The White House 2022). In cases where race dynamic exists, using 

incentives for low-risk alternatives features more promise than disincentives proportional to dual-use risks.  
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Competition is partly a coordination challenge. If one government puts disincentives for high-risk research 

in place and other countries do not, research might move elsewhere. I discuss how coordination may be 

improved - and why it might not be necessary - in Chapter 14.  

 

12.1.3 Adverse incentives 

Any incentive system needs to avoid creating adverse incentives. If declaring dual-use risks is associated 

with a penalty, researchers may be less inclined to do so. If dual-use research is associated with additional 

costs or regulations, researchers might be incentivised to underestimate risks. Therefore, incentive systems 

need to be simple to implement and designed with unambiguous and effective rules. Additionally, some 

research suggests that “performance pay” may decrease intrinsic motivation to mitigate risks. However, 

this evidence is very context-dependent, and these negative effects are avoidable with careful 

implementation (Kunz and Pfaff 2002). Based on theoretical and experimental evidence from business 

environments, Kunz and Pfaff argue that rewards generally only have detrimental effects when there is 

high initial interest in performing a task (generally not the case for reducing dual-use risks), there is a lack 

of surveillance for continued performance (easily avoidable when creating systems), and the reward is for 

actions that are generally not compensated (limited precedent for dual-use risks given very few researchers 

actually actively engage in it, but could be a concern for a subset of researchers). Kunz and Pfaff also find 

that incentive systems ideally allow for performance improvement, thus incentives for dual-use risks 

mitigation might consider how exceptional performance could be rewarded. Lastly, Stuart Buck describes 

a risk of “performative reproducibility” for incentive systems to advance Open Science (Buck 2021). A 

parallel of “performative dual-use risk mitigation” can be easily imagined, which would not necessarily be 

bad but likely still feature room for improvement. Stuart Buck’s recommendation is to not only focus on 

promoting incentives for certain practices, but also to work towards a deeper culture change through 
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providing career incentives including strong signals from senior academics on hiring committees. These 

lessons seem transferable to dual-use risk mitigation.  

 

The different challenges for implementing incentive systems demonstrate the importance of accounting 

for unfavourable effects which could reduce the value of panoptic dual-use management interventions. 

Costs of interventions can also generate overheads in terms of money, energy, and time, which could make 

research unjustifiably more costly. To be actionable and acceptable, costs of interventions need to be 

clearly lower than their benefits.  

 

In the following, I evaluate different approaches for advancing panoptic dual-use management through 

incentive systems. First, I explore incentives for different stakeholders to reduce dual-use risks (section 

12.2). Then, I take a closer look at the role of public perception and social pressure to reduce risks (12.3). 

I finish this chapter by looking at incentives for advancing low-risk alternatives and other risk-reducing 

research (12.4).  

 

12.2 Incentive systems to reduce dual-use risks 

Incentives to reduce dual-use risks may target different stakeholders and steps of the research life cycle. In 

the following, I present risk-reducing incentives for academic researchers, academic institutions, 

companies, and funding bodies. An overview of these stakeholders and their incentives is presented in 

Figure 12.1. I summarise and rate the promise of my proposals in Tables 12.1 and 12.2. I estimate the 

effectiveness of the proposed incentives for inducing risk-reducing behaviour. I evaluate how costly each 

proposal would be in terms of overheads, monetary cost, and loss in productivity. Lastly, I assess how 

feasible each proposal might be based on the acceptability and straightforwardness of its implementation. 

 



213 
 

 
Figure 12.1: Stakeholder incentives for dual-use risk mitigation 

Overview of crucial stakeholders and their incentives which could be shaped for dual-use risk mitigation. 

 

12.2.1 Researchers 

Targeting individual researchers with incentive systems might be very effective. Researchers sit at the core 

of the research ecosystem. They conceptualise new research, write grant applications, and conduct 

successfully funded projects. Academic research often forms the foundation for projects pursued by 

companies. Thus, if academic researchers preferentially pursue low-risk alternatives, this has trickle-down 

effects on commercial applications of biotechnology.  

 

Academic researchers are usually not driven by financial gain but rather by factors for career advancement, 

like receiving grants and publishing high-profile articles. At the moment, researchers do not face many 

career incentives to minimise the dual-use potential of their research (and indeed, the opposite may apply). 

If dual-use risk was considered as part of grant funding or journal publication, this might encourage 

researchers to preferentially consider lower-risk research ideas. Dual-use risk mitigation may draw here on 
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lessons from efforts to promote Open Science. Barriers to advance Open Science values like equitable 

access and reproducible science are similar to barriers faced for dual-use risk mitigation. Researchers fear 

that commitment to Open Science and research transparency could hurt their career advancement 

(Schönbrodt 2016). Thus, the Open Science community has proposed different mechanisms for 

incentivising Open Science by considering it as part of career advancement factors - I draw on these as 

inspiration in the following sections.  

 

One effective incentive might be to reduce the likelihood of receiving funding for dual-use projects. An 

inspiration for this could be efforts to promote “responsible research assessments”, assessments of project 

proposals which include Open Science practices (Curry et al. 2020). Consideration of dual-use risks at 

funding bodies would incentivise researchers to think about these as part of project proposals. As the 

government is the source of most research funding, shaping funding decisions based on expected risks is 

an actionable and powerful lever. Ideally, funding bodies would discount research proposals proportional 

to their dual-use risk in funding decisions. I evaluate this idea more closely in Chapter 13. An alternative 

might be requirements for spending grant money. Such requirements could include spending a fraction 

of a grant on risk reduction, paying into a risk-reduction fund, or buying mandatory insurance. These 

requirements may be less effective incentives as increased costs may fall back onto funding bodies and thus 

may have a limited effect on what projects researchers choose to conduct.  

 

Next to research funding, requirements that draw on researchers' time may also have incentive effects. 

Examples include requirements for paperwork, teaching, or training for researchers engaging in dual-use 

research. As discussed in the introduction to this chapter, researchers have noted that existing Select Agent 

and DURC regulations disincentivise such research (S. W. Evans et al. 2021). The substance of the 

paperwork or compulsory training may additionally reduce risks if it successfully motivates serious 
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engagement with risk-reducing practices. Increasing paperwork or training requirements for regulated 

research are generally widely practised and relatively accepted if accompanied by a good reason. However, 

depending on implementation, drawing on researchers’ time may unreasonably reduce research 

productivity.  

 

Lastly, publications might provide a potent lever due to their importance for academic career success. After 

the introduction of badges for journal papers that indicated compliance with Open Science practices, open 

data increased by more than order of magnitude (Kidwell et al. 2016). Similarly, badges could be 

considered for documenting critical evaluation of low-risk alternatives with a biosecurity or biosafety 

expert. However, as the majority of research is low risk, such badges might easily lose their currency. To 

tackle this, they could be reserved for documenting best standards in virological research.  

 

However, such badges would not address the underlying problem that high-profile journals often 

incentivise the submission of controversial research, including if controversy arises from its risks (as 

discussed in Chapter 11, section 11.1.2) To create the most potent incentive for risk reduction, journals 

should stop providing incentives to conduct high risk research. Indeed, dual-use risks should negatively 

impact on the likelihood of a paper being accepted in a high profile journal. This seems feasible for at least 

the highest-risk research. In 2003, editors of top journals highlighted their consideration of dual-use risks 

in a joint statement, stating that under certain circumstances, they might not publish or redact dual-use 

research (Journal Editors 2003). It is important for high-impact journals to coordinate around publication 

decisions relating to dual-use risks, to prevent the Unilateralist’s curse and ensure that no individual journal 

defects to leverage high-risk research for its citations that would boost a journal’s impact factor. Journal 

editors could now come together to commit to not publishing research with a risk of catastrophic misuse.  
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Table 12.1: Incentives for researchers 

Effect, cost, and feasibility of different measures are scored low, medium, or high based on qualitative assessment and 

consultation of experts.48  

Strategy Effect Cost Feasibility 

Reduced likelihood of receiving 
funding for (some) dual-use 
research 

● Requirement for 
external review (see 
Chapter 10) 

● Dual-use risk considered 
during funding 
allocation decisions (see 
Chapter 13) 

High 
Funding has a very 
strong lever on what 
research is conducted 

Low 
May feature overhead 
and opportunity cost, 
however would be 
low for dual-use 
tiebreaker (see 
Chapter 13) 

Medium 
Few downsides for 
government; 
Related systems 
already in place for 
human and animal 
subjects; 
Difficulty to create 
dual-use assessment 
that is robust and 
uncontroversial 

Requirements for spending 
grant money 

● On risk reduction 
activities 

● Contribution to risk 
reduction fund 

● Requirement to 
purchase insurance 

Medium 
Not clear whether 
researchers will 
change projects, costs 
might simply be 
passed onto 
grantmaker 

Medium 
Increases cost of any 
single project and 
associated with some 
overhead 

Medium 
Attractive for 
researchers if risk 
reduction covered by 
funding, but then less 
effective; 
Costs (monetary, 
researcher time)  
reduce feasibility 

Time-based incentives: 
Requirements for paperwork, 
teaching, or training for 
researchers engaging in (some) 
dual-use research 

Medium 
Incentive effect 
potentially smaller 
than funding or 
publications; 
Risk-reducing 
training/paper- 
work could 
encourage risk 
mitigation and 
selection of lower risk 
projects 

Medium 
Would take up 
researcher time; 
Government 
administration cost, 
especially for high- 
quality training; 
Teaching 
requirements would 
have lower costs 

Medium 
Common practice, 
e.g. paperwork 
already in place for 
select agents; 
Government costs 
and overhead could 
be prohibitive 

 
48 Methodology used to assess effect, cost, and feasibility of interventions presented in tables 11.1-3: I used first 
principle-based analysis for initial evaluation. I explored additional ideas and corroborated uncertainties with 
experts including Elizabeth Cameron (academia; Brown University), Kevin Esvelt (academia; MIT), David Relman 
(academia; Stanford), James Diggans (industry; Twist Bioscience), Douglas Friedman (industry; BioMADE), 
Friederike Grosse-Holz (venture capital; Blue Horizon), Damien Soghoian (venture capital; GHIC). Discussions 
with these experts were unstructured and focused on topics relevant to their expertise. The assessments and the 
views they express (and any associated mistakes) are solely mine and not those of any of these experts.  
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High-profile journals agree to 
not to publish a subset of 
particularly concerning dual-use 
research (e.g. with significant 
potential for large-scale, 
catastrophic harm) 

Medium 
Would in expectation 
only affect small but 
most important 
subset of research 
Many alternative 
publishing venues 

Low 
Opportunity cost of 
not publishing high-
risk articles; 
Coordination 
between journals 
needed 
 

Medium 
Precedent exists for 
journal editors to 
make joint statement; 
less clear whether 
harder line for 
publishing is feasible 

 

12.2.2 Academic institutions and liability insurance 

Academic institutions are a crucial research stakeholder. They hire academic researchers, provide them 

with funding, and oversee regulated research through ethics and biosafety committees. Thus, academic 

institutions may be an important lever for reducing dual-use risks, even if they do not directly decide what 

research is conducted.  

 

One proposed incentive mechanism targeted at academic institutions is mandatory liability and insurance 

for accidents or enabling misuse. Such a mechanism was discussed at a 2013 Wilton Park event (Wilton 

Park 2013) and proposed in more detail by Farquhar et al. (Farquhar, Cotton-Barratt, and Snyder-Beattie 

2017). Mandatory liability and insurance could effectively internalise dual-use risks. Liability has a strong 

deterrent effect, driving applied safety and security research (Shavell 1984). As mentioned earlier, liability 

insurance is already used for small-probability high-consequence risks, for instance for accidents at 

commercial nuclear power plants, including melt-downs caused by terrorists (Berkovitz 1989; United 

States Senate Committee on Environment and Public Works 2002, 52). Insurance models have also been 

used to ensure against other deliberate events like terrorism (Woo 2002) or cyberattacks (Garrie and Mann 

2014).  

 

Different considerations could guide the implementation of mandatory liability insurance for dual-use 

risks. Governments could mandate liability for research risks as part of general liability insurance. Ideally, 
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liability would cover the whole spectrum of research risks. Still, if premiums in such a case are too large, a 

focus on catastrophe liability might be more actionable. Catastrophe liability could only trigger if an event 

exceeds a specified number of fatalities, such as one million (Esvelt 2022). Insurance companies could base 

premiums on whether an institution pursues research with pandemic-level risks and the existence of risk-

mitigation measures. Liability insurance might work particularly well for biosafety risks. However, liability 

insurance may also work for foreseeable risks of misuse, such as misuse enabled by the enhancement of 

potential pandemic pathogens or the discovery of new pathogens. Indeed, market share liability in US law 

means that liability could even be feasible in cases where misuse cannot be traced back to any single piece 

of dual-use research. Market share liability was introduced in the seminal 1981 ruling Sindell v. Abbott 

Laboratories, where liability for reproductive cancers caused by prenatal exposure to the drug 

diethylstilbestrol (DES) was assigned to manufacturers according to their market share. Similarly, liability 

for misuse of research might be assigned across institutions producing enabling research.  

 

Mandatory liability insurance for dual-use risks has multiple limitations, some of which may be overcome. 

First, pandemics are very costly, and insurers may not want to insure against catastrophes of such extent. 

Potentially enormous payouts were also an issue for insuring nuclear power plants until the 1957 Price-

Anderson Act, which capped liability at an industry-wide figure (Farquhar, Cotton-Barratt, and Snyder-

Beattie 2017; Berkovitz 1989). Second, quantifying the risks of deliberate misuse may be difficult due to 

uncertainty about malicious actors and their motivations and capabilities. However, as mentioned above, 

insurers cover terrorism in other areas (Woo 2002). Third, many institutions doing dangerous research are 

government-run and most dangerous research is government funded. As the government insures itself, 

there is less of a point in taking out insurance. The cost of a deliberate pandemic falls back onto the 

government itself. Despite this theoretical complication, governments may still care about getting 

incentives right for their research institutions and funding bodies. Additionally, liability insurance could 
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be first implemented for non-governmental research; this may be especially sensible given the dual-use risks 

of non-governmental research are currently governed the least well. Lastly, mandatory liability insurance 

may increase the cost of research. As mentioned above, premiums could be kept low by limiting payouts 

to the case of catastrophic events. Additionally, Farquhar et al. note that governments could increase life 

sciences budgets to compensate for increased research costs (Farquhar, Cotton-Barratt, and Snyder-Beattie 

2017). Governments would thus shift unpredictable risk mitigation and catastrophe response costs to life 

sciences funding decision processes that reduce risks.  

 

Another interesting incentive for academic institutions is public perception. Academic institutions rely 

on their public image to attract talented students, exceptional researchers, and donations. Thus, 

mandatory or voluntary disclosure of aggregated data on dual-use research at a given institution might 

provide a potent incentive to preferentially explore low-risk projects. Similar disclosure processes have 

been effective at reducing the carbon emissions of companies. I discuss the power of information as an 

incentive mechanism in more detail in section 12.3.  

 

Table 12.2: Incentives for academic institutions, companies, and funding bodies 

Effect, cost, and feasibility of different measures are scored low, medium, or high based on qualitative assessment and 

consultation of experts.49  

Strategy Target Effect Cost Feasibility 

Liability and 
requirement to buy 
insurance 

Academic 
institutions, 
companies 

High 
Financial 
internalisation of 
dual-use risks 

Medium 
Makes research more 
expensive 

Medium 
Precedent in related 
areas; 
Implementation 
challenge of cost and 
how to do risk 
evaluation 

Public perception: Academic Medium Low High 

 
49 For methodology, see footnote introducing table 12.1. 
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disclosure of 
aggregate data on 
dual-use research 

institutions, 
companies, 
funding bodies 

Societal pressure 
may have limited 
incentive effect;  
Voluntary methods 
are limited 

If  infohazards can 
be managed limited 
cost;  
Low costs and only 
some staff time 
required 

Precedent for 
decarbonisation; 
No significant 
barriers 

Dual-use tax Companies High 
Financial 
internalisation of 
dual-use risk could 
be very effective; 
Effect on companies 
not clear 

Medium 
Makes research more 
expensive 

Medium 
Limited interest in 
barriers for 
biotechnology 
especially given 
competition with 
other countries 

Risk-sensitive 
investors and 
divestment 

Companies High 
Very effective for 
start-ups, especially 
as market cool off 

Medium 
Coordination across 
investors required; 
Only so much can 
be shaped form 
outside 

High 
Easy for individual 
investors, difficulty 
lies in coordination 
and large scale 
adoption 

 

12.2.3 Companies and taxes 

Biotechnology companies are another target stakeholder for incentives to reduce dual-use risks. As gene 

and cancer therapy research increasingly advances viral engineering (see Chapters 5 and 6), private 

companies are becoming increasingly contributors to dual-use research. Unique factors need to be 

considered regarding mitigating dual-use risks at companies. Companies often spin out of academic 

research with a relatively narrow focus; therefore, companies may already be locked into certain methods 

and have less flexibility to switch to low risk-alternatives. At the same time, companies often distribute 

technologies widely. Thus, it might be particularly promising to incentivise companies to engage in 

biosecurity-by-design and structured access. Companies have frequently been the target of efforts to 

internalise externalities for carbon emissions. Thus, I particularly draw inspiration from such 

decarbonisation interventions and evaluate whether similar approaches could be feasible to incentivise the 

reduction of dual-use risks.  
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Carbon pricing, for instance through taxes, is the archetypical way of internalising negative externalities of 

carbon production (Kaufman 2016). Similarly, taxes could be used to price dual-use risks into company 

decisions. A tax might have similar incentive effects to liability and insurance - and either could apply to 

both companies and academic institutions. Even if a tax was passed onto customers, this could make dual-

use products potentially less competitive. The upside of a tax versus a liability approach is that there is 

neither a need for involving insurers nor for a clear causal chain to misuse to assign liability. A tax would 

not necessarily have to be uniform but could be based on different tiers of risks. I provide an example of a 

tiered scoring framework for dual-use risks in Chapter 13. Similar to a tax, Farquhar et al. propose risk-

proportionate payments based on centrally commissioned risk assessments (Farquhar, Cotton-Barratt, 

and Snyder-Beattie 2017). Governments could put the revenue of a dual-use tax towards funding concrete 

risk-reducing projects;50 thus, governments could link a growing bioeconomy to investments for 

preventing catastrophic misuse of biotechnology. 

 

While potentially an economically elegant idea, a tax-based system has limitations. First, carbon taxes have 

had a limited effect, partially because of political hurdles (Green 2021). Similarly, a pushback on a dual-

use tax from companies and policymakers seems also likely, especially given increasing national 

competitiveness around the bioeconomy.51 Second, if a national government imposed a dual-use tax, a 

potentially large fraction of relevant research would shift to other locations with less strict rules.52 This 

 
50 Criteria for what constitutes a project that concretely reduces catastrophic misuse should be defined in advance; 
scope should be as narrow as possible to ensure risk-reducing effect, e.g. focused on interventions that directly 
prevent and reduce the impact of the misuse of specific technologies. An example could be the funding of national 
DNA synthesis screening.  
51 At the same time, if a government is willing to invest in the bioeconomy, targeted tax credits for risk-reducing 
projects could be a promising option. I discuss this idea in section 12.4.  
52 The downside of this may be exacerbated that a jurisdiction with lax rules in one domain (e.g. dual-use tax) might 
also have lax rules in other related biosafety and biosecurity domains. Thus, the risk of the research might increase if 
it is displaced to the jurisdiction with more lax rules.  
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could make a dual-use tax very unpopular among policymakers, especially if strengthening the national 

bioeconomy is a policy priority. However, evidence from carbon taxation shows that resulting increases in 

energy-intensive imports were very small and limited to select products (Dechezleprêtre and Sato 2017). 

Additionally, tariffs and other trade restrictions could be used to partially offset increased costs compared 

to foreign companies complying with more lax standards. For instance, the EU has long used tariffs for 

agricultural imports to protect local producers from foreign competitors that can produce at lower cost 

(Pigłowski 2021). However, tariffs seem less effective for knowledge-based research products. Third, risk 

assessments to inform taxation may be contentious and costly. Fourth, it may be difficult to assign taxes 

fairly based on the volume of dual-use research at a company. Taxes could be proportional to the number 

of individuals working on a project with dual-use risk. However, such a system may fail to capture 

companies relying on automation, which may produce similar or greater amounts of dual-use information. 

Lastly, taxes might be better at encouraging shifting to low-risk alternatives than inducing risk-reducing 

interventions. However, as mentioned in the introductory paragraph of this section, companies often 

focus on distributing technologies previously generated through academic research; thus, promoting risk-

reducing interventions like biosecurity-by-design or structured access may be more important relative to 

incentivising low-risk alternatives for companies.  

 

Requirements by funders and investors could be a potent incentive for companies to engage in dual-use 

risk reduction. Investors have become more interested in environmental, social, and governance (ESG) 

factors (Park and Jang 2021). ESG currently includes considerations of sustainability, social contribution, 

and ethical behaviour. ESG could similarly consider research risks, including dual-use potential. Even if no 

critical mass of investors agrees to consider dual-use risks as part of ESG assessments, individual investors 

may still make a difference. Investors already ask companies for a cybersecurity plan when considering 

investments (Douglas Friedman 2018). Similarly, investors could ask companies for a biosecurity plan, 
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raising awareness and inspiring consideration of dual-use risks. As part of investment contracts, investors 

may require risk-reducing activities, such as structured access and biosecurity-by-design, or discourage 

future exploration of high-risk projects. Douglas Friedman, when he was president of the Engineering 

Biology Research Consortium, proposed dedicating 1% of early biotechnology investments to biosecurity, 

including the mitigation of dual-use risks (Douglas Friedman 2018). Dedicated resources for biosecurity 

would at the very least help build a culture of biosecurity awareness..  

 

Lastly, public perception and disclosure of information may also be an important incentive for companies. 

I look at this in section 12.3.  

 

12.2.4 Funding bodies  

Funding bodies might be a very effective target for incentive systems. Funding bodies sit upstream in the 

research lifecycle and decide which research to fund. In theory, governmental funding bodies are directly 

aligned with the government's goal of maximising benefits. In practice, staff at funding bodies may have 

their own incentives and it is members of the scientific community who are deciding which research 

proposals to fund. Thus, incentive systems for governmental grantmakers could still be valuable and 

effective.  

 

Crucially, government performance evaluation of governmental funding bodies needs to consider efforts 

to mitigate dual-use risks. As funding bodies are tasked by governments to deploy taxpayer funds to 

advance research with the greatest overall benefit for the population, processes are necessary to track how 

effectively dual-use risks are managed.  
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Relatedly, disclosure of information and public input may be a crucial incentive for governmental funding 

bodies. In democratic systems, the budgets of governmental funding bodies are indirectly controlled by 

the voter. Thus, public perception may constitute a strong incentive for funding bodies. In previous 

sections, I mentioned that this non-financial incentive might also be effective for academic institutions 

and companies. Due to its cross-cutting relevance, I evaluate the disclosure of aggregate data on dual-use 

research in the following section.  

 

12.3 Public perception and the disclosure of aggregate data on dual-use risks  

Public scrutiny may be an important mechanism to reduce dual-use research. As discussed in Chapter 2, 

MacIntyre et al. found that 77% of interviewed members of the general public were unaware that dual-use 

research of concern is regularly conducted, and 64% deemed such research unacceptable or were unsure 

about its acceptability - with increasing information decreasing acceptance (MacIntyre et al. 2020). To 

allow society to respond to dual-use risks, disclosure of aggregated data on relevant activities is crucial. In 

systems theory, the power of information loops is well-recognised (Meadows 1999). Donella Meadows 

provides the example of the US Toxic Release Inventory requiring in 1986 the public disclosure of 

hazardous air pollutants released from factories (Meadows 1999). Within four years after mandated 

disclosure, Meadows claims, emissions had dropped by 40%.53 Thus, disclosure of aggregated data on dual-

use research might similarly incentivise reducing relevant publicly scrutinised activities.  

 

One risk of publishing statistics on dual-use research is a potential public overreaction that could stifle 

relevant research to an unjustified degree. The above mentioned survey results by MacIntyre et al. 

demonstrate limited awareness and possible repudiation of dual-use research. However, in principle, the 

 
53 Meadows does not give a source for this number. Hanson gives a number of 26% for reduction in toxic chemical 
releases (Hanson 1992). 
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public should be informed on dual-use research given they are ultimately the ones affected by risks and 

benefits, and in the majority of cases help to fund research through their taxes. The solution to preventing 

an overreaction should not be to keep the public out of the loop, but rather education on dual-use risks 

and the importance of relevant research.  

 

Another important downside of encouraging disclosure of dual-use research is the potential for drawing 

attention to hazardous information. Transparent disclosure of dual-use projects may point potential 

perpetrators to research with potential for misuse. A system for dual-use research disclosure needs to be 

designed with information and attention hazards in mind. To prevent such attention hazards, stakeholders 

could stick to public disclosure of aggregated data on dual-use research. For instance, institutions could 

disclose how many projects of different categories of risk were conducted. An example of possible risk 

categories are the tiered dual-use scores that I introduce in Chapter 13. Governments could follow-up with 

individual organisations to receive any additional details confidentially.  

 

Stakeholders like funding bodies, companies, or academic institutions could disclose aggregate data on 

dual-use research voluntarily or because of mandates. An example of mandatory disclosure is the US Toxic 

Release Inventory discussed above. Stakeholders may self-disclose voluntarily because of incentives and 

public pressure. The Carbon Disclosure Project (CDP) operates in this way, a non-governmental and not-

for-profit organisation that hosts a well-designed questionnaire to report environmental sustainability-

related data. The CDP has successfully incentivised more sustainable business practices. Additionally, the 

collected data has enabled a better understanding of what interventions are effective at changing company 

behaviour (Green 2021; Ott and Endrikat 2022). Thus, data on dual-use research could enable the 

evaluation of dual-use management policies.  
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Disclosure of dual-use research may also be voluntary. A relevant example are the confidence building 

measures (CBMs) of the Biological Weapons Convention. As part of these CBMs, member states can 

publicly or privately disclose conducted research, such as publications of military biodefense laboratories 

(German Federal Foreign Office 2022). Disclosure of potentially dual-use biodefense research in this way 

has the main goal of building confidence in a country’s compliance with the Biological Weapons 

Convention, but might also incentivise countries not to conduct research that may be construed as 

offensive. Because submission of CBMs is not enforceable and requires staff time, many countries are not 

regularly submitting CBMs - showcasing that where disclosure is voluntary, appropriate incentives are 

needed.  

 

A model for effectively encouraging self-disclosure of dual-use research could combine mandates for 

government-sponsored research institutions and incentives for companies. Luo et al. found that disclosure 

to CDP was dependent on existing economic pressures, such as an emission trading scheme, as well as on 

social pressure, as bigger companies had a higher tendency to disclose (L. Luo, Lan, and Tang 2012). 

Similarly, economic and social pressure could be leveraged for voluntary disclosure of dual-use research. 

To create social pressure, news outlets, non-governmental organisations, and advocacy groups could 

appeal to stakeholders to fulfil their role in the social contract and engage in voluntary disclosure (Solomon 

and Lewis 2002). Lastly, self-disclosure would be greatly facilitated by universal, clear metrics of what to 

disclose. Such metrics could draw on existing methods, such as Select Agent, DURC, and P3CO 

definitions. Ideally, a tiered approach would be used, an example I outline in Chapter 13.  

 

Independent of self-disclosure, information may also be collected by an external organisation based on 

publicly available material. An existing example of this model in biosecurity is the Global Health Security 

Index, which tracks countries’ capabilities to prevent and respond to biological events (Nuclear Threat 
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Initiative and Johns Hopkins Center for Health Security 2021). An external organisation could scrape 

grants and publications for indicators of dual-use risk and publicise findings on the internet. In contrast, 

external information collection may be less effective at inducing companies to reduce dual-use research. 

However, an external model of establishing information loops might be easier to implement and still 

provide value, especially through providing data to inform other risk-reducing efforts.  

 

12.4 Incentives and related strategies to advance risk-reducing projects 

An important aspect of panoptic dual-use management is fostering the preferential advancement of risk-

reducing projects. So far, I have mainly discussed interventions to disincentivise high-risk research. 

However, other strategies specifically aimed at advancing low-risk alternatives and other risk-reducing 

projects may uniquely contribute to panoptic dual-use management. Geels et al. have theorised that deep 

decarbonisation requires a combination of weakening existing systems, strengthening exogenous pressures 

to replace risk-increasing technology, and increasing the momentum of alternative niche innovations 

(Geels et al. 2017). I have already discussed parallels to the first two aspects of this three-pronged approach. 

In the following, I look at the last one: how to increase the momentum of risk-reducing innovations by 

incentivising low-risk alternatives and other risk-reducing projects.  

 

Making low dual-use solutions to scientific problems more attractive could result in a positive feedback 

loop. Advancing low-risk approaches reduces dependence on high-risk approaches, which opens the 

possibility for greater regulation of high-risk approaches, which in turn inspires advancement of low-risk 

approaches. Importantly, I expect incentives for advancing risk-reducing projects to be more popular 

among researchers and policymakers than disincentives for dual-use research. Creating incentives for risk-

reducing technologies does not only lie in the hands of the government. Philanthropists and other private 

grantmakers may use their grantmaking power to advance risk-reducing projects (see Tables 13.3 and 
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13.4). I first consider strategies to advance low-risk alternatives and then discuss strategies to incentivise 

other risk-reducing interventions like biosecurity-by-design and structured access.  

 

Monetary incentives may be particularly effective at advancing low-risk solutions (Table 13.3). As 

discussed in Chapter 11, a well-defined strategy for advancing risk-reducing innovations is strategic niche 

management (Schot and Geels 2008). An example are the subsidies that helped achieve the commercial 

viability of photovoltaics (Schot and Geels 2008; Haegel et al. 2017). Similarly, increased funding of low-

risk alternatives might increase research on relevant projects.  

 

Early career grants may be particularly promising for advancing low-risk solutions as they will create an 

influx of talent. For funding dedicated to advancing new cancer or gene therapies, grants specifically for 

low-risk alternatives might be twice beneficial: they generate new insights and reduce the risk of misuse. 

Targeting early career researchers could be very effective at shaping the future trajectory of research in a 

field, say by setting a junior researcher up for a career researching non-viral gene delivery methods rather 

than viral vector research. This strategy may be particularly attractive to large governmental funders with 

a broad remit to advance science. However, for funding bodies that see reducing biological risks as their 

main objective, most such grants for advancing low-risk alternatives will likely not be cost-effective. This 

is because funding for low-risk alternatives, such as non-viral vector approaches for delivering therapeutics, 

only indirectly reduces misuse risks. The indirect effects of displacing high-risk technologies will generally 

be smaller than the effects of projects that directly reduce biological risks. A potentially more cost-effective 

strategy could be for biosecurity funders to give feed-in grants for low-risk alternatives, for instance grant 

programs to top up NIH grants meeting specific criteria. However, as humans generally value gains less 

than losses (Lee 2015), stocking up existing grants may thus be less effective at encouraging low-risk 

alternatives compared to slightly reducing the chance of a grant based on dual-use risks.  
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One other idea for using grant-making to preferentially advance lower risk alternatives is to allow rejected 

grants to be resubmitted with changes that reduce dual-use risks. This would require setting up a 

mechanism to judge whether a proposed features reduced risk compared to a previous submission, which 

may synergise well with my proposed for a tiered dual-use risk assessment in the next chapter. If 

implemented suboptimally, reductions in dual-use risks may mainly be superficial. However, if 

implemented in a way that requires substantial reductions in risks and use of new methodologies, this 

could incentivise researchers to consider new lower-risk research avenues.   

 

Another strategy to foster innovation of low-risk technologies could be to make key intellectual property 

(IP) rights freely available. Governments, philanthropists, or other private funding bodies could buy 

relevant IP and licence it free of charge. As suggested in Chapter 11, lipid nanoparticle formulation is a 

limiting factor for the advancement of non-viral delivery of genetic materials to cells (Sandbrink and 

Shattock 2020). If a major philanthropist made the IP for lipid nanoparticle formulation publicly 

available, more academics and companies might start researching low-risk non-viral delivery methods. 

Especially given the success of RNA vaccines in the COVID-19 pandemic, there may be great interest in 

shifting towards RNA-based vaccines in academia - free IP would lower the barrier to entry.   

 

Also non-monetary incentives could be used by different stakeholders to promote advancement of low-

risk alternatives. For instance, universities and other research communities could promote low-risk 

solutions preferentially to young researchers. The iGEM competition has previously advocated for 

participating high school teams to preferentially use cell free technologies. iGEM has used blog posts, 

reports, and ambassadors to highlight how cell-free approaches are easy, safe, and innovative (Costa and 
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Hyde 2022).54 In the early days of synthetic biology, the community advertised chances for fast career 

advancement given the novelty of the field (Delebecque and Philip 2015) - such career incentives could 

similarly be advertised for budding low-risk solutions.  

 

Table 12.3: Strategies for advancing low-risk alternatives 

Effect, cost, and feasibility of different measures are scored low, medium, or high based on qualitative assessment and 

consultation of experts.55 

Strategy Actors Effect Cost Feasibility 

Grant programs for 
risk-reducing 
technologies, in 
particular for early 
career researchers 

Government, 
private 
grantmakers 

High 
Shape the 
researcher 
pipeline to work 
on low-risk 
technologies 

Medium 
Funding required; 
Potential 
opportunity costs 
of selective 
allocation 

High 
Grantmakers 
could easily 
deploy funding in 
this way; Similar 
programs exist 

Feed-in grants for low-
risk alternatives, e.g. 
philanthropic funders 
top up relevant NIH 
grants  

Government, 
private 
grantmakers 

Medium 
Feed-in grants 
might not 
counterfactually 
change research 

Low 
Relatively low 
additional 
research funding 
required  

High 
Grantmakers 
could deploy 
funding in this 
way 

Allow rejected grants 
to be resubmitted 
with changes that 
reduce dual-use risks 

Government, 
private 
grantmakers 

High 
Researchers 
would attempt to 
decrease dual-use 
risks, but may be 
mainly superficial 

Low 
Little additional 
funding required, 
costs are 
associated with 
need to review 
more project 
proposals 

Medium 
Would need to set 
up mechanism to 
rate risks; 
Complements 
dual-use tie 
breakers (Chapter 
13) 

Providing crucial 
intellectual property 
(IP) for low-risk 
alternatives for free, 
e.g. lipid nanoparticle 
formulation 

Government, 
private 
grantmakers 

High 
Could in select 
instances be 
highly effective at 
enabling 
academics to work 
on low-risk 
technologies 

Medium 
Costs to buy IP 
may be significant 

Medium 
Not clear whether 
cost-effective; Not 
clear whether 
companies would 
be willing to sell 
IP 

 
54 Personal communication with Dr Piers Millett, former VP for Responsibility at iGEM 
55 For methodology, see footnote introducing table 11.1. 
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Advertising promising 
low-risk technologies 
to young researchers, 
and highlighting 
career opportunities 

Government, 
academic 
institutions, 
other research 
communities 

Medium 
Effect more 
limited than that 
of research 
funding, but 
potentially still 
significant 

Low 
Costs are mainly 
human resources 
for engagement 
work 

High 
Accessible to 
many actors; 
Some versions 
already done 

 

Table 12.4: Strategies for advancing risk-reducing practices, including biosecurity-by-design and 

structured access 

Effect, cost, and feasibility of different measures are scored low, medium, or high based on qualitative assessment and 

consultation of experts.56 

Strategy Actors Effect Cost Feasibility 

Consideration of 
dual-use engagement 
as part of academic 
job interviews 

Academic 
institutions,  
government 

High 
Could create 
lasting change in 
scientific culture 
 

Low 
Low costs 

High 
Precedent in Open 
Science; 
Easy to implement, 
mainly awareness 
challenge 

Government 
funders spend 5% of 
funding of synthetic 
virology on biosafety 
and biosecurity 
projects 

Government High 
Could build 
awareness and 
research ecosystem 
for reducing dual-
use risks 

Medium 
Significant 
research funding 
required 

Medium 
Precedent for ELSI 
in human genome 
project 

Tax benefits for 
companies to 
committing to 
certain rules, e.g. 
only using screened 
DNA 

Government Medium 
Could provide 
incentives for 
companies to 
think about 
biosecurity 

Medium 
Potentially 
significant 
reduction in tax 
income 

Medium 
Significant costs and 
challenging 
implementation 
details; 
Potentially highly 
feasible where 
interest in boosting 
bioeconomy  

Mandate federally-
funded research to 
use screened DNA 
products (Isaac 

Government Medium 
Could inspire 
more gene 
synthesis 

Low 
Potentially need 
for small level of 
government 

High 
Very feasible and 
accepted; 
Main challenge are 

 
56 For methodology, see footnote introducing table 12.1. 
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2022) companies to 
screen 

subsidy implementation 
details 

Mandating gene 
synthesis screening 

Government High 
Could very 
effectively 
incentivise 
screening, even 
beyond local 
companies 

Low 
Potentially need 
for small level of 
government 
subsidy 

Medium 
Some legal hurdles; 
Main challenge are 
implementation 
details  

 

More generally, career incentives for academic researchers should be aligned to reward behaviour that 

mitigates dual-use risks. The Open Science community has considered how to shape career incentives to 

encourage researchers to engage in practices that increase transparency and reproducibility of research. 

One concrete mechanism that has been used is to ask researchers about their Open Science efforts as part 

of interviews for faculty positions (Schönbrodt 2016; Ulrich Dirnagl 2018; Buck 2021). Similarly, 

researchers could be asked for engagement with dual-use management and commitment to risk-reducing 

practices. 

 

Governments and other grantmakers may fund research to directly advance risk-reducing interventions, 

including safety technologies like gene synthesis screening (see Table 13.4).. For instance, the 

philanthropic grantmaker Open Philanthropy is already funding a lot of dedicated biosecurity research, 

including explicitly giving early career grants - one such grant has funded this thesis (Open Philanthropy 

2022). Government funders could fund risk-reducing disciplines proportional to risk-increasing work. For 

instance, funding bodies could allocate 5% of all funding for synthetic virology to biosafety and biosecurity 

projects. A precedent for this exists. Between 3% and 5% of human genome project funding was spent on 

characterising ethical, legal, and social implications (ELSI) (National Human Genome Research Institute 

2012). The US government viewed studying ELSI as vital to the success of the human genome project. 

Similarly, biosafety and biosecurity are arguably vital to the success of synthetic virology. Studying how to 
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mitigate risks would contribute to proactive and proportional risk mitigation, while preempting heavy-

handed regulations in the case of misuse.  

 

Another potentially viable strategy for fostering risk-reducing behaviour are tax incentives, which have 

been used to incentivise carbon capture and sequestration (Anderson et al. 2021). For instance, tax credits 

could be given to biotechnology companies that follow a package of risk-reducing measures, like 

producing or buying screened DNA,57 providing API-mediated access, or having a dedicated biosecurity 

plan and dedicated staff members. Early stage biotechnology companies frequently do not have any taxable 

revenue, in such cases, other forms of remuneration could be considered. Subsidies for companies 

conducting low-risk biotechnology research could be particularly attractive in the current political 

environment in the United States, where a high priority is given to strengthening the bioeconomy.  

 

Governments could also use their procurement power to incentivise risk-reducing practices. For instance, 

research conducted at federal institutions could be required to use screened DNA (Isaac 2022). As 

discussed in Chapter 3, the US states of Maryland and California previously considered bills to mandate 

that state sponsored research only use screened DNA. While both original initiatives failed, a recent smaller 

California bill was successful and is now mandating that the California public universities only use 

screened gene synthesis products (California State Government 2022). One challenge with advancing 

regulations on gene synthesis screening is that defining standards and metrics is difficult and might 

inadvertently create lock-in effects resulting in worse outcomes than industry self-regulation. 

 

 
57 Discussed in Chapter 3, section 3.4.1. Screened DNA refers to gene synthesis products that have been checked to 
see if they encode for regulated pathogens or other dangerous proteins.  
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Next to strategic niche management, another technique for advancing niche innovations is technology 

forcing. A classic example of technology forcing are the California clean air standards of 1988 which 

required 2% of sold cars to be zero-emission vehicles (Schot and Rip 1997). Through these standards, the 

government forced car manufacturers to develop attractive electric vehicles. Similarly, the government 

could mandate gene synthesis screening or structured access to computational tools, which would induce 

the development of these risk-reducing technologies. Mandating US companies to only produce and use 

screened DNA would be very effective at establishing gene synthesis screening nationally - and screening 

standards might even spread internationally. The biggest hurdle to mandating gene synthesis screening is 

technical and financial: what does it mean to screen properly and who should pay for screening? 

Standardised tests and metrics are needed to identify a baseline that raises the status quo. Proving 

compliance with screening regulations might be costly, which could be prohibitive for smaller companies 

- thus the government might provide financial support, at the very least for testing compliance. 

Philanthropically funded free tools, such as SecureDNA, will also contribute to cutting screening costs 

(‘Secure DNA Project’ 2022).  

 

The diverse set of stakeholders in the dual-use research enterprise offer many different angles for incentive-

based interventions. In this chapter, I discussed a range of approaches, from shaping academic career 

incentives through research funding to using social pressure to induce organisations to reduce risky 

research. However, my discussion of the challenges of implementing incentive systems has highlighted that 

for aligning incentives with dual-use risk mitigation the devil is in the details: how to quantify and compare 

dual-use risks? In the next chapter, I sketch out how a concrete, simple-to-implement version of panoptic 

dual-use management may look and how to make the comparison of risks between project proposals 

actionable.  
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Chapter 13: A framework for comparative risk-benefit assessment 

At the moment, researchers do not have the incentive to consider the minimisation of risks when 

conceptualising research. In Chapter 13, I argued that incentives could encourage researchers to 

preferentially consider low dual-use options when planning their research. One such incentive could be 

discounting grant proposals for dual-use research, so that research with low dual-use risks is funded slightly 

preferentially. This chapter discusses how to consider dual-use risks during funding decisions through 

comparative risk-benefit assessment.  

 

In section 13.1, I define and motivate comparative risk-benefit assessment. In the subsequent sections, I 

sketch out its implementation. In section 13.2, I propose to use dual-use risks as a tiebreaker between 

projects of similar promise. In section 13.3, I develop a tiered scoring system to classify a spectrum of dual-

use risks of virological research. I finish by calling for pilots of new governance methods (section 13.4).  

 

13.1 Motivating comparative risk-benefit assessment  

Currently, funding bodies like the NIH do not consider dual-use risks when assessing the potential 

promise and positive impact of a project. At the NIH, scientific review groups assign grant proposals an 

“overall impact score” based on their scientific promise (National Institute of Allergy and Infectious 

Diseases 2020). This “overall impact score” is informed by five separately scored criteria, which either 

describe a proposal’s importance (Significance, Investigator) or likelihood of success (Innovation, 

Approach, Environment). While NIH regulations require this process to consider risks to human subjects, 

vertebrate animals, and select agents, the process does not formally consider dual-use risks. As I presented 

in Chapter 10, where existing policies require consideration of dual-use risks, dual-use risks are assessed for 

individual projects largely independent from funding decisions. Even for research captured by the DURC 

and P3CO policies, risks are only considered before or after a decision on whether a project should be 
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considered for funding. Risks are not factored into assessing the merit of a proposal compared to others. 

Thus, “overall impact scores” which decide which projects are funded, actually do not reflect a project’s 

overall impact. The scores do not consider dual-use risks, despite these constituting possible negative 

effects of a project that decrease its expected impact. 

 

Considering dual-use risks during funding decisions would make sense from an ethical perspective. First, 

considering both benefits and risks during funding decisions would maximise the expected value of funded 

research. Additionally, considering risks during funding decisions would impose minimally on academic 

freedom. Funding decisions generally aim at maximising the societal impact of grants and, therefore, 

already constrain academic freedom significantly (N. G. Evans 2018).  

 

In the following, I look closer at how risks could be considered next to benefits when deciding what 

research to conduct or fund. I term the comparison of proposals across benefits and risks “comparative 

risk-benefit assessment”.  

 

Comparative risk-benefit assessment: Consideration of benefits and risks in decisions between 

research projects. 

 

Comparative risk-benefit assessment is one strategy that could help realise panoptic dual-use management. 

Consideration of risks would shift the research portfolio towards lower-risk alternatives - directly through 

funding decisions and incentivising researchers to submit low-risk proposals. Considering benefits and 

risks during funding decisions can identify alternative projects with roughly similar levels of benefits but 

substantially lower levels of risks. Thus, comparative risk-benefit assessment may enable the preferential 

advancement of low-risk alternatives for synthetic virology research. For instance, funding bodies might 
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preferentially advance low-risk non-heritable viral enhancement relative to similarly promising heritable 

approaches with greater dual-use risks. 

 

Comparative risk-benefit assessment may be made actionable by focusing on relative risks and benefits 

comparisons. A challenge for risk-benefit assessment is the difficulty of quantifying absolute risks and 

benefits and comparing the two (Gryphon Scientific 2016). Few feedback loops exist for interventions 

aimed at preventing low-probability, high-consequence misuse threats, and risks are intrinsically 

dependent on human factors, including whether motivated malicious actors exist. However, relative 

comparisons of benefits and risks may be easier. Funding bodies already compare the relative benefits of 

research proposals. Similarly, relative risk assessments seem generally possible - I have used relative risk 

assessments throughout this thesis, for instance, when evaluating risks of different technologies in Part II. 

In the following, I present options for implementing comparative risk-benefit assessment and leveraging 

relative comparisons of risks and benefits to advance research with the greatest expected value.  

 

13.2 Routes to implementation 

Comparative risk-benefit assessment might reduce dual-use risks across the research portfolio if 

implemented at governmental funding bodies. Governmental research funders have the task of benefitting 

taxpayers and securing future economic growth. Part of this task is mitigating risks to society. 

Furthermore, funding bodies are upstream in the research lifecycle and shape what areas scientists are 

trained in or investigate. Funding bodies receive many different research proposals, many more than they 

can fund. Thus, opportunity costs to not fund a given proposal are low. Funding bodies already have 

established practices to engage in the difficult task of comparing the relative merits of proposals. Thus, 

governmental funding bodies are a promising site for comparative risk-benefit assessment. Nevertheless, 
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researchers can also apply comparative risk-benefit assessment when conceptualising research - and will be 

incentivised to do so, if funding bodies lead the way.  

 

13.2.1 Risk scoring by scientific review groups 

Funding bodies could assign comparative risk-benefit assessment to scientific review groups. Scientific 

review groups consist of scientific experts who already score the benefits of proposals. Ideally, these same 

groups would also rate risks and factor these into overall impact assessments and funding decisions. 

Reviewers need to consider protection for human subjects, ethical use of vertebrate animals, and 

“inclusion of women, minorities, and individuals across the lifespan in studied populations” (National 

Institute of Allergy and Infectious Diseases 2021). However, in practice, these factors are usually only 

considered superficially and in a tick-box format.58 In contrast to the different aspects of scientific merit, 

factors like the protection for human subjects do not have explicit subcomponent scores. Thus, if scientific 

review groups are tasked with considering dual-use risks, dual-use risks should be assigned an explicit 

subcomponent score.  

 

There are additional hurdles to scientific-review group-led comparative risk-benefit assessment. First, 

scientific review groups may lack the right expertise for risk assessment. While scientists on these 

committees hold part of the relevant expertise, they usually have had little training in ethics, security, and 

biorisk management. Thus, members with those backgrounds would need to be added to scientific review 

groups or scientific members would have to be trained in risk assessment. Second, there is a risk of 

information hazards being identified throughout the risk assessment process that are difficult to contain. 

Where scientists are trained in identifying relevant dual-use research, this could also result in spreading 

 
58 Personal communication with David Relman, based on his personal experience of serving on NIH Scientific 
Review Groups.  
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information hazards. Third, given the difficulties in absolute comparisons of risks and benefits, it may be 

challenging to find a consistent way to factor a risk subscore into overall impact scores. The following 

proposal for dual-use tiebreakers may circumvent this challenge.  

 

13.2.2 Dual-use tiebreakers 

One concrete way to realise comparative risk-benefit assessment would be to use dual-use risks as a 

tiebreaker in funding decisions. Using dual-use risks as a tiebreaker between projects on the border of being 

funded would mean that differences in the level of dual-use risks between projects could sway decisions. 

For example, if multiple proposals are considered a “maybe” for funding, those proposals meeting a pre-

specified dual-use definition could be discounted (see Figure 13.1). Relevant dual-use levels need to be 

assigned by a specified process and could draw on a tiered scoring framework, such as the one I propose in 

section 13.3. I provide two concrete proposals for how a dual-use tiebreaker could be implemented at the 

NIH in Box 13.1.  

 

 
Figure 13.1: Schematic of a dual-use tiebreaker  

Funding decisions between research projects with moderate promise (green), that funding bodies are uncertain 

about, are decided by associated dual-use risks (red).  
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Box 13.1: Concrete proposals for implementing a dual-use tiebreaker at NIH 

Approach 1: Dual-use risk scores decide between borderline projects 

Based on overall impact scores, project proposals are ranked. Depending on available funding, the top 

bracket of projects is funded. For instance, for the fiscal year 2023, NIH plans to fund the top 10% of 

established investigator grant applications (R01). Project proposals with scores around this 10% cut-off, 

say project proposals with scores ranging from 9.5-10.5%, could be compared for dual-use risks. 

Between these projects estimated to feature roughly similar promise, how significant associated dual-

use risks are could decide on which project was funded. Projects could be assigned dual-use scores for 

different levels of risk, for instance with the framework that I introduce in section 13.3. Then projects 

could be ranked by dual-use scores and then the lower scoring half (or other fraction) funded.  

 

Advantage: No need to directly trade off risks and benefits, dual-use risks are only compared between 

projects with very similar estimated levels of benefit.  

Disadvantage: Requires a separate ranking, which could be perceived as substantial change to the 

funding decision process.  

 

Approach 2: A dual-use modifier to discount project with higher dual-use potential 

After reviewers have assigned an overall impact score from 1 (best score) to 9 (worst score), the overall 

impact scores of individual reviewers are averaged (National Institute of Allergy and Infectious Diseases 

2020). At this stage, a modifier based on dual-use level could be added to each project’s average score. 

For projects with the highest dual-use level, the highest modifier (e.g. +0.2) would be added to the 

averaged impact score. For lower dual-use levels, lower modifiers would be added. For the dual-use levels 

(DUL) 1-5 defined in section 13.3, example modifiers could be +0.2 for DUL5, +0.15 for DUL4, +0.1 

for DUL3, +0.05 for DUL2, and no modifier for DUL1. Averaged scores with added modifiers would 

then be used as currently: scores would be rounded to one decimal place and multiplied by ten for the 

final score, which then decides which projects are funded. For example, the average reviewer score of a 

project is 2.34. Assume it involves creating a new synthesis protocol for horsepox and thus has dual-use 

level 4 (see section 13.3). Therefore, a modifier of +0.15 is added for a modified score of 2.49. The 

resulting modified score is rounded to 2.5 and multiplied by 10 for a final score of 25. Thus, dual-use 

risks modified the project’s score from 23 to 25. For the fiscal year 2023, NIH plans to fund the top 10 

percent of established investigator grant applications (R01). If adjusting for dual-use risk pushes a given 
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project outside of the top 10 percent of scored projects, then a different high-promise project will be 

funded instead. In theory, adding a dual-use modifier goes beyond a dual-use tiebreaker as it is applied 

to all projects. However, in practice, a slight modification of the impact score will only impact the 

funding outcome for projects at the brink of being funded; thus, this dual-use modifier could be 

considered a tie-breaking approach.   

 

Advantages: Only existing ranking of overall impact scores required. Potentially greater incentive effect 

as dual-use modifier applies across the whole range of projects, even if funding outcome similar to 

Approach 1.  

Disadvantage: Requirement to define a set a discount factor that is proportional to dual-use risks, which 

may be challenging and could be associated with controversy. 

 

There are distinct advantages of implementing comparative risk-benefit assessment through a dual-use 

tiebreaker. First, as mentioned above, the proposed dual-use tiebreaker circumvents the difficulty of 

weighing off absolute risks and benefits. It simply requires a comparison of relative risks. Nevertheless, a 

dual-use tiebreaker may be an effective example of panoptic dual-use management. The dual-use tiebreaker 

would both directly cut dual-use risks and incentivise researchers to preferentially propose lower risk 

projects. Second, funding bodies may implement dual-use tiebreakers with minimal changes to the existing 

scientific review group process (see proposals for NIH in Box 13.1). This is especially the case if dual-use 

levels are assigned based on a predetermined framework - I expand on this in section 13.3.  

 

A dual-use tiebreaker needs to be proportional. Policymakers need to balance dual-use related incentives 

with unjustified reductions in research productivity, such as through funding less promising projects. The 

size of dual-use tiebreakers can be finetuned by adjusting how many projects are considered as part of the 

tiebreaker (for Approach 1 introduced in Box 13.1) or the size of the dual-use modifier (Approach 2). 

Effects could be monitored to enable continuous learning around definitions of dual-use risks and the 

optimal size of the dual-use tiebreaker. Generally, it may be preferable to err on smaller modifications of 
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funding outcomes as long as they still effectively incentivise researchers to propose low dual-use projects 

preferentially. If the effective evaluation of the benefits of projects is difficult or there are many more high-

promise projects than funding, the size of a dual-use tiebreaker may be increased. In such cases, there is less 

of a risk of shifting the portfolio to substantially less promising projects. 

 

Implementing a dual-use tiebreaker is not a replacement for individual risk-benefit assessment of high-risk 

projects. As a dual-use tiebreaker relies on the relative comparison of risks and dual-use score modifiers are 

generally not proportional but smaller than risks, this mechanism won’t consistently prevent the funding 

of high-benefit projects for which risks outweigh benefits. Thus, a dual-use tiebreaker complements 

individual project oversight. As discussed in Chapter 10, examples of individual project oversight include 

existing P3CO and DURC practices. However, ideally, an external, funding-body independent 

governmental committee would review high-risk proposals to prevent or modify projects with unjustified 

risks.  

 

13.3 Tiered dual-use scoring of synthetic virology 

A clear framework for dual-use scoring is important for dual-use tiebreakers and other panoptic dual-use 

management approaches. Panoptic dual-use management approaches could create adverse incentives to 

downplay the dual-use risks of their research. Ideally, experts would assign dual-use scores based on in-

depth review and consideration of individual projects. However, in practice, a framework is needed that 

allows relatively objective scoring of different research proposals. Ideally, researchers should be able to 

apply it themselves to tick relevant boxes on their grant proposals based on what viruses and types of 

modifications their work involves. This self-categorisation could then be cross-checked during the 

compliance review. If the research appeared to be higher risk than assigned based on the scoring 

framework, NIH staff could forward the proposal to an additional, ideally external, dual-use review. A 
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framework that researchers can apply themselves will necessarily look more list-like, and will feature some 

of the limitations discussed in Chapter 8. For instance, it will offer limited resolution and might miss novel 

risks. Therefore, a tiered dual-use framework does not replace efforts to monitor and identify emerging 

risks.  

 

A scoring framework should capture differences in dual-use risks. A tiered approach would allow going 

beyond the highest-risk research and also consider transfer risks arising from synthetic virology research 

for cancer and gene therapies. These increasingly popular research areas may not involve pathogen research 

but can still advance dual-use methods to enhance potential pandemic pathogens (see Chapter 9). Tiered 

approaches already exist in other areas of life sciences governance. For instance, biosafety requirements 

have historically been scored from Biosafety Levels 1 to 4, levels which define requirements for 

biocontainment and training (Ta, Gosa, and Nathanson 2018). Similar to how different levels of safety 

risks are considered when deciding what facilities are required, different levels of dual-use risks could be 

considered when deciding whether to conduct an experiment. In their most recent Laboratory Biosafety 

Manual, the WHO is now moving towards a risk-based approach to manage safety risks (World Health 

Organisation 2020). Similarly, dual-use risk assessment could also move beyond a set scoring system, once 

such a scoring framework has socialised dual-use risk mitigation.  

 

In 2007, researchers at the University of Maryland proposed a tiered system for biosecurity governance 

(Steinbruner et al. 2007). They defined three categories of research of concern and proposed respective 

oversight structures. They proposed establishing international oversight for “activities of extreme concern, 

" which includes enhancement of listed high-risk pathogens.59 They proposed a national oversight 

mechanism for “activities of moderate concern, " including enhancement of related agents. Lastly, the 

 
59 I discuss challenges of international coordination on dual-use risks in more detail in Chapter 14.  
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authors proposed local oversight for “activities of potential concern, " including enhancements of non-

listed or related agents. Thus, with this tiered framework, the authors captured a significant range of 

transfer risks. These include transferable insights within viral families and other potentially transferable 

enhancements. I build on this University of Maryland framework in my own tiered risk-scoring 

framework.  

 

13.3.1 A framework covering five dual-use levels 

I propose defining five dual-use levels (DUL1-5) for research involving viruses (Table 13.1). This 

framework aims to capture dual-use risks that may enable the release of a pandemic-capable pathogen. It 

applies to classical virological research and other synthetic virology research, including viral vectors. Each 

of the dual-use levels features an underlying principle of research it covers: I define the highest-risk 

research, DUL5, as research that may result in the identification of a potential pandemic pathogen (PPP) 

or the enhancement of a PPP; both would add a new agent capable of causing massive harm to the arsenals 

of possible perpetrators. I define DUL4 as research that may directly enable the misuse of a known PPP or 

directly enable viral enhancement that may create a PPP. DUL3 captures research with similar but more 

indirectly transferable risks. DUL2 captures any work that advances general skills for creating or testing 

PPPs. DUL1 captures the lowest risk research, other research that does not involve self-replicating viruses. 

Based on these principles for defining DUL1-5, I define categories of research activities that fall into a 

respective dual-use level (Table 13.1).  

 

For the purpose of this framework, I define a PPP as a pathogen that is likely to be highly transmissible and 

capable of causing significant harm in humans.60 This includes pathogens with moderate transmissibility, 

 
60 PPP and ePPP definitions are adapted from the P3CO policy. U.S. Department of Health and Human Services. 
Framework for Guiding Funding Decisions about Proposed Research Involving Enhanced Potential Pandemic 
Pathogens. 2017 https://www.phe.gov/s3/dualuse/Documents/P3CO.pdf 

https://www.phe.gov/s3/dualuse/Documents/P3CO.pdf
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such as smallpox, and pathogens with moderate virulence like SARS-CoV-2 (age dependent case fatality 

rate around or below single digit percentages). A PPP is also defined by a lack of pre-existing immunity in 

a population, thus enhancing an endemic virus to evade natural or vaccine-induced immunity may also 

result in a PPP. In contrast to PPPs, pandemic pathogens that are actively circulating in the population 

feature less dual-use risks, as an additional release would be substantially less harmful and there may be 

very great public health importance of characterising them. For the purpose of dual-use scoring, actively 

circulating (pandemic) pathogens may be treated as “agents related to PPPs”.  

 

Illustrative lists could further specify what exactly is captured under each research category used to specify 

the principles for each dual-use level. For instance, DUL4 includes the category of research “heritable 

enhancement of agents related to a PPP”. An associated illustrative list might highlight enhancements of 

transmissibility, virulence, host range, or immune evasion on viruses of viral families with known potential 

pandemic pathogens, such as coronaviridae or orthomyxoviridae (includes influenza A virus). The DUL4 

category “Work on enhancement methods applicable to creation of an ePPP” may be illustrated by a list 

that includes enhancements of transmissibility or immune evasion of paramyxoviridae, which may be 

applicable to Nipah and Measles virus, respectively, as well as universal genetic elements for immune 

evasion discussed in Chapter 6.  

 

Table 13.1: Proposed dual-use scoring framework for virological research 

Enhancement refers to the heritable enhancement of transmissibility, host range, virulence, immune evasion, or 

countermeasure resistance. Related to refers to viruses in the same viral family. PPP: potential pandemic pathogens. 

For the purpose of dual-use scoring, actively circulating (pandemic) pathogens may be treated as “agents related to 

PPPs”.  

Dual-use level 
(DUL) 

Virological research/synthetic virology research 
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5 Research that may result in the identification of a PPP or enhancement that may 
create a PPP 

● Enhancement of any agent that may create a PPP 
● Work that may result in enhancement of a PPP 
● Work that may result in identification of a new PPP 

4 Research that may result in directly applicable methods for a) enhancement that could 
create a PPP or b) the creation/dispersal of a PPP  

● Other work on a PPP 
● Heritable enhancement of agents related to a PPP 
● Work on enhancement methods applicable to creation of a PPP 
● In silico design or identification of a PPP or an enhanced PPP 
● Development of methods enabling synthesis of a PPP 
● AI lab assistants for instructing synthesis of a PPP 
● Aerosol production or dispersal of a PPP or related agents 

3 Research that may result in indirectly applicable methods for a) enhancement that 
could create a PPP or b) the creation/dispersal of a PPP  

● Any work on agents related to a PPP 
● Heritable enhancements applicable to potentially autonomously transmissible 

viruses 
● Aerosol production or dispersal of any virus 
● AI lab assistants for instructing viral synthesis 

2 Research that builds general skills for creating or testing PPPs 
● Testing of any virus in animals or humans 
● Work on replication competent-viruses in vitro 
● Work involving de novo synthesis of any virus 

1 Virological research with the least potential for misuse 
● Other research including work on non-PPP-related viral proteins, or work on 

RNA or DNA-based gene delivery 

 

13.3.2 Example applications 

This tiered scoring framework can be applied to examples of research discussed in this thesis. Enhancing 

H5N1 avian influenza through its passaging in ferrets, as published by Fouchier in 2012 (Herfst et al. 

2012), may result in the creation of a PPP; thus, it would be an example of DUL5. The Boston University 

experiments involving the insertion of the Omicron spike into the wild type SARS-CoV-2 backbone, 

discussed in Chapters 10 and 11, also feature the possibility of creating an enhanced pathogen (Chen et al. 

2023). However, given SARS-CoV-2 is already circulating in humans, misuse potential is reduced 
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(partially because the virus is already circulating, partially because of natural and vaccine induced 

immunity). Therefore, these experiments would be treated as “enhancement of an agent related to a PPP” 

and thus DUL4. In the study by Chan et al., repeatedly discussed throughout this thesis, the authors try 

to develop immune modulating genetic elements for improving AAV as a gene therapy vector (Chan et al. 

2021). The design of universal immune-evading genetic elements could score between DUL3 and DUL4, 

because such elements could be transferable to PPPs. Because the elements by Chan et al. would likely not 

be sufficiently effective to significantly enhance a PPP, I would rank this study as DUL3. In contrast, 

AAV-specific immune evasion enhancements would score as DUL2, if it would involve the synthesis of 

virus or its testing in animal models. Work only involving the study of AAV capsid proteins in a bacterial 

expression system would qualify as DUL1; as would the vast majority of research on mRNA or DNA as 

gene delivery systems or vaccines. 

 

13.3.3 Challenges and application 

One challenge for creating a tiered dual-use scoring system is the objective ranking of dual-use risks. As 

discussed in Chapter 2, even biosecurity experts may disagree substantially on dual-use risks (Boddie et al. 

2015). However, within a given topic area, such as virology, ranking categories of research by dual-use risks 

may be surmountable. I expect most experts to agree that creating a PPP through pathogen enhancement 

features greater dual-use potential than using a similar enhancement method on a related agent, which in 

turn features greater dual-use potential than virus-specific enhancement of a non-related agent. However, 

experts may still disagree about what experiments specifically fit each of these categories. New approaches 

for consensus-finding may help create dual-use frameworks with broad support. For example, the 

consensus-finding platform Polis allows users to vote on suggestions and uses a machine learning 

algorithm to identify points of agreement (‘Polis’ 2022).  
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One important question is whether adoption of risk-reducing measures should reduce the dual-use score. 

This makes sense in cases where dual-use risks are tangibly reduced. An example would be if a research 

project to discover new potential pandemic pathogens would commit to not publishing the genomes of 

discovered pathogens and only selectively sharing them with countermeasure developers. In such a case, 

the dual-use level could justifiably be reduced by 1 (or in rare cases even 2). In practice, relevant tangible 

risk reductions may not be possible for the fast majority of projects without moving away from the 

established model of sharing research results freely. For instance, a commitment to “tailored 

communication” would not warrant lowering of the DUL score, if tailored communication was limited 

to avoiding the highlighting of misuse potential during publication. For misuse risks that are more indirect, 

i.e. DUL2-3, reducing dual-use risks may be particularly difficult, as it is less one specific bit of information 

(e.g. a genome) that generates the risk but rather a combination of skills, ideas, and more diffuse knowledge 

on what engineering approaches are promising.  

 

Science policymakers could adopt similar tiered dual-use frameworks for research areas beyond synthetic 

virology. Ideally, such frameworks would similarly use the DUL1-5 scale to allow relative comparison of 

risk levels across subject areas. Thus, research areas with less dual-use risk might only span DUL1 to DUL3. 

 

The proposed tiered risk scoring framework has many applications beyond dual-use tiebreakers. Funding 

bodies may use this scoring framework for other implementations of comparative risk-benefit assessment. 

For instance, if scientific review groups assigned risk subscores, dual-use scores could feed into this process. 

The dual-use levels defined in this framework may also be used to decide whether a project is subject to 

individual project oversight. For instance, high-risk research that goes to an external risk-benefit assessment 

could be defined as DUL4 and DUL5, while a broader range of dual-use research from DUL3 could be 

evaluated at an institutional level; the resulting review process can help researchers identify risk-reducing 
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measures and possible changes to dual-use level throughout the project. Lastly, the tiered scoring 

framework could also be used for other panoptic dual-use management approaches. For instance, 

institutions could disclose how many projects of each dual-use level they support or dual-use risk scores 

could be used to guide premiums as part of a mandatory liability insurance scheme.  

 

13.4 Piloting new governance approaches 

In this chapter, I have argued for striving towards comparative risk-benefit assessment to increase the 

expected value of funded research and create incentives to reduce dual-use risks. I sketched out one 

concrete, actionable proposal in the form of dual-use tiebreakers and presented a tiered scoring framework 

that funding bodies could apply. Based on my assessment, implementing dual-use tiebreakers at 

governmental funding bodies could be an effective panoptic dual-use management method with limited 

costs and other downsides. However, theory only goes so far. Real-world experimentation with dual-use 

tiebreakers and other novel governance methods is needed (S. W. Evans et al. 2020). I believe dual-use 

tiebreakers could be an acceptable starting point for piloting comparative risk-benefit assessment. When 

governmental funders are unwilling to experiment with biosecurity governance, philanthropic funding 

bodies could step up and lead the way.  

 

Piloting a range of approaches is a crucial aspect of advancing dual-use management. In the final part of 

this thesis, I draw all of my proposals together and discuss that it is not a single governance regime but 

rather a combination of governance approaches that is needed to mitigate risks. I highlight overarching 

challenges for advancing dual-use risk mitigation, such as uncertainty around risks, apathy to dual-use risks 

in the broader scientific community, societal input into dual-use management, and international 

coordination. Considering emerging threats, opportunities for dual-use management, and advances in 
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technologies to prevent and defend against pandemics, I try to chart an actionable way to a future with 

less pandemics.   
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PART V: CONCLUSIONS 

 

Chapter 14: Beyond panoptic dual-use management 

14.1 Introduction 

In this thesis, I have analysed emerging dual-use risks in synthetic virology and their mitigation through 

different governance approaches. In the introduction to this thesis, I discussed the example of Chan et al., 

a study that involved the generation of genetic elements for immune modulation. These genetic elements 

could be directly transferable and be used to enhance a large range of pathogens; nevertheless, no 

mechanism to reduce dual-use risks of this study existed. The Chan et al. study exemplifies my main 

contention of this thesis: existing governance mechanisms fail to address important sources of dual-use 

risks. In response, I consider actionable approaches for managing both the highest-risk research and a 

broader spectrum of dual-use research. I propose going beyond the governance of individual projects and 

to take a “panoptic” approach to reduce dual-use risks by creating incentives for stakeholders to consider 

dual-use risks when deciding between projects. In this chapter, I draw these different pieces together, 

highlight how they can be made actionable, and discuss overarching challenges to advancing dual-use 

management. I end with an outlook on how the proposed dual-use management approaches feed into the 

higher-level strategy for mitigating biotechnology misuse and, eventually, ending biological risks. 

 

14.2 Dual-use management 

Dual-use management describes strategies to mitigate misuse risks of dual-use research. History 

demonstrates that biotechnology misuse is a real risk. The Japanese doomsday cult Aum Shinrikyo tried 

to release anthrax in the 1990s; with modern technology, Aum Shinrikyo might have been able to create 

and engineer viruses for deliberate release. Dual-use management aims to constrain the capabilities of 

actors with limited resources to make the misuse of biology unattractive or unsuccessful.  
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Serious discussions about how to govern dual-use risks started in the United States in the 2000s. Anthrax 

attacks through the US postal system showcased the risks of bioterrorism, and high-profile publications 

highlighted unfettered advances in dual-use research. Over the last two decades, the United States has 

established several dual-use policies. At least since the high-profile controversy about “gain-of-function” 

experiments on avian influenza in 2011, other countries also have started to consider how to address dual-

use risks from biotechnology.  

 

Existing policies have been reactive and shaped by an influential scientific effort to retain self-governance. 

Because policies have been reactive to specific instances of dual-use research and have been drafted mainly 

by scientists, there has been relatively little comprehensive and interdisciplinary consideration of how to 

govern dual-use risks - despite lessons from other governance efforts potentially being applicable. An 

interdisciplinary approach is needed to make progress on forward-looking dual-use management. Such an 

approach requires understanding research and its risks and how to effectively impose policies based on 

sociological, economic, and ethical perspectives. 

 

Dual-use management must not stand still - it needs to adapt to scientific advances that may create new 

misuse risks. One example is the area of synthetic virology, in which increasingly sophisticated and 

accessible methods to engineer viruses are advanced for many different purposes. Advances in synthetic 

virology may enable an increasing number of individuals or small groups to engineer viruses to do harm, 

which could result in potentially catastrophic pandemics significantly worse than COVID-19. Thus, a 

core part of pandemic prevention is preemptively addressing the dual-use risks of synthetic virology.  
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14.3 Themes and proposals  

The starting point for my analysis formed the question of where and what dual-use risks are emerging from 

synthetic virology research. In Part II of this thesis, I evaluated the dual-use risks of different research areas 

currently not subject to dual-use oversight in the United States. I identify multiple key take-home 

messages.  

 

In Chapter 4, I found that efforts to identify potential pandemic pathogens in wild animals feature high 

dual-use risks. Malicious actors may exploit identified pathogens to start or threaten to start a pandemic. 

Misuse risks of identifying new potential pandemic pathogens resemble those of the enhancement of 

potential pandemic pathogens, research generally seen as featuring the greatest risks. In the wake of the 

COVID-19 pandemic, more wildlife virus discovery efforts to identify potential zoonotic viruses may take 

place, efforts for which benefits may not necessarily outweigh risks.  

 

In Chapters 5 and 6, I analysed emerging dual-use risks from using synthetic viruses for vaccines and gene 

therapy. I identify lines of research with significant dual-use risks, such as research on immune evasion 

approaches that are transferable to potential pandemic pathogens. These dual-use risks might increase as 

researchers increasingly develop platform approaches and universally applicable methods for viral 

enhancements. Examples are universal genetic elements for immune modulation, such as the Chan et al. 

study, and computational approaches for optimising viral vectors (Chan et al. 2021; Ogden et al. 2019). I 

also identified a theme with important implications for governance: there are frequently low-risk solutions 

with benefits very similar to those of higher-risk approaches. For instance, mRNA vaccines are a promising 

low-risk alternative to viral vector vaccines, and virus-specific modifications for gene therapy delivery may 

be as effective as universally-applicable viral enhancements.  
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In Chapter 7, I analyse impacts of artificial intelligence on biosecurity risks. I differentiate between the 

risks of large language models (LLMs) and biodesign tools. While LLMs may in particular increase the 

accessibility of biological agents, the latter might in particular increase the ceiling of capabilities. 

Computational tools empowered by artificial intelligence highlight the importance of general-purpose 

technologies for biological misuse, which also includes DNA synthesis. Throughout Chapters 4-6 I also 

identified how more specialised computational tools empower a wide range of dual-use capabilities, 

including predicting the chance that a wildlife virus might infect humans and optimising viral vectors 

across multiple properties.  

 

The second main section of my analysis put emerging dual-use risks into the context of existing dual-use 

management approaches. In Part III, I identified how dual-use oversight in the United States fails to keep 

ahead of risks from synthetic virology. 

 

In Chapter 8, I analysed how and why existing US dual-use oversight fails to capture the risks I identified 

in Part II. Existing DURC oversight is limited to specific experiments on a select list of agents, this list-

based approach limits the scope of DURC but increases ease of implementation. A crucial limiting factor 

is the sole focus of DURC policies on microbiology research. Also experiments on non-pathogenic viral 

vectors create dual-use risks, and distinct non-microbiological dual-use risks arise from gene drive and 

neuroscience research. Additionally, I found that existing policies focus on peak capabilities, advances that 

create previously unattainable possibilities, and do not address dual-use risk from making existing methods 

more accessible. Lastly, I highlighted that the DURC policies only apply to a limited scope of 

organisations, research institutions funded by the United States federal government.  
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In Chapter 9, I examine how transferable insights can pose dual-use risks. This serves as an example of how 

dual-use risks can be created not just by high-risk experiments on dangerous pathogens but by a more 

diffuse set of research. I find that synthetic virology drives dual-use capabilities through advancing 

transferable and general-purpose viral engineering strategies that are applicable to pathogens. I introduced 

the term transfer risks to differentiate such transferable dual-use insights from research directly on 

pathogens, research which features intrinsic risks. In contrast to intrinsic risks, which are frequently 

conducted to understand infectious disease threats, research with transfer risks is frequently conducted for 

applications that do not necessitate creating dual-use knowledge. Therefore, other approaches for 

achieving the same benefits may be available which do not have dual-use potential. For instance, platform 

vaccines may be generated not only using viral methods but also non-viral methods, such as mRNA. 

Pursuing low-risk alternatives may thus be a promising strategy for reducing the risks of research with 

transfer risks. Additionally, biosecurity-by-design, including structured access, may be used to selectively 

disarm harmful applications of general-purpose technologies - examples are gene synthesis screening and 

the use of APIs for computational tools. My analysis of transfer risks illustrates how more diffuse advances 

generate dual-use risks. Thus, to prevent the misuse of synthetic viruses, governance approaches should 

not be limited to highest-risk research but need to consider dual-use risks across a broader spectrum.  

 

In Chapter 10, I characterised the prevalent approach to dual-use management as individual project 

oversight and highlighted its limitations. Individual project oversight is characterised by risk-benefit 

assessment of individual research projects, which may then identify if risks outweigh benefits or if risks can 

be mitigated. I argued that while existing policies, such as P3CO, nominally involve consideration of low-

risk alternatives, low-risk alternatives are considered with a narrow focus and need to meet a bar of 

providing the very same benefits. Existing individual project oversight could be strengthened by moving 

towards mandatory risk-benefit assessments conducted by an external independent agency. Even such 
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strong forms of individual project oversight would however be limited in their potential for risk reduction. 

Individual project governance does not comprehensively mitigate dual-use risks across a broader range of 

research, including research where risks are lower than benefits but still significant. A focus on individual 

projects features limited scope for encouraging consideration of benefits and risks in decisions between 

projects.  

 

The last part of my analysis focused on approaches for governance that may be applicable to address the 

diffuse and diverse dual-use risks arising from synthetic virology. For inspiration, I look towards 

approaches used for the decarbonisation of the economy and mitigation of climate change. I discuss 

parallels between reducing carbon emissions and dual-use risks; both can be considered a negative 

externality of research and technology born by all of society. The need for the decarbonisation of the 

economy has meant that many disciplines, including economics and management, have considered 

interventions to shape the portfolio of energy technologies - and strategies have been trialled and tested in 

the real world.  

 

In Chapter 11, I introduced panoptic dual-use management, an approach to dual-use risk mitigation which 

involves accounting for risks in decisions between projects and creating incentives for stakeholders to 

reduce dual-use risks. While individual project oversight cuts off a sliver of highest-risk research, I argued 

that panoptic dual-use management has the potential to shift the whole research portfolio towards the 

lower-risk end of the dual-use spectrum. I motivated the need for a panoptic dual-use management 

approach by analysing the carbon emission parallel and my findings on emerging dual-use risks. I argued 

that both constitute instances of the Tragedy of the Commons, a misalignment of incentives for individual 

stakeholders leading to an overall unfavourable outcome.  I acknowledged differences between carbon 

emissions and dual-use risks, namely the disproportionate risks associated with the first disclosure of an 
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information hazard and Unilateralist’s curse dynamics. Nevertheless, I argued that incentive systems 

similar to ones used for reducing carbon emissions could be beneficial for dual-use risk reduction. I also 

drew on the concept of differential technology development to inform panoptic dual-use management. 

Differential technology development highlights how changing the relative timing of research projects can 

have risk-reducing effects because of interactions with other technologies. It highlights that an important 

goal of dual-use management may involve delaying dual-use capabilities until the development of 

technologies for robust pandemic defence. 

 

In Chapter 12, I then evaluated concrete ways to implement panoptic dual-use management. In doing so, 

I draw on lessons from climate change and leverage the theme of low-risk alternatives that I highlighted 

throughout my thesis. I propose to use incentive systems to preferentially induce the advancement of 

lower-risk and risk-reducing projects. I evaluate different ways in which incentives could be used to nudge 

different stakeholders to reduce dual-use research and advance risk-reducing approaches. I highlight the 

approaches that I identified as most interesting and promising in Box 14.1.  

 

Box 14.1: Examples of panoptic dual-use management strategies 

● Reducing likelihood of receiving funding for research proposals with greater dual-use 
potential, e.g. implemented through dual-use tiebreaker (see Chapter 13) 

● Mandatory liability insurance for research with direct misuse risks 

● Voluntary or mandatory public disclosure of aggregate data on dual-use research 

● Tax benefits for companies engaging in risk-reducing practices 

● Facilitating preferential advancement of low-risk solutions, for instance providing critical 
intellectual property for free  

● Mandated use of screened DNA products for federally-funded research  
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In Chapter 13, I focus on a subset of panoptic dual-use management, comparative risk-benefit assessment. 

I note that in contrast to activities resulting in carbon emissions, governments control most of the research 

funding leading to dual-use capabilities. Thus, governmental funding bodies can directly curb dual-use 

risks. Funding bodies could compare the risks and benefits of research proposals and preferentially fund 

promising projects with less dual-use risk. I propose a concrete, actionable instantiation in the form of 

dual-use tiebreakers: for projects that funding bodies are uncertain whether to fund, dual-use risks could 

decide whether a project ends up with funding or not. Dual-use tiebreakers would directly shift what 

research is conducted and, importantly, also have incentive effects for researchers to propose high-promise 

proposals with less dual-use risk. To make dual-use tiebreakers actionable, I sketch out a tiered framework 

for scoring dual-use risks of research on viruses.  

 

One overarching theme that emerges from Parts III and IV is that no silver bullet exists for dual-use 

management. Ultimately, with my proposals I hope to present new and updated ideas that may be adapted 

to become part of a diverse set of governance approaches. 

 

14.4 A regime complex for mitigating dual-use risks 

Others have previously pointed out that to manage dual-use risk in the life sciences, our best hope is to use 

and combine different approaches, to continuously experiment and learn (S. W. Evans et al. 2020; Palmer 

2020). Again, one parallel is climate change. As mentioned in Chapter 10, climate change is not mitigated 

with a single governance regime; rather sustainable practices are advanced through a regime complex (Alter 

and Raustiala 2018). A regime complex emerges inadvertently when a range of actors try to address risks. 

Thus, a regime complex already exists to some degree for dual-use management. However, the current 

regime complex focuses on a narrow set of research in a narrow set of countries. As biotechnology 

progresses and misuse risks increase, a broader range of stakeholders need to consider where and how they 
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can contribute in their own context to this regime complex for dual-use management. Similar to mitigating 

climate change, the governance of dual-use risks needs to become a distributed and global undertaking.  

 

14.4.1 Making dual-use management context-dependent 

In previous chapters, I have presented different dual-use management approaches that may form building 

blocks for a global regime complex. I have described biosecurity-by-design and structured access, risk-

benefit assessment and individual project oversight, and different panoptic dual-use management 

strategies. Panoptic dual-use management encompasses a diverse set of incentive-shaping interventions, 

from dual-use tiebreakers at funding bodies to social pressure for declaring dual-use research.  

 

Each of these governance approaches may be finetuned across multiple dimensions; such finetuning may 

depend on who the relevant actor is and what projects they are trying to implement them for. Different 

actors - e.g. international organisations, governments, for-profit and non-profit institutions, or even 

individual researchers - may find that different panoptic dual-use management approaches work for them. 

In the following, I explore how dual-use management requires context-dependent fine-tuning based on 

(1) at what level governance is implemented and (2) the nature of target projects which defines the 

possibility of more or less flexible and binding governance measures. Afterwards, I then turn towards how 

differently context-adapted approaches can overlap to establish effective regime complexes.  

 

First, each governance approach can be implemented at different levels, from international to national to 

local. For instance, local institutions or national agencies could conduct risk-benefit assessments of 

proposed research. The US has developed national guidance for gene synthesis screening, but also 

international organisations could develop such guidance. The WHO has created other guidelines, for 

instance, guidelines for mitigating laboratory accidents and dual-use management (World Health 
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Organisation 2020; 2022b). Binding regulations may be more difficult to achieve at an international level, 

but some precedent exists. For instance, the Montreal protocol successfully managed to globally 

coordinate the phase-out of ozone-depleting substances (McKenzie et al. 2019).  

 

What governance approaches are best implemented at what level depends on what dual-use risks they aim 

to tackle. As discussed in Chapter 13, Steinbruner et al. proposed as part of their tiered governance 

framework that the highest concern research should be governed internationally. In contrast, research that 

is only potentially risky should be governed locally (Steinbruner et al. 2007). The worst cases of biological 

misuse affect the whole global community, thus universal risk mitigation practices should exist. At the 

same time, higher-level oversight reduces resolution and flexibility. Thus, higher-level oversight should be 

reserved for research with more defined and greater dual-use risks. Local approaches are more appropriate 

for research with potential concern, to allow flexible and tailored risk reduction. 

 

A second important dimension is how governable target projects are and whether governance is 

implemented more or less formally. Implementation may be through legally binding regulations (hard 

law), voluntary guidelines and self-governance (soft law), or codes of conduct and education (informal 

measures). For instance, gene synthesis screening could be advanced under a guidance framework (soft 

law), as is currently the case in the US, or become a binding regulation (hard law). Comparative risk-benefit 

assessment could be implemented informally by educating scientists about the importance of considering 

dual-use risks when choosing research projects (informal measures) or could be implemented through 

formalised dual-use tiebreakers at funding bodies (soft law). I draw the categories of hard law, soft law, and 

informal measures from Jonathan Tucker’s 2012 decision framework for dual-use management (Tucker 

2012, 77). Tucker argues that whether hard law, soft law, or informal measures are applied should depend 

on the governability of a technology. For instance, faster advancing technologies may be better governed 
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by less formal measures that can be easily adapted to changing technologies. Tucker assesses governability 

not just based on rate of advancement, but also whether a technology is physical or non-physical and its 

level of maturity, its intersection of disciplines, and its international diffusion. I agree with Tucker that the 

governability of a technology depends on how diffuse it is and how fast it advances. Thus, DNA synthesis 

may be more governable than smaller-scale, specialised computational tools for viral vector engineering 

(see Figure 14.1b). Additionally, higher-risk research may warrant more binding regulations and greater 

associated costs to account for the unilateralist curse and the fact that the first disclosure of an information 

hazard is associated with the greatest risk.  

 

Policymakers may also fine-tune dual-use management based on other dimensions. Different governance 

approaches may be more suitable for applying to the highest-risk research, others for applying to the whole 

spectrum of dual-use risks. Additionally, governance approaches may be targeted at different points across 

the research life cycle, depending on where governability and incentive effects are greatest. Lastly, how 

governance building blocks are assembled should be responsive to local context - for instance, the context 

of the country where they are considered. Governance approaches should fit existing governance 

structures and consider differences in biotechnological development and resources.  

 

14.4.2 Context-dependent management assembles to effective regime complexes  

In the following, I provide two examples of how different governance approaches could form context-

dependent building blocks of a regime complex. The first example demonstrates how policymakers may 

combine governance approaches to cover a spectrum of dual-use risks (see Figure 14.1a). Well-

circumscribed high-risk research could be subject to risk-benefit assessment to ensure benefits outweigh 

risks. For example, this includes PPP discovery and ePPP work (DUL5 in my scoring framework from 

Chapter 13). Risk-benefit assessment should be legally binding for such research and based on 
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international guidance. In conjunction, policymakers could use panoptic dual-use management 

approaches to incentivise risk reduction across a larger set of dual-use research. One example strategy 

would be a dual-use tiebreaker at governmental funding bodies, incentivising researchers to propose 

projects with less dual-use risk. Such a dual-use tiebreaker could apply to dual-use risks that are moderate 

in extent and relatively well-circumscribed. Lastly, policymakers might employ more local and informal 

governance approaches to capture less well-circumscribed or lower-risk research. Local dual-use experts 

could evaluate research risks across a wide range of research and help scientists identify risk-reducing 

measures, such as low-risk alternatives and biosecurity-by-design.  

 

 
Figure 14.1: Regime complexes through combinations of governance approaches  

a) Governance approaches may be combined to cover the spectrum of dual-use research. Higher-risk research 

warrants binding, individual project oversight based on international guidance. Moderate risk research warrants 

national incentive-based systems to reduce dual-use risks. Other research, including research with less well-defined 

risks, is captured by local identification and reduction of risks. b) Governance approaches may be combined to cover 

tools with different levels of governability 
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As a second example, I present how policymakers in governments and companies can use different 

governance approaches to address risks from general-purpose tools with different levels of governability. I 

focus on gene synthesis technology and computational tools for viral engineering. Gene synthesis involves 

physical products and is a relatively mature technology with relatively few advances. Thus, hard law 

governance measures, such as national requirements for gene synthesis screening, could be effective. Given 

the interconnectedness of the global market on gene synthesis, national requirements could be based on 

internationally consistent standards. Computational tools are software and are rapidly advancing, 

properties which make these tools less governable than gene synthesis. However, among computational 

tools, large-scale general-purpose tools, like cutting-edge large language models or general-purpose 

biodesign tools, are controlled by a small set of companies and thus may be more governable. In particular, 

future iterations of biodesign tools could require costly tailored training data and thus might only be 

developed by a small set of organisations. This small set of companies could lead the governance of these 

tools. Companies could employ structured access through APIs. Governmental policymakers could set 

national guidelines for standards of such APIs. Smaller-scale and more specialised models, including 

models regularly developed by academics for viral vector optimisation, feature low governability. Codes 

of conduct could cover such low governability tools and act as informal measures to encourage risk-

reducing practices around data and code sharing. 

 

Combinations of governance approaches, like the above examples, can increase the breadth and ambition 

of a regime complex for dual-use management. Not just governments but also civil society may contribute. 

As discussed for computational tools, company-led dual-use management will be crucial for fast moving 

technologies. Non-governmental organisations, similar to the Carbon Disclosure Project, could encourage 

infohazard sensitive disclosure of aggregated data on dual-use research. Forward-looking venture capital 
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firms could encourage biotechnology companies to develop biosecurity plans. Philanthropists may 

selectively facilitate the advancement of low-risk solutions. A broader, decentralised regime complex will 

facilitate dual-use management that is adaptive to new socio-technological developments (Chaffin, 

Gosnell, and Cosens 2014). 

 

14.5 Overarching challenges 

14.5.1 Uncertainty 

Multiple overarching challenges limit advances in dual-use management. Addressing these challenges will 

require a sustained commitment. The first overarching challenge is uncertainty. Uncertainty about the 

likelihood and nature of misuse risks complicates decisions about what interventions or tradeoffs are 

justified. However, there are good arguments that the global community should take dual-use risks more 

seriously than is currently the case. First, biological events can be horrendous, killing many million 

humans. Deliberately released pathogens could be optimised for harm and have the potential to cause the 

collapse of society, an outcome that risks the continued existence of humanity and should be avoided at 

great priority. Thus, even a very small risk of catastrophic misuse should be sufficient to spark serious 

action. Furthermore, history demonstrates the existence of individuals with the intention to cause 

maximum harm, and the power and accessibility of biotechnology are increasing without any sign of 

slowing down. Even if it takes ten years for misuse risks to become significant, now is the time to set a path 

that considers whether and how to enter such a future. To reduce uncertainty about misuse, governments 

and other stakeholders could model the likelihood of misuse and the expected costs of dual-use research. 

Risk assessment models could draw on approaches developed in the financial industry and be informed 

by intelligence data on terror groups.  
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14.5.2 Apathy 

The biggest challenge for trialling new dual-use management methods is apathy. Policymakers have limited 

attention and currently do not prioritise making progress on dual-use management. Apathy may be 

partially due to the rarity of past instances of misuse and uncertainty about the magnitude of risks, but 

also due to other factors.  

 

Like pandemic preparedness more broadly, interventions to manage dual-use biotechnology feature a cycle 

of panic and neglect. The political will to tackle dual-use risks in the United States was high in the early 

2000s - in the wake of 9/11 and the Anthrax attacks. At times, particularly newsworthy examples of dual-

use research, such as the H5N1 enhancement experiments of 2011, revived this political will. However, 

more sustained attention by policymakers is required to trial new approaches and establish a broader 

regime complex for dual-use management. The current revisions of DURC and P3CO policies may 

provide a starting point.  

 

Two additional factors may dissuade policymakers from spending their energy on advancing dual-use 

management. First, dual-use management is still a relatively niche concern and does not make for wins that 

appeal to voters. Second, and potentially more crucially, researchers have put up high resistance to the 

regulation of dual-use research. The scientific community has been set on self-governance - despite 

repeated evidence that self-governance is not sufficient (Salloch 2018). Even establishing risk-benefit 

assessment of high-risk ePPP research was difficult, and related debates continue (Duprex et al. 2015). If 

researchers do not believe dual-use risks warrant even a small amount of overhead, it will be difficult to 

advance conservative dual-use management approaches.  
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Apathy of dual-use management may be overcome by increasing awareness and education of dual-use risks 

and their mitigation. Also here, climate change can serve as an example: it took a long time for climate 

change to become a major topic on the international agenda. Climate activism started in the early 1970s, 

but it took until 1997 that countries formulated concrete goals for reducing carbon emissions as part of 

the Kyoto Protocol (Gupta 2010). Awareness of climate change was advanced through long years of  

campaigning, writing, and catastrophic weather events. For dual-use risks, the global community cannot 

rely on catastrophic events as a wake-up call, as such events might be associated with tremendous and 

irreversible harm. Now, in the wake of COVID-19 might be the ideal time to advance measures to manage 

dual-use risks relating to potential pandemic pathogens. Already the Fink report led with the 

recommendation to educate the scientific community about dual-use risks to allow scientists to fulfil their 

moral duty to prevent misuse (National Research Council 2004). As biotechnology becomes more 

powerful, risk reduction might become a core of scientific training. 

 

14.5.3 Democracy 

Governance systems should reflect the values of broader society. These values should guide how to trade 

off the benefits and costs of risk mitigation. Selgelid captures this in his principle “Good Governance - 

Democracy” (Selgelid 2016) (Appendix B). Thus, dual-use management requires ongoing societal input, 

input on dual-use management policies and input on specific research and technology projects. For 

instance, experiments like the recreation of horsepox should be conducted in consultation with the global 

public health and security community to ensure that it serves what wider society identifies as “good”. 

Discussions may inform which research projects to pursue and how to shape research projects through 

biosecurity-by-design. 
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A large fraction of society is currently not even aware of the challenge of managing dual-use risks. In 

Chapter 2, I cite a survey in which 77% of participants were unaware that DURC is regularly conducted 

(MacIntyre et al. 2020). 64% deemed DURC unacceptable or were not sure of its acceptability - and 

interestingly, providing participants with more information on DURC decreased acceptance. A crucial 

step for advancing democratic input in dual-use management is educating society and establishing 

channels for societal input.  

 

Societal input into science and technology cannot wait until the completion of a project - at that stage, 

input comes too late. Responsible innovation efforts already aim at establishing channels for societal input. 

An example are the consensus conferences hosted by the Danish Board of Technology (Dryzek and Tucker 

2008). However, scientists must also take up leadership in seeking public input. Kevin Esvelt has 

previously highlighted how the development of gene drives may drive science to become open and 

responsive (Esvelt 2016). Seeking public input does not have to involve hosting town hall meetings, as 

Esvelt has done on Nantucket, a potential site of gene drive experiments (Specter 2016). Esvelt proposes a 

lower bar for starting: openly publishing grant proposals and pre-registering experiments before the 

initiation of research (Esvelt 2016; 2017).  

 

The timescale over which work proceeds defines the possibility of societal input. If technology 

development is dyssynchronous (i.e. faster) than the rate at which broader society comes to understand 

and think through implications, then there is an issue. The accelerating pace of biotechnology 

democratisation contributes to the challenge of dyssynchronous timescales (S. S. Jackson et al. 2019). 

Scientists and technology developers will sometimes have to halt and allow society to catch up. Governance 
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systems may also establish speed bumps to align timescales.61 As Sam Weiss Evans argues, the relationship 

between science and society might have to change fundamentally (S. W. Evans 2022). Science must not 

operate separately from society but become a part of it. 

 

New consensus-finding tools may help foster democratic input into dual-use management. One example 

is the platform Polis, which I mentioned as a tool to help create a tiered dual-use scoring framework in 

Chapter 13 (‘Polis’ 2022). Policymakers, funding bodies, and academics could use such tools for 

crowdsourcing input on how to trade off risks.  

 

14.5.4 Global coordination and equity 

The last overarching challenge is the global nature of dual-use risks. Because of the scale of biological risks, 

dual-use risks of synthetic virology impact all of humanity. No nation is safe from catastrophic pandemics 

until the world is safe. Thus, the ethical acceptability of dual-use research depends not only on local values 

but also on international ones. Selgelid recognises this as part of the principle “International Outlook and 

Engagement” (Selgelid 2016) (see Appendix II). 

 

Global coordination on dual-use management is extremely challenging. Enforceable international rules are 

presently unattainable. Similar to the mitigation of climate change, national interests are deeply 

interwoven with risk mitigation. As countries struggle to dominate the global bioeconomy, they may 

neglect risk mitigation. The United States currently has the leading basic science research infrastructure, 

but China and other players like India are catching up (R. Carlson and Wehbring 2020). Thus, dual-use 

 
61 An idea that David Relman has mentioned on multiple occasions, including relating to the risks of publishing 
step-by-step protocols for creating potential pandemic pathogens.  



271 
 

research will likely diffuse and international coordination of governance will become increasingly 

important.  

 

The difficulty of global coordination is exacerbated by economic disparity. Countries with limited 

resources might struggle to prioritise dual-use management. Worrying about abstract, potential future 

dual-use risks might be seen as a privilege of wealthy countries. Developing countries may see security and 

equity as clashing concepts. For instance, countries of the Global South have previously challenged 

security-motivated export controls of the Australia Group under Article X of the BWC, the article which 

demands international cooperation and the exchange of biological agents for peaceful use. However, 

equity and security are not necessarily always opposed. As I argued in Chapter 4, APIs for computational 

tools may both establish security-sensitive structured access and reduce requirements for technical skills 

and computational resources.  

 

When considering dual-use management in light of economic disparity, climate change may again serve 

again as a parallel. Developed countries are said to have accrued a “climate debt” because they 

disproportionately contributed to climate change, which now disproportionately threatens developing 

countries (Pickering and Barry 2012). While biological events also disproportionately threaten countries 

with less developed healthcare systems, the historical debt around dual-use risks is smaller than that for 

carbon emissions. Scientific advances are more likely to benefit all of humanity than carbon emissions, and 

the greatest dual-use risks have likely not yet materialised. Nevertheless, one might identify a “dual-use 

debt” in the form of a dual-use skill gap. To date, developed countries have trained the most individuals 

with dual-use skills and have the most dual-use laboratory facilities. Suppose other countries would train 

similar levels of individuals in dual-use skills: in that case, the number of individuals capable of engineering 

viruses would multiply - as would risk of misuse. As biotechnology becomes more democratised and more 
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globally distributed, all countries need to adopt practices to mitigate dual-use risks, including during the 

training of new scientists - and wealthy countries should support others in this process. Some of this work 

is already on the way. For instance, Africa CDC has created a biosafety and biosecurity strategy and is 

becoming a global biosecurity leader with the support of the G7 (Africa CDC 2021; Global Partnership 

Against the Spread of Weapons and Material of Mass Destruction 2022).  

 

Regime complexes may help to tackle global coordination and equity challenges. Universal governance 

approaches, such as the ones I have outlined in this thesis, may be adapted based on local considerations 

for use in different settings. Furthermore, even without binding international agreements, the 

international regime complex for mitigating climate change is driving global decarbonisation. Thus, loose 

collaborations and agreements may also be sufficient to drive an effective global regime complex for dual-

use management. 

 

14.6 Avenues for further research 

This thesis highlights many opportunities for further research and testing of whether the introduced ideas 

can survive confrontation with the real world. Policymaking is an iterative process; proposing 

interventions from the academic ivory tower only goes so far. To further advance the concept of panoptic 

dual-use management and concrete proposals such as dual-use tiebreakers, these ideas would need to be 

socialised more widely to stakeholders and refined based on their input. Concrete exploration is needed 

on how to turn concepts like dual-use tiebreakers into implementation-ready policy - including for non-

US settings.  

 

Next to putting identified ideas to a test, there is also a need for a larger set of follow-on conceptual, 

qualitative, and technical research. First, I highlighted the important intersection between biotechnology 
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and artificial intelligence in Chapter 7. How to govern these fast-evolving dual-use capabilities is a research 

project of high urgency. Second, there is clear potential to dig more deeply into incentive systems for 

different stakeholders and thinking for example about how concretely academic researchers could be 

incentivised to consider dual-use risks in their decisions, and how dual-use risks could be considered as part 

of crucial criteria for academic career advancement. Third, investigating how the identified trends apply 

to the Global South would be interesting and important; an analysis of what dual-use research is conducted 

in less well-resourced settings could shed light on the most urgent and promising avenues for reducing 

dual-use risks in a broader global context.  Part of such research could include examining the dual-use skill 

gap and security implications of its closure.  

 

14.7 The big picture view: future-proof pandemic prevention 

To end this thesis, I want to put the role of dual-use management into a broader perspective of pandemic 

prevention. As discussed in Chapter 10, dual-use management may be seen as a set of interventions to 

prevent misuse until society has developed robust defences. Dual-use management tries to constrain dual-

use capabilities to prevent misuse. However, this feat won’t be possible for all actors. Dual-use 

management can, at best, prevent misuse by lone wolfs and less well-resourced groups, but it can only hope 

to raise the bar for well-resourced and sophisticated actors.  

 

Dual-use management can be complemented with other strategies to reduce misuse risks broadly. To 

prevent well-resourced actors, such as states, from the offensive use of synthetic viruses, efforts to shape 

their intent are crucial. Such efforts may include advancing a new compliance mechanism for the BWC or 

achieving deterrence by denial, making biological weapons unattractive through the advancement of 

defensive technologies. To catch more sophisticated non-state actors, improving intelligence and law 

enforcement capabilities might be key. Any project involving design-build-test cycles to enhance a 
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pathogen will likely require longer-term and repeated access to synthetic DNA, laboratory facilities, test 

subjects, and human resources. Creating intelligence systems that pick up on relevant signatures could 

help identify potential perpetrators before they can achieve their goals. Additionally, better mental health 

provisions for researchers with relevant molecular biology skills could also contribute to averting instances 

of misuse and provide channels for flagging concerns.  

 

Efforts to prevent misuse must be coupled with sustained investments in defensive technologies and the 

strengthening of health care resilience. Such investments will hopefully eventually make the defence 

against pandemics a viable option and thus will help close the risk window for the catastrophic misuse of 

biotechnology. Pandemic preparedness plans of White House and G7 prioritise the advancement of 

vaccine platform technologies, including the creation of prototype vaccines across viral families (The 

White House 2021; Pandemic Preparedness Partnership 2021). The 100 Day Mission aims to significantly 

shorten vaccine development. Fast vaccine development can be complemented with rapid sequencing-

based detection and needs to be coupled to advances in vaccine manufacturing and distribution. However, 

the global community needs to consider a response that does not rely on total immunisation. It is unclear 

whether immunisation will be safe and effective against any pathogen. 

 

In the face of a catastrophic pandemic with a high fatality rate, next-generation personal protective 

equipment could be crucial to protect essential workers who keep society running. Together with rapid 

diagnostic tests and new methods for contact tracing, better personal protective equipment might 

eventually halt the majority of pandemics. Advances in indoor air filtration may also contribute. Far-UVC, 

light with wavelengths between 200-230 nm, may inactivate pathogens while being safe for human skin 

and eyes (Blatchley et al. 2022). If efficacy and safety are confirmed and emitters for far-UVC are 

improved, large-scale deployment of far-UVC might significantly reduce indoor transmission.  
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Technology to respond to pandemics is improving steadily. The development of a vaccine for COVID-19 

within a single year was an unprecedented feat. Humanity will eventually be able to stop an emerging 

pathogen in its tracks. However, even if we try everything to speed up defensive technologies, achieving a 

point of robust defence will likely take decades - decades during which dual-use research may advance 

offensive capabilities. Dual-use management is our best bet at delaying offensive capabilities and 

preventing catastrophic misuse. I hope my ideas will contribute to this vital mission.  
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GLOSSARY 
 

Term Definition 

Application 
programming interface 
(API) 

The software by which users communicate with applications like tools and 
databases, and applications connect with each other.  

Barcoding Short sequences of DNA inserted into viruses allow identification of 
individual viral mutants after selection. This enables parallel directed evolution 
of large numbers of viruses in a single experiment.  

Biodesign tools Artificial intelligence models that are trained on biological data that can help 
design new proteins or other biological agents.  

Biosecurity-by-design Designing biotechnology in a way that prevents or reduces risk of misuse. The 
concept was first developed for a 2016 National Defense University meeting 
and since expanded upon by the biosecurity community (DiEuliis and Lutes 
2016; Budeski 2018). 

Comparative risk- 
benefit assessment 

Consideration of benefits and risks in decisions between research projects. 

CRISPR/Cas9 A versatile and accurate approach for cutting DNA, in which the bacterial 
CRISPR-associated protein 9 (Cas9) is guided by a CRISPR (clustered 
regularly interspaced short palindromic repeats) sequence to the target site for 
cleavage. This mechanism was discovered in bacteria, where it is used as a form 
of immune system against unwanted genomic insertions.  

Differential technology 
development 

A principle to leverage risk-reducing interactions between 
technologies by affecting their relative timing. (Sandbrink, Hobbs, et al. 2022) 
 

DURC Dual Use Research of Concern (DURC) is life sciences research that, based on 
current understanding, can be reasonably anticipated to provide knowledge, 
information, products, or technologies that could be directly misapplied to 
pose a significant threat with broad potential consequences to public health 
and safety, agricultural crops and other plants, animals, the environment, 
materiel, or national security.62 

Dual-use research 
(DUR) 

Research with legitimate applications that features potential to be misapplied 
for causing harm.  

Gain-of-function 
(GOF) research 

Broadly, any research trying to enhance a property of an organism. Here, this 
term refers to research involving the enhancement of potential pandemic 
pathogens for human transmissibility and lethality.  

 
62 U.S. Department of Health and Human Services. United States Government Policy for Oversight of Life 

Sciences Dual Use Research of Concern. 2012. 
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Gene drive A genetic engineering approach, for instance based on CRISPR/Cas9, which 
propagates a particular (modified) gene throughout a population. Gene drives 
have been explored for reducing fertility or disease-carrying capacity of 
infectious disease vectors.  

Gene/DNA synthesis 
screening 

Gene synthesis products (such as DNA) that have been checked to see if they 
encode for regulated pathogens or other dangerous proteins. Gene synthesis 
companies that screen their orders in this way frequently also screen customers 
for their institutional affiliation.  

Gene therapy Medication to address genetic disorders, such as the absence of certain genes 
that results in deficiencies in their gene products. Usually, an artificial copy of 
the gene is inserted through a delivery device such as a viral vector.  

Governance “The norms, values and rules of the processes through which public affairs are 
managed so as to ensure transparency, participation, inclusivity and 
responsiveness. Governance 
also represents the structures and processes that are designed to ensure 
accountability, transparency, responsiveness, adherence to the rule of law, 
stability, equity and inclusiveness, empowerment, and broad-based 
participation.”63 

Immunotherapy Medications that induce or modulate immune responses, for instance for 
fighting cancer.  

Individual project 
oversight 

Risk-benefit assessments or risk mitigation strategies that focus on an 
individual project, experiment, or technology.  

Information hazard “A risk that arises from the dissemination or the potential dissemination of 
(true) information that may cause harm or enable some agent to cause harm” 
(Bostrom 2012) 

Intrinsic risk The risk of misuse of knowledge, methods, or technologies developed on or 
resulting in (high risk) agent A, where as a result agent A poses a significant 
threat with broad potential consequences.  

Large language model 
(LLM) 

An artificial intelligence model trained on a large amount of text, which is very 
good at generating answers to prompts. These models can be deployed as 
chatbots, such as chatGPT, or can be used as the basis for agents which can 
automatically interface with more specialised tools (e.g. ChemCrow). 

Structured access Access to certain technologies through security-sensitive methods, which 
prevent misuse. This concept was initially introduced for the governance of 
artificial intelligence systems. (Shevlane 2022) 

Non-state actor Actors that are not states, such as individuals or groups. In the biosecurity 

 
63  Definition used in 2022 WHO Global Guidance Framework for the Responsible Use of the Life Sciences, 

which in turn adopted this definition from the 2021 WHO report “Human genome editing: a framework for 
governance”  
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context often used to describe perpetrators of biological misuse, such as 
ideologically or otherwise motivated terrorist groups or individuals.   

Open Science The movement to make science more accessible, transparent, and 
reproducible.  

Pandemic-capable 
pathogen 

A pathogen that if introduced in the human population is with significant 
confidence capable of causing a pandemic. A virus may be classified as 
pandemic-capable if it features similar binding affinity to human receptors as 
comparable endemic viruses and no preexisting immunity in humans that 
would limit its spread. 

Panoptic dual-use 
management 

Reducing dual-use risks through accounting for risks in decisions between 
projects and creating incentives for stakeholders to reduce dual-use risks.  

Peak capabilities Capabilities that enable people to do things (with dual-use potential) that no 
one could do before.  

Polymerase chain 
reaction (PCR) 

A popular molecular biology method to make many copies of a specific 
section of DNA, which is selected using a so-called primer complementary to 
the sequence in question. PCR machines are available in almost all molecular 
biology laboratories and work by cycling through different temperatures 
which repeatedly activate enzymes involved in the copying of DNA.  

Potential pandemic 
pathogen (PPP) 

Pathogens that are likely to be highly transmissible and capable of causing 
significant harm in humans.64  

Regime complex A combination of partially overlapping governance measures adds up to form 
a regime complex. Despite not being centralised or globally coordinated, 
regime complexes can be effective in addressing difficult governance challenges 
and allow for consideration of local contexts. The regime complex framing 
was first introduced for climate change mitigation. (Alter and Raustiala 2018) 

Reverse genetics 
platforms 

Non-virus specific approaches for turning synthetic DNA into a functional 
virus. These may replace helper virus-dependent methods for viral booting 
that require more specialist skills and resources.  

Tacit knowledge All knowledge that is difficult to convey through language, such as the ability 
to ride a bike. In this context, it refers to knowledge for laboratory techniques, 
experimental protocols, pathogen specific work acquired through training and 
experience.  

Transfer risk The risk of misuse of knowledge, methods, or technologies developed on (low 
risk) agent A which can be applied to an agent B, where B as a result poses a 
significant threat with broad potential consequences. 

 
64 Adapted from P3CO policy definition. U.S. Department of Health and Human Services. Framework for 

Guiding Funding Decisions about Proposed Research Involving Enhanced Potential Pandemic Pathogens. 2017 
https://www.phe.gov/s3/dualuse/Documents/P3CO.pdf (accessed 16 Nov2020). 

 

https://www.phe.gov/s3/dualuse/Documents/P3CO.pdf
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Transmissible vaccines Vaccines capable of autonomously spreading through wild animal reservoirs 
for proactively addressing spillover of viruses into humans. Viral vectors 
engineered for transmissibility, genetic stability, and evasion of pre-existing 
immunity are one proposed method. 

Viral booting The synthesis of infectious viruses from synthetic DNA. 
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APPENDIX A: Framework for decisions on information hazards 
 

When deciding whether to disclose a concrete piece of dual-use information, I considered the following 

framework (of my own creation) for assessing the magnitude of its information hazard potential, the 

benefits of disclosure, and how to disclose it. Thank you to Kevin Esvelt, Ethan Alley, and Will 

Bradshaw for advice on designing this framework.  
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APPENDIX B: Ethical principles for decision- and policy-making on dual-
use research  
 

Adapted from principles for decision- and policy-making on gain of function research in Selgelid 2016. 

DUR = dual-use research. 

Ethical Principle Explanation 

Research Imperative The ethical acceptability of DUR posing extraordinary risks partly depends on 
the importance of the research question it aims to address. 

Proportionality The ethical acceptability of extraordinarily risky DUR partly depends on the 
extent to which there is reasonable expectation that the research in question will 
(1) yield answers to the target question and (2) ultimately result in benefits that 
outweigh risks involved. 

Minimisation of 
Risks 

Other things being equal, the ethical acceptability of DUR is a function of the 
degree to which (1) there is confidence that no less risky forms of research would 
be equally beneficial and (2) reasonable steps have been made to minimise risks 
of the DUR in question. 

Manageability of 
Risks 

Other things being equal, the more manageable the risks of DUR, the more 
ethically acceptable the study or technology would be. Conversely, the more 
important/beneficial DUR is expected to be, the more we should be willing to 
accept potentially unmanageable risks. 

Justice Because justice requires fair sharing of benefits and burdens, the ethical 
acceptability of DUR depends on the degree to which (1) risks fall on some 
people more than others, (2) risks fall on those who are unlikely to benefit, 
and/or (3) any resulting harms are uncompensated. 

Good Governance 
— Democracy 

DUR decision- and policy-making should (insofar as possible) reflect the 
ultimate values, value weightings, and risk-taking strategies of public citizens. 

Evidence Decision- and policy-making regarding DUR should be based on more/better 
evidence regarding risks, benefits, (means of) risk minimisation, who is likely to 
benefit or be harmed by research, and the values, value weightings, and risk-
taking strategies of public citizens. 

International 
Outlook and 
Engagement  

Because risks and benefits of DUR (can) affect the global community at large, 
the ethical acceptability of DUR partly depends on the extent to which it is 
accepted internationally. Decision- and policy-making regarding DUR should 
(insofar as possible) involve consultation, negotiation, coordination, and related 
forms of active engagement with other countries. 
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APPENDIX C: Detailed statement of authorship 
 
This thesis presents some co-authored material, which I recognise in this appendix.  

 

Chapter 4 

Chapter 4 presents content from the following cop-authored preprint [1]. This material has been 

completely rewritten and paraphrased for the context of this thesis. Figure 4.1 has been slightly adapted 

from the pre-print (which in turn adapted this figure from Carlson et al. 2021).  

 

[1] Sandbrink, Jonas B., Janvi Ahuja, Jacob Swett, Gregory Koblentz, and Claire Standley. 2022. 

“Mitigating Biosecurity Challenges of Wildlife Virus Discovery and Characterisation.” SSRN Scholarly 

Paper ID 4035760. Rochester, NY: Social Science Research Network. 

https://doi.org/10.2139/ssrn.4035760.  

 

I conceptualised this preprint and wrote its original draft. Co-authors helped improve this work and 

edited the draft, including by providing technical input and additional references. The authorship 

statement of [1] reads: “JBS: Conceptualization, Investigation, Writing - original draft, Writing - review 

& editing. JA, JLS, GDK, CJS: Writing - review & editing.” 

 

 

Chapter 5 

Chapter 5 presents content from papers [2] and [3]. This material has been rewritten and paraphrased 

for the context of this thesis. Figure 5.1 was reproduced from [2]. 

 

[2] Sandbrink, Jonas B., and Gregory D. Koblentz. 2022. “Biosecurity Risks Associated with Vaccine 

Platform Technologies.” Vaccine 40 (17): 2514–23. https://doi.org/10.1016/j.vaccine.2021.02.023. 

 

I conceptualised this paper and wrote its original draft. My co-author helped improve this work and 

edited the draft, including by providing his expert input and additional references. The authorship 

statement of [2] reads: “Jonas B. Sandbrink: Conceptualization, Investigation, Writing - original draft. 

Gregory D. Koblentz: Writing - review & editing.” 

 

https://doi.org/10.2139/ssrn.4035760
https://doi.org/10.2139/ssrn.4035760
https://doi.org/10.2139/ssrn.4035760
https://doi.org/10.1016/j.vaccine.2021.02.023
https://doi.org/10.1016/j.vaccine.2021.02.023
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[3] Sandbrink, Jonas B., Matthew C. Watson, Andrew M. Hebbeler, and Kevin M. Esvelt. 2021. “Safety 

and Security Concerns Regarding Transmissible Vaccines.” Nature Ecology & Evolution 5 (4): 405–6. 

https://doi.org/10.1038/s41559-021-01394-3. 

 

I wrote the original draft of this correspondence piece, with substantial input by Kevin Esvelt. Matthew 

Watson flagged the paper and suggested to consider writing a correspondence piece. All co-authors 

performed edits on my original draft. There is no official authorship statement, because of the 

correspondence format of this piece.  

 

Chapter 6 

Chapter 6 presents content from paper [4]. This material has to been rewritten and paraphrased for the 

context of this thesis. Figure 6.1 was reproduced from [4]. 

 

[4] Sandbrink, Jonas B., Ethan C. Alley, Matthew C. Watson, Gregory D. Koblentz, and Kevin M. 

Esvelt. 2022. “Insidious Insights: Implications of Viral Vector Engineering for Pathogen Enhancement.” 

Gene Therapy, March. https://doi.org/10.1038/s41434-021-00312-3. 

 

I conceptualised this paper and wrote its original draft. Co-authors helped improve this work and edited 

the draft, including by providing technical input and additional references. The authorship statement of 

[4] reads: “JBS: Conceptualization, Investigation, Writing - original draft, Writing - review & editing. JA, 

JLS, GDK, CJS: Writing - review & editing.” 

 

 

Chapter 7 

Chapter 7 presents the content of a single-authored preprint [5] . Chapter 7 is based on an earlier version 

of preprint [5], and thus features a large number of sections with word-for-word overlap with the 

preprint. Figure 7.1 was reproduced from [5]. 

 

[5] Sandbrink, Jonas B. 2023. “Artificial intelligence and biological misuse: Differentiating risks of 

language models and biodesign tools.” arXiv preprint. https://arxiv.org/abs/2306.13952.  

 

 

https://doi.org/10.1038/s41559-021-01394-3
https://doi.org/10.1038/s41559-021-01394-3
https://doi.org/10.1038/s41559-021-01394-3
https://doi.org/10.1038/s41434-021-00312-3
https://doi.org/10.1038/s41434-021-00312-3
https://arxiv.org/abs/2306.13952
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Chapter 11 

Chapter 11 section 11.2 presents content of the co-authored preprint [6]. This material has been 

completely rewritten and paraphrased for the context of this thesis. Figure 11.2 was slightly adapted from 

[6]. 

 

[6] Sandbrink, Jonas B., Hamish Hobbs, Jacob Swett, Allan Dafoe, and Anders Sandberg. 2022. 

“Differential Technology Development: A Responsible Innovation Principle for Navigating 

Technology Risks.” SSRN Scholarly Paper. Rochester, NY. https://papers.ssrn.com/abstract=4213670. 

 

This paper is based on a concept originally introduced by Nick Bostrom, and fleshed out by a variety of 

thinkers over the years. Hamish Hobbs had written a first draft of this paper, which I ended up rewriting 

nearly completely. Many examples and conceptual details are my work, however many components were 

also taken from Hamish Hobbs’ previous draft and the contributions of the other co-authors. The 

authorship statement reads: “Jonas B. Sandbrink: Conceptualization, Investigation, Writing - original 

draft, Writing - review & editing. Hamish Hobbs: Conceptualization, Investigation, Writing - original 

draft, Writing - review & editing. Jacob L. Swett: Conceptualization, Writing - review & editing. Allan 

Dafoe: Conceptualization, Writing - review & editing. Anders Sandberg: Conceptualization, Writing - 

review & editing.” 

 

  

https://papers.ssrn.com/abstract=4213670
https://papers.ssrn.com/abstract=4213670
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