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A B S T R A C T   

Low-code tools are a trend in software development for business solutions due to their agility and ease of use. 
There are a certain number of vendors with such solutions. Still, in most Western countries, there is a clear need 
for the existence of greater quantities of certified and experienced professionals to work with those tools. This 
means that companies with more resources can attract and maintain those professionals, whilst other smaller 
organizations must rely on an endless search for this scarce resource. We will present and validate a model 
designed to transform ChatGPT into a low-code developer, addressing the demand for a more skilled human 
resource solution. This innovative tool underwent rigorous validation via a focus group study, engaging a panel 
of highly experienced experts. Their invaluable insights and feedback on the proposed model were systematically 
gathered and meticulously analysed.   

1. Introduction 

A new paradigm called Low-code Systems Development (LCSD) is 
shifting software applications development into something with far less 
manual coding by using visual programming approaches aided by 
graphical user interfaces and model-driven designs, typically supported 
by technological platforms (Al Alamin et al., 2021). These (low-code) 
platforms are a type of software development tool which is used for 
software design and development. It is based on using a graphical user 
interface (GUI) and pre-built elements and components, such as user 
interfaces, business objects, data objects (e.g., tables), and other com-
ponents. The GUI and the pre-built components can easily be combined 
into complete solutions by requiring users to provide input in data fields, 
user interface elements, and business logic (Chen et al., 2022). 

Furthermore, LCSD not only offers a platform for developing solu-
tions that are typically easier to understand but also provides for the 
reuse of components from other solutions and the extension of the pre- 
built components functionality by allowing its customization (Bock & 
Frank, 2021). With such platforms, developers are writing less code and 
concentrating on the goal of the system being developed 

Nevertheless, and as argued by existing literature, the use of LCSD 

platforms can also provide unpleasant experiences that, from the de-
velopers’ perspectives, might negatively impact the potential benefits it 
would arise. These issues are directly related to possible work con-
straints, limited freedom and creativity, inadequate documentation and 
overview, and poor and unsafe teamwork capabilities (Beranic et al., 
2020; Conchúir et al., 2009; Gao, 2022). 

As established by authors such as Blanchard (2013) and Breaux and 
Moritz (2021), the globally recognized shortage of qualified developers, 
a problem transversal to all technological fields, not only poses new 
challenges to the growing need for new software applications in an 
increasingly interconnected World but also tends to weaken signifi-
cantly the negative perspectives that might arise towards LCSDs. 

As the perennial issue with software development continues to be 
that its endeavours typically fail due to inefficiency issues from the 
development teams (Bock & Frank, 2021; Casadei et al., 2019), inde-
pendent researchers, developers, and organizations have been collabo-
rating towards new Large Language Models (LLM) base approaches. The 
most famous result of this work is, without a doubt, OpenAI.1 “ChatGPT” 
platform (Wang et al., 2023). This platform’s ability to participate in 
free-form discourse and continuously and extensively collect context 
allows users a more natural interaction and a more flexible behaviour 
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correction. Despite having flaws, ChatGPT’s enhanced capabilities open 
the door to various applications in multiple industries (Dwivedi et al., 
2023). 

ChatGPT can, amongst other things, answer questions, produce 
content, restyle text, develop code and debug it, take tests, modify data, 
explain and tutor. Hence, drawing on the convergence of those topics, 
we established a proposition that would serve as a guideline for the 
research endeavour inherent to this article: “Is there any model where 
ChatGPT can overcome the lack of code developers, specifically using 
low-code platforms?”. Aiming to respond to this question, we propose an 
effective and efficient model for combining ChatGPTs’ abilities with 
human code developers. 

1.1. Methodological approach 

From a conceptual perspective, this research draws on a preliminary 
identification of a potential problem for those involved in the software 
applications development activity, on the recognition of the current 
relevancy of that same issue, and on the need to not only propose a 
solution to it but also to assess its adequacy and validity. Thus, drawing 
on the existing literature, namely similar research projects, it was 
established that this research would follow Hevner et al. (2008) “Design 
Science Research” (DSR) methodology. 

The DSR aims to help researchers address identified organizational 
problems by designing and evaluating Information Technology (IT) 
artefacts. 

As shown in Fig. 1, the six steps established in DSR will be followed 
by the research team that will ensure the execution of the following 
activities:  

• Step 1 - The problem is identified, and the research background will 
set the stage for the justification of the research question;  

• Step 2 – The objectives and requirements for a solution are defined, 
knowing that aim at proposing a novel model for successfully using 
ChatGPT alongside LCSD platforms and doing so with as little human 
intervention as possible;  

• Step 3 – The proposed model is presented in a detailed manner;  
• Step 4 – A demonstration of the proposed model is achieved, thus 

allowing us to perceive how it copes with the particular context in 
which we would like to test it.  

• Step 5 – For evaluation purposes, a focus group will be used;  
• Step 6 – This last step consists of disseminating the achieved 

knowledge. 

Considering the scope of our research and the potential complexity 
inherent to the proposed model, it was established that a Focus Group 
would best fit our purpose of ensuring a proper assessment of the 
referred artefact. A Focus Group is a technique that aims to collect data 
and may be used at different moments of the research process through 
group interaction on a topic presented by the researcher (Gonçalves 
et al., 2016). As reasoned by Guest et al. (2017) and Santos and Boti-
cario (2015), the focus group definition includes three essential com-
ponents: 1) a research method aimed at data collection; 2) locating the 
interaction in the group discussion as the source of data; and 3) recog-
nizing the active role of the researcher in stimulating the group dis-
cussion for data collection purposes. 

According to the analysed literature (Camarinha-Matos et al., 2019; 
Mather & Cummings, 2017), the Focus Group is one of the instruments 
to be implemented when aiming at enhancing existing knowledge by 
using cross-disciplinary perspectives and synergies from experts in the 
field of study. This instrument allows information and data collection, 
producing compelling expertise and insights. Specifically, the synergy 
and dynamism generated within homogeneous collectives often reveal 
norms and normative assumptions. 

Thus, the Focus Group technique will be applied in “step 5” (Fig. 1) 
and encompass the pre-defined and sequential activities outlined in 

Fig. 2. 
This paper is organized as follows. Section 1 describes both the 

context for the research and the methodological approach that was 
drawn and supported the entire research. Section 2 describes the theo-
retical background analysis that upheld the research. This is followed by 
a third section, where the proposed artefact is contextualized and 
detailed. Section 4 holds the characterization of the Focus Group 
developed to validate all the perspectives and arguments inherent to the 
proposed model. Sections 5 and 6 present the achieved results analysis 
and our research’s overall considerations and conclusions. 

2. Theoretical context analysis 

This section discusses the main topics inherent to our research pro-
ject’s theoretical background, thus ensuring that the proposed artefact 
aligns with existing scientific knowledge. 

2.1. Low-code development approaches and life-cycle 

Despite only being commercially coined in 2014 by Forrester 
(Richardson et al., 2014), the first peer-reviewed studies on LCSD did 
not appear until 2018. Since then, there has been a considerable increase 
in articles published on LCSD-related topics. 

LCSD is a semi-automated visual approach to software development. 
The core idea is that by using LCSD, a software engineer can abstract and 
semi-automate every aspect of a software system development life-cycle 
while also accelerating the delivery of the numerous applicational 
modules that compose it (Bucaioni et al., 2022; Sanchis et al., 2019; 
Sarkar, 2022). 

LCSD platforms include application builders or makers that allow 
users (developers) to drag-n-drop components, diagrams and forms to 
assemble functional versions of a given application, which are run 
within a platform engine, often as a cloud service (Juhas et al., 2022). 

From a conceptual point of view, the low-code development life 
cycle is a software development process that uses low-code development 
tools and platforms to create more efficient applications that need fewer 
lines of code than standard software development approaches. In gen-
eral, the following steps are often included in the low-code development 
life cycle (Luo et al., 2021): 1) Gathering needs: In this phase, infor-
mation on the applications’ functionality, user experience, and business 
requirements is gathered; 2) Design: The program’s architecture, user 
interface, and other design features are developed during this phase. 
Wireframing and prototyping may be included; 3) Development: This 
phase is dedicated to the actual development of the application. 
Low-code platforms often include visual editors and drag-and-drop tools 
to aid development; 4) Testing: The application is tested for bugs, 
problems, and usability concerns. Low-code systems frequently provide 
automated testing tools that ease this process; 5) Deployment: Once 
tested and approved, the application is deployed to a production 
environment. 

Low-code platforms frequently include monitoring and maintenance 
features, such as automatic error reporting and deployment rollback. 
The low-code development life cycle is intended to be faster and more 
efficient than traditional software development approaches, allowing 
enterprises to build and deploy systems with fewer resources and less 
time. 

Despite several methodological approaches focused on developing 
software solutions using a low-code platform (Al Alamin et al., 2021; 
Elshan et al., 2023; Gottschalk et al., 2022), a significant part tend to be 
restricted to the platform itself and its functionalities (Krishnaraj et al., 
2022). Drawing on the argument that one needs a broad methodological 
approach that can support the development processes, regardless of the 
chosen low-code platform, for this research, the research team decided 
that the method presented by Alamin et (2021) would be the most 
adequate hence it was the one that we have chosen to support the 
remaining of the research. 
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As stated by Alamin et (2021), there are several stages for developing 
software solutions using a low-code platform (Fig. 3). This is the 
life-cycle approach we will use as a basis for our proposal. 

In the first stage, data modelling, the developer will look at the re-
quirements already collected by the business analyst or identified in a 

meeting with the final users and confirmed by them. Those requirements 
are then transformed into the data model, information for application 
flow through functionalities and later user interface design. This will 
take the process to the second stage, of developing the user interface, 
based on the data model already defined. The third stage is business 
logic implementation, where the rules for each information entity and 
the application flows are implemented. The next stage is integrating 
external services and the development interfaces for existing applica-
tions and services. The fifth stage concerns testing what has been 
developed and deployed and training the user on the new application. 
During regular operation, collecting user feedback for future improve-
ments or additional features that could be needed through time updating 
the application is essential. 

2.2. Market situation for professional low-code developers 

In the United States, it is said that around 40 million technical jobs 
will go unfulfilled due to a lack of skilled talent in 2022, the most sig-
nificant part composed of code developers (Philips, 2022). 

The developer shortage will be around for a while, with the most 
technologically advanced countries expecting to lack over 1 million 
developers by 2026 (Beres, 2022). While some authors argue that 
low-code tools can help this shortage of code developers, others say that 
the problem could be in obsolete recruitment processes and the need to 
be more agile for this type of skilled recruitment (Sloyan, 2021). 

Although the significant differences in the numbers presented by 
different entities, as stated in the previous references, one thing can be 
acknowledged. There needs to be more code developers in the Western 
world. 

2.3. ChatGPT—Current perspectives 

In November 2022, Open AI released an artificial intelligence (AI) 
chatbot named ChatGPT. It is based on the OpenAI GPT-3 family of large 

Fig. 1. DSR methodology steps. Adapted from Hevner et al. (2008). (For interpretation of the references to color in this figure legend, the reader is referred to the 
web version of this article.) 

Fig. 2. Steps of the performed Focus Group. Adapted from Tremblay 
et al. (2010). 

Fig. 3. Low-code stages of development. Adapted from Al Alamin et al. (2021).  
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language models and has been utterly improved through supervised and 
reinforcement learning strategies. 

As Aljanabi (2023) argues in his research, merging ChatGPT with 
features and services from other technologies will allow for the devel-
opment of intelligent and conversational AI systems that might funda-
mentally alter how humans interact with technology. 

These modern language processing models are the result of the 
tremendous advancement of AI in recent years (Rizou et al., 2023). With 
enormous data and complex language models (such as ChatGPT), many 
language-related tasks, including text production, question answering, 
and even poetry composing, are now possible (Köbis & Mossink, 2021). 
It is a popular choice for many applications, including customer service 
and content creation, because of its excellent performance (Brown et al., 
2020; Jafarinejad, 2023). 

ChatGPT and other conversational AI models offer significant and 
far-reaching potential benefits, notwithstanding the ethical concerns. 
For instance, they may provide round-the-clock help in the customer 
service sector and improve the whole client experience, reducing wait 
times and improving the quality of interactions (Carlbring et al., 2023). 
They may also be used in marketing and content production to create 
high-quality outcomes, freeing human workers to focus on more creative 
and strategic tasks (Gursoy et al., 2023). As pointed by Bidochko (2023), 
other benefits must be noted like increased efficiency and productivity, 
enhanced customer experience, cost savings and increased innovation. 
Other authors also highlight aspects such as the lack of size and tech-
nological competence needed for solutions that require advanced coding 
skills, that can be overcomed by using AI (Sundberg & Holmström, 
2023). 

These conversational AI models change how we interact with tech-
nology, altering how we communicate and access information (Jafar-
inejad, 2023; S. Wang et al., 2022). Chatbots, for example, may 
promptly and individually answer users’ enquiries without human 
intervention (Mohamad Suhaili et al., 2021). This might significantly 
affect industries like healthcare, where chatbots may counsel people on 
their ailments, drugs, and other health-related problems (Xu et al., 
2021). 

Hence, as stated above, the Chat-GPT model is regarded as a cutting- 
edge language model capable of carrying out various language activities, 
such as answering queries, translating across languages, and producing 
original material. 

In their research, Sobania et al. (2023) have demonstrated what to 
expect from ChatGPT regarding mistake and defect correction in 
human-written code, along with other automated program repair (APR) 
systems like CoCoNut and Codex. A recently released deep learning (DL) 
based chat system called ChatGPT may also offer advice for fixing flawed 
source code. However, it is still being determined how good these pro-
posals are now. They discovered that ChatGPT performs similarly to 
Codex and specialized DL-based APR on a standard benchmark. It works 
far better than conventional APR techniques. Using ChatGPT’s conver-
sation feature and sending the system a follow-up request with further 
details about the problem improves speed even more. 

However, as stated by Guo et al. (2023), we are interested in seeing 
how comparable ChatGPT is to actual specialists. In contrast to earlier 
large language models (LLM) like GPT-3 (Brown et al., 2020), which 
frequently struggles to respond to human inquiries effectively, 
InstructGPT (Ouyang et al., 2022) and the more potent ChatGPT have 
greatly improved in interactions with people. As a result, ChatGPT has 
considerable potential to become a helpful tool for general or corporate 
consulting (Burger et al., 2023; Pan & Nishant, 2023). 

According to Jalil et al. (2023), when ChatGPT is just confident 
rather than utterly sure in its response, it is twice as likely to be correct. 
This suggests that ChatGPT needs a better grasp of its responses’ accu-
racy. In other words, the answers provided by ChatGPT will need to be 
corrected, at least for the time being. 

Developers now have access to cutting-edge language instead of 
merely chat, thanks to the ChatGPT model being made available through 

API. Users of the ChatGPT API may anticipate ongoing model upgrades 
and the choice of dedicated capacity for more control over the models. 

Unstructured text is typically consumed by GPT models and is sup-
plied to the model as a series of “tokens”. Instead, ChatGPT models 
ingest a series of messages together with their associated information. 
The model uses a brand-new format called Chat Markup Language 
(ChatML) as its raw format (Brockman et al., 2023). 

3. No-code development—The new future 

Even though low-code and no-code platforms can help businesses 
build and modernize more apps, we are still coding microservices, 
designing customer-facing applications, and developing machine- 
learning capabilities (Johnsson & Magnusson, 2020). While little or no 
code will not replace traditional developers and software engineers, 
ChatGPT will provide critical tools to eliminate repetitive tasks and 
enhance app development time to market (Chen et al., 2022). ChatGPT 
can generate boilerplate or recommended example code for problems 
considerably faster than any developer can write and test code from the 
ground up. AI will assist developers in speeding up repetitive judge-
ments that engineers must make, such as general language enquiries 
(Sundberg & Holmström, 2023). Our capacity to access information 
more rapidly will improve, as will our productivity. 

Some examples of input that an AI tool like ChatGPT can generate for 
low-code platforms (Dwivedi et al., 2023; Esposito et al., 2023):  

• Data fields: A list of data fields that may be utilized to store data in 
the application can be generated by it. These fields can have text, 
numeric, date, dropdown, checkbox, and radio buttons, amongst 
others.  

• User interface elements: It can produce user interface components, 
including buttons, menus, tabs, and models. These components may 
be used to interact with the application’s features and traverse the 
interface.  

• Business logic: It may produce conditions and rules that describe how 
an application should behave. For instance, it can create logic to 
conduct computations, verify user input, and start activities 
depending on specific occurrences developing code snippets, if 
needed, and automating repetitive coding tasks. 

• Integration with other systems: It can produce data for the applica-
tion’s integration with other systems, including databases, APIs, and 
outside services. Data mapping rules, endpoint URLs, and login 
credentials are examples of this input.  

• Debugging and Error Correction: ChatGPT can be trained on error 
messages and suggest possible solutions for code errors. This can help 
speed up the debugging process and improve error correction accu-
racy. It can also write test cases, assisting the developers in testing 
implemented functionalities.  

• Documentation Generation: ChatGPT can generate documentation 
for code by processing natural language input and generating de-
scriptions of code functions and parameters. This can save time and 
improve the readability of code documentation. 

Overall, using ChatGPT may produce a wide range of input for low- 
code platforms to assist users in rapidly creating unique applications, 
even without being able to replace the creativity and problem-solving 
abilities of human coders. Developers still need to be involved in the 
development process to ensure that the code generated by ChatGPT is 
high quality and meets the project’s specific requirements (Liu et al., 
2023). 

In the current development life-cycle, as Fig. 4 illustrates, human 
developers are involved in all application development steps using LCSD 
platforms, leading and performing all needed activities without regard 
for their complexity. In the current model, we consider the existence of 
humans as the only actors with intervention in the whole process. 

Replacing human-dependant activities with tasks executed by 
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ChaGPT is, according to existing literature, the most feasible manner to 
address the main issues associated with application development: low 
satisfaction of developers with LCSD platforms and shortage of de-
velopers to be hired by companies needing to develop or maintain 
advanced solutions. Hence, considering this critical scope, one can 
propose: "Which activities can AI perform, and what remains to be done 
by the human coder?”. This is the core of our proposed innovative 
model, illustrated in Fig. 5. 

Unfortunately, neither ChatGPT can handle all these situations 
perfectly nor the LCSD platforms are prepared to work following the 
proposed model. Furthermore, we must consider that ChatGPT is not a 
replacement for human coders and cannot fully automate the develop-
ment process. Although ChatGPT is not designed to develop applications 
directly or interface with LCSD platforms, it can provide guidance, 
answer questions related to the development process, and offer sug-
gestions on approaching specific development tasks, thus allowing for 
quicker and more efficient development cycles. 

Hence, as an intermediate step, we propose that ChatGPT adopts the 
leading role in the development activities but that code developers al-
ways validate its outcomes to ensure the quality and suitability of what 
code is AI-generated. This intermediate model is illustrated in Fig. 6. 

According to the proposed model, ChatGPT will be developing ac-
tivities in the stages of UI design, Business Logic Implementation, and 
Integration of External Services, typically through the configuration of 
connectors and also in the Testing and Deployment phases. Since those 
activities cannot be entirely relied upon by ChatGPT, there is a valida-
tion activity to be performed by the human coder, changing or 
completing whatever needs to be put by the objective of developing the 
application. The exciting part is that ChatGPT can do the more time- 
consuming work while the human coder can perform more valuable 
activities. In this intermediate model, AI can be seen as a companion for 

the code developer, performing all of the most time-consuming tasks. 
In the Data modelling stage, relying only on human coders is 

essential as ChatGPT-generated models tend to strictly and mindlessly 
follow Codd’s rules, which only sometimes allow for the achievement of 
a valid data model. An AI language model can generate text describing 
and explaining data models without directly constructing or developing 
them. Data modelling is an activity where the developer creates a 
structured representation of data and connections between various 
items. Typically, the process begins with defining data items, properties, 
and connections, then structuring them into a model using standardized 
notation such as ER or UML diagrams. Data analysts or data architects 
with particular expertise and training in data modelling are often 
responsible for this (Bogdanova & Snoeck, 2019). 

The connection of ChatGPT to the LCSD platform has to be achieved 
through OpenAI APIs. The platform vendors must accomplish this before 
this model can be implemented. 

As established form existing literature, the use of AI tools, such as 
ChatGPT, as active supports to the low-code software development 
lifecycle is yet a very recent achievement, with little to none examples 
on how to methodologically merge the features and benefits of the 
referred tools with the software development based on the low-code 
principals and standards. Hence, by proposing – in a detailed manner 
– the combination of ChatGPT (or other AI tool) combined with low- 
code platforms, as active supporters to the entire software develop-
ment lifecycle, the artefact we hereby present ought to be considered 
both innovative and disruptive. 

4. Focus group study 

This section describes the validation stage of the proposed artefact, 
corresponding to the fourth step of DSR. In order to perform this 

Fig. 4. LCSD life-cycle and human intervention. Adapted from Al Alamin et al. (2021).  

Fig. 5. LCSD life-cycle with human and ChatGPT intervention model proposal.  
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assessment of our proposal, a focus group has been operationalized, 
where the proposed model was demonstrated to specialists in domains 
related to low-code platforms and software engineering. 

4.1. Planning 

Since the research problem was already defined, we had to deter-
mine the content and the Focus Group. Considering the complexity of 
the task, it was decided to execute two editions of the proposed Focus 
Group: the first to serve as a control group, using scholars from 
renowned Portuguese Universities, to test the execution times and ad-
equacy of the content. After this test session, a second session, now 
encompassing the abovementioned experts, was planned. 

Demonstrating the value of the artefact’s creation was also addressed 
while designing the Focus Group session, resulting in a combination of 
both exploratory and confirmatory perspectives (Stewart & Shamda-
sani, 1998). 

In this scenario, six participants were chosen to represent the per-
spectives inherent to developing software solutions with low-code 
platforms: higher education professors, researchers, end-users, de-
velopers, and platform developers (see Table 4). The authors controlled 
moderation and closely adhered to the instructions (Tremblay et al., 
2010). 

4.1.1. Questions and attributes to evaluate 
The questions raised throughout the session should always be related 

to the research issue (Kidd & Parshall, 2000). However, the proposed 
artefact and its qualities entail the inclusion of other viewpoints con-
nected to its capacity to address the defined problem and deliver an 
approach that is both helpful for organizations and of high quality and 
successful in its application. 

The questions that were posed to the focus group experts were asked 
in a particular order and structure, thus ensuring that:  

• No questions were asked directly to a participant or about a specific 
area of expertise;  

• The required ideas or constructs that support the traits or questions 
stated were delivered to participants while keeping an acceptable 
amount of knowledge for discussion periods;  

• There were opportunities for participants to share and contribute 
their experiences and generate recommendations for enhancing the 
artefact based on their understanding of the topics under discussion. 

As argued by Morgan (1996), qualitative assessment criteria were 
established to target the conversation and provide arguments and ac-
knowledgements that could be compared between iterations (Table 1). 

Using the abovementioned attributes (Table 1), we captured 

participants’ agreement towards their relationship with the proposed 
artefact. All attributes were measured using a scale from 0 to 100 %, 
where 0 % represented “completely disagree” and 100 % represented 
“totally agree”. 

The questions to be posed, the creation of the session guide and 
questioning structure, and the defined technique and tactics to be used 
were drawn from Krueger and Casey (2002). The final list of questions is 
presented in Table 2. 

4.2. Test session 

As previously mentioned, the first session was meant to serve as a 
control group, using scholars from renowned Portuguese Universities to 
test the execution times and adequacy of the content. All the participants 
in the test session were Professors from Portuguese Universities. 

Table 3 holds the participant’s profile description. 
With this session, both the execution times and content adequacy 

were tested, and, considering the achieved results, no adjustments to the 
established protocol were needed. 

4.3. Participants analysis 

In order to ensure the maximum validity and knowledge-generation 
capabilities from the performed Focus Group, a group of highly- 
specialized and senior participants has been gathered. The partici-
pant’s area of activity and experience are detailed in Table 3. 

Fig. 6. LCSD life-cycle with human and ChatGPT intervention adjusted.  

Table 1 
Attributes for qualitative assessment. Adapted from Hennink (2014); Krueger 
and Casey (2002).  

Attribute Meaning 

Clarity Intelligible and transparently expressed 
Complexity Meaningful concepts 
Feasibility Potential to be implemented and used 
Maintainability Able to be maintained, improved and updated 
Completeness Covers the essential issues of developing low-code platforms 
Consistency A conceptual model that identifies the components and 

relationships 
Cohesion Components and activities work together to implement 

solutions on low-code platforms. 
Scalability Open, able to grow evenly and support further orientation 
Adaptability Potential to be applied to all types and sizes of solutions 
Prescriptive Provides insight into what needs to be addressed in each 

component or activity 
Flexibility It makes it possible to add guidelines for new types of 

development and pattern use 
Management 

Support 
Allows management of activities  
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A brief analysis of the abovementioned profiles demonstrates that 
the focus group participants included both researchers and practitioners 
with at least three different perspectives: platform vendor, developer, 
and client-side developer. 

The diverse collection of experts brought together triggered the 
active formation of ideas, the diversity of contributions, and the devel-
opment of in-depth conversation, thus ensuring a proper debate and 
knowledge generation. 

4.4. Focus group execution 

The Focus Group session was held on the 5th of May 2023, with a 
total duration of 138 min, through a Web conference system. Despite 

initially planning to last 120 min, the focus group was so active that it 
was extended for an extra 18 min to ensure that all opinions, perspec-
tives and agreement points were discussed in detail. 

In what concerns the operationalization of the Focus Group, The 
study was supported by the following (sequential) stages:  

1. Initial presentation of the session moderator, introduction to the 
study and brief presentation of each participating expert;  

2. Presentation of the session technique and data collection;  
3. Presentation of the proposed development model;  
4. Presentation of discussion questions and model attributes defined for 

evaluation;  
5. Discussion;  
6. Session conclusion and synthesis; 

In order to prevent the existence of previous bias towards the pro-
posed artefact, no information or details were previously made acces-
sible to the focus group participants. 

After the initial presentation stages, the moderator gave access to the 
session script and information on the proposed artefact and its compo-
nents, thus revealing how it addresses the problems inherent to the 
software development topic. In order to further trigger the discussion, 
the focus group participants were encouraged to position themselves as 
users of the artefact in an organization by simulating its usage. They 
were asked to compare the outcomes of using the item in an organization 
against the results of not utilizing it or some other comparable tool or 
approach. Following a moment when the experts were asked to analyse 
the proposed artefact summary description, they were also invited to 
assess the model’s utility, effectiveness, and quality through a conver-
sation guided by the scheduled questions and an evaluation of the 
referred model against the established quality attributes. 

4.5. Focus group results 

After presenting the model to the participants and introducing the 
questions and attributes, the participants discussed it openly. This dis-
cussion moment was always closely monitored by the moderator, who 
recorded in detail and continuously all the arguments being presented 
and discussed. 

Once the focus group was over, the research team analysed all the 
information gathered, as well as all the arguments and perspectives that 
were reached and considered consensual. Analysing the achieved results 
allowed us to perceive a set of contributions and perspectives that rep-
resented a detailed assessment of the proposed artefact validity and 
overall potential value (Table 4) and a precious input for further 

Table 2 
List of questions for focus group.  

Question 
# 

Type Description 

G1 General What is your experience, empirical or conceptual, with 
low-code platforms? 

G2 General To what extent are artificial intelligence technologies 
currently incorporated into the software development 
process? 

G3 General Are you familiar with chat agents like ChatGPT and their 
possible applications in software development? 

G4 General In your opinion, what are the benefits of integrating chat 
agents like ChatGPT into low-code platforms? 

G5 General Do you consider that the integration of conversational 
agents in low-code platforms would improve the efficiency 
of software development? 

G6 General Do you identify limitations or constraints in integrating AI 
technologies like ChatGPT into your software development 
process? 

G7 General Describe how integrating conversational agents into low- 
code platforms can impact the dynamics of software 
development teams. 

G8 General What features would you like to see implemented with a 
chat agent integrated into a low-code platform? 

G9 General What training is needed for software development teams to 
use chat agents like ChatGPT on low-code platforms? 

S1 Specific To what extent can ChatGPT help specify the data model in 
software projects based on a low-code platform? 

S2 Specific How can ChatGPT help design user interfaces in software 
projects based on a low-code platform? 

S3 Specific When implementing business logic in low-code projects, 
how can ChatGPT be a differentiating agent? 

S4 Specific What are the benefits and constraints of using ChatGPT as 
functionality to support integrating external services in 
low-code platforms? 

S5 Specific How can ChatGPT be a differentiating element in the low- 
code application testing and deployment phase? 

G10 General We would like to have everyone’s last comment as a closing 
statement.  

Table 3 
Test session specialists’ profile description.  

Participant Area of activity Experience 

P_A Teacher/ 
Researcher 

Assistant professor with twenty years of teaching 
and scientific research in the field of Computer 
Science and Engineering. 

P_B Teacher/ 
Researcher 

Associate professor with twenty-two years of 
teaching and scientific research in the field of 
Computer Science and Engineering. 

P_C Teacher/ 
Researcher 

Assistant professor with twelve years of teaching 
and scientific research in the field of Computer 
Science and Engineering. 

P_D Teacher/ 
Researcher 

Assistant professor with eight years of teaching and 
scientific research in the field of Computer Science 
and Engineering. 

P_E Teacher/ 
Researcher 

Associate professor with nineteen years of teaching 
and scientific research in the field of Computer 
Science and Engineering.  

Table 4 
Focus group specialists profile description.  

Participant Area of activity Experience 

P1 Teacher/ 
Researcher 

Thirty years of teaching and scientific research. 
Currently Full Professor in the area of Computer 
Science and Engineering. 

P2 Practitioner/ 
Consulting 

Thirty years of experience in different roles in 
Solutions Development, with a focus on low- 
code tools in the last 18 years. Currently, 
Director of an International Consulting 
Company. 

P3 Practitioner/ 
Client Side 

Twenty-five years of experience in different 
roles in Solutions Development, with a focus on 
low-code tools in the last 15 years. Currently, 
Software Development Director in a Portuguese 
Company. 

P4 Practitioner/ 
Vendor 

Thirty-five years of experience as a software 
developer and database administrator. She is 
currently working on a low-code vendor. 

P5 Researcher Researcher on Software Engineering (research 
directed to obtain the PhD) with 15 years of 
experience as a full-stack code developer  
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improvements (Table 5). 
Table 6 
Drawing on Hennink (2014) and Krueger and Casey (2002), the set of 

attributes for qualitative assessment previously presented (Table 1) was 
also addressed by the focus group and the results of this interaction in 
perceivable in Table 7. Most attributes obtained a 100 % evaluation, 
thus indicating that all focus group participants confirmed its descrip-
tion. From the referred discussion, it was also possible to highlight a set 
of contributions and different perspectives that further contribute to the 
overall knowledge generation factor of the research. 

Considering the potential inherent to the contributions and per-
spectives achieved with the focus group, these will serve as the basis for 
future improvements to the proposed model. 

5. Focus group achieved perceptions and suggestions 

As argued by Tian et al. (2023), we are currently experiencing an 
increase in the adoption of both artificial intelligence techniques and 
large-scale language models, such as ChatGPT, as both these tools have 
an immense potential for addressing tasks such as problem-solving, code 
generation, code repairing and for both programming and software 
engineering-related tasks. 

Furthermore, as established by Cait et al. (2023), LLMs also represent 
a handy tool for low-code programming operations as low-code plat-
forms provide visual interfaces where developers can implement 
developing AI pipelines that AI-generated instructions can fully 
automate. 

Although the performed focus-group participants all agreed with the 
arguments above, it was possible to acknowledge a set of individual 
perceptions and suggestions that represented both a view on the global 
topic surrounding the research and an overall contribution to the 
advancement of the proposed LCSD life cycle with human and ChatGPT 
intervention model. 

As established by the focus group experts, despite at this point-in- 
time it is not an easy task to be performed, it is expected that in a 
near future, ChatGPT will be able to perform software modelling with 
only minimal human-intervention, thus becoming an aid for both soft-
ware engineers and software developers. This argument is inline with 
Combemale et al. (2023), according to whom the task of software 
modelling will be completely transformed with the advent of LLMS and 
particularly with ChatGPT and other similar tools, as these will have the 
ability to propose the entire set of modelling artifacts inherent to a 
software solutions just from analysing a set of (well established) re-
quirements, and the human interaction will only serve for approval 
purposes. 

Furthermore, in the same near future mentioned before, ChatGPT is 
also expected to incorporate features that will allow it to actively 
identify and formally establish software requirements by analysing 
textual descriptions of the problems that need to be addressed (Ahmad 
et al., 2023; Li et al., 2022) or by ensuring active dialogues with the 
process stakeholders (Tiwari et al., 2023). Drawing on this premise, and 
on the difficulty inherent to interact in a textual manner with ChatGPT, 
the focus group experts pose that a future step could be the development 
of conversational features that would allow it to simply interview the 
business stakeholders and from this interaction to extract a detailed 
description of their needs and inherently propose the requirements for 
the software solution that could address those same needs. 

After carefully considering the future potential of ChatGPT (and 
other LLMs) it was also proposed by the focus group experts that the 
inherent ability to easily – and with just little human intervention - 
develop webpages, forms, and other components of a software solution 
(Tian et al., 2023) and doing so by following existing best-practices and 
standards, could be the trigger needed for not only speeding up the 
development phases duration and resource consumption, but also to 
ensure that the developed software solutions would all follow the in-
dustry best practices in terms of architecture, data model manipulation, 

Table 5 
Topics discussed by the focus group and additional remarks that have arised.  

Topic Remark 

The Group discussed that ChatGPT could 
assist in the data modelling phase. Using the 
requirements collected by the human 
developer, ChatGPT can identify the main 
concepts and their attributes, from where it 
can generate a draft model. 

Inclusion of ChatGPT in the Data 
Modelling phase.  

Current low-code platforms have already 
demonstrated to have some AI technology 
embedded, allowing them to suggest more 
appropriate development patterns. Thus, 
the result produced by the developer can be 
more consistent and scalable, according to 
those suggestions provided by the AI. 
However, the final decision is always made 
by the developers. Other forms of AI are 
only experimental and not used in a 
structured manner for development 
purposes. 

It goes in the direction of our 
research, confirming our interest in 
it. 

ChatGPT processes text and answers - A text- 
based conversational machine expected to 
incorporate voice in a very near time, low- 
code (or no-code) coding can have 
significantly higher levels of abstraction. 
However, we will always have to instruct 
the machine on what needs to be built, and 
this is where it might make more sense to 
use ChatGPT to improve how it interacts 
with the low-code platform itself. 

Confirmation of our research. 

Integration of ChatGPT in the development 
process can improve the detection of 
problematic codding patterns, thus being 
able to perceive the solution as a whole. It 
enhances the ability to improve coding 
efficiency without removing the human 
developer from the development process. 

Confirmation of our research. 

The main limitation of integrating ChatGPT 
with low-code platforms will be the 
potential difficulty of establishing a direct 
integration between the two parties. This 
combined solution should be able to 
implement a “use case” orientated approach 
in order to ensure transversal success. 
Hence, despite the complexity associated 
with knowing how to “ask the right 
question” or one that all parties understand 
well, this is critical to the referred “use case” 
orientation and, consequently, might be 
considered a decisive success factor. Thus, 
there is a direct relation between the 
developer’s experience and obtained a 
response, as a more experienced developer 
should effectively know how to pose better 
questions. 
Bottom-line, the final decision should still 
be human-based. 

Future directions. 

Regardless, we must always consider 
individuals’ resistance to change at all 
levels, from end users to developers. The 
organization’s resistance to change is also a 
potential bias towards accepting and using 
the ChatGPT/Low-Code-based approaches. 

Future directions.  

Despite security issues, expect a vast (double- 
digit) increase in productivity. 
Fewer and fewer developers will be needed, 
but those required will have to be better and 
better. They will have to effectively and 
efficiently interpret the established 
requirements and communicate them, in a 
structured manner, to the development 
through instructions given to ChatGPT. 
Therefore, we can expect a decrease in the 
size of development teams and an increase 
in their skills, experience and specialization. 

It needs further research to 
confirm. 

(continued on next page) 
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usability and accessibility, performance, code uniformization, etc.. 
Furthermore, and drawing their opinion on authors such as Jalil et al. 
(2023), the focus group also perceived that ChatGPT could not only be 
used to train professionals on how to test and document software solu-
tions, but also to perform those same tests, to automate them and to 
implement on-time bug fixing actions. 

As argued by existing literature (Gozalo-Brizuela & Garrido-Mer-
chan, 2023), ChatGPT has a very well-established set of features that 
allow it to perform code analysis and interpretation. With this in mind, 
the focus-group experts argue that with the aid of ChatGPT the con-
sumption or exposure of APIs will become not only easier but also less 
time-consuming as the effort associated with both understanding the 
manner in which the APIs ought to be used and the effort, and the use 
itself of the APIs are decreased. 

According to both the focus group experts and the analysed literature 
(Li et al., 2023), ChatGPT ability to ensure completeness in its responses 
still lacks a significant improvement. In what concerns the software 
development processes, and particularly the low-code/no-code de-
velopments, it was possible to collect consensus from the above-
mentioned experts that in order to fully address this issue it might be 
very relevant to incorporate ChatGPT throughout the entire develop-
ment process, i.e. from both the initial phases (requirements analysis 
and modelling) to the last phases (testing, bug fixing and deployment). 

According to authors such as Mahadi Hassan et al. (2023), the extent 
to which ChatGPT can deliver cohesive responses is yet to be further 
analysed as there is a significant rate of inconsistency and lack of pre-
cision in the content that the referred tool generates. During the focus 
group execution this topic has also been discussed, to the point of the 

involved experts consensually established that, at this point in time and 
with ChatGPT current feature catalogue, it is significantly difficult to not 
only enforce the existing of cohesion in the content generation process, 
but also to assess the precision dimension at each phase of the devel-
opment process. Hence, this is a topic that should clearly be address in a 
more focused manner in the near-future. 

Drawing on the abovementioned perceptions and suggestions, a 
revised version of the initially proposed model was established (Fig. 7). 

Hence, ChatGPT is a technology with the potential to open up new 
avenues in software development. From a global perspective, the focus 
group experts recognized the proposed model’s interest and potential, 
despite their own lack of perception on the impact this tool might have 
on the employment market as it could possibly replace the human 
developer. Yet, the true potential of ChatGPT use still needs to be 
determined, and we are still learning what can and cannot be done with 
the tool. Nevertheless, there is a clear common belief that this new 
paradigm is the “new future”. 

6. Final considerations 

Low-code platforms are a trend in software solutions development, 
mainly due to the many advantages those platforms can bring to the 
development process. However, together with all those advantages, 
several problems have been identified, from which we can easily high-
light the need for software engineers and developers for evaluation and 
monitoring-related tasks, and the unpleasant experience from the de-
veloper’s perspective related to potential work constraints, limited 
freedom and creativity, inadequate documentation and overview, and 
poor and unsafe teamwork capabilities. 

Based on the challenges inherent to the abovementioned context, a 
research initiative has been executed in order to fully assess the pros and 
cons inherent to use of ChatGPT as a tool that would not only aid de-
velopers but also to minimize, if not solve, the typical problems 

Table 5 (continued ) 

Topic Remark 

From the developer’s perspective, the features 
they would like to see implemented are 
those related to tuning, detection of 
performance and load issues, detection of 
security problems, and documentation 
automation. In what concerns development 
accelerators, the referred individuals would 
like to see the ability to generate forms, 
generate screens, and promote the 
connectivity between elements and objects. 
Also, when addressing the test and debug 
features, developers would like to have 
access to fully automated testing with 
artificial intelligence (AI) engines 
generating and running all the necessary 
tests. 
The introduction of AI in all the 
development process (from the coding to 
the testing stages) can also ensure the 
application of international norms and 
standards (usability, security, amongst 
others). 

Future directions 

Considering the context inherent to ChatGPT, 
low-code platforms, and the combination of 
these two artefacts, future training 
necessities should focus on prompt 
engineering instead of coding languages 
and techniques. 

Future directions  

Table 6 
Model improvements discussed.  

Improvement Contribution 

The focus group highlighted that ChatGPT could 
assist in the data modelling phase. Using the 
requirements collected by the human developer, 
ChatGPT can identify main concepts and their 
attributes, generating a draft model that would 
then be manually validated. 

Inclusion of ChatGPT in the 
Data Modelling phase.   

Table 7 
Attributes for qualitative assessment.  

Attribute Evaluation Main contributions and perspectives 

Clarity 100 % Although it requires a previous understanding of 
ChatGPT and what you can do with it, it is easy 
to understand the proposed model. 

Complexity 100 % The complexity of the proposed model creates 
the necessity for a more practical guideline for 
operationalizing it. 

Feasibility 100 % There are some concerns regarding who can 
efficiently implement the model. 

Maintainability 100 % The model should be open to any platform and 
updated with contributions from any developer. 

Completeness 60 % The model should provide for the use of 
ChatGPT at all stages, even in the user interview. 

Consistency 100 % It is transversal to the development process and 
platform-neutral. 

Cohesion 60 % Some aspects need to be clarified regarding what 
ChatGPT can contribute to each stage of the 
development process. 

Scalability 100 % It is limited only by what ChatGPT, either in the 
current version or in future versions, can do 
efficiently. 

Adaptability 100 % The use of ChatGPt can be done in a modular 
way and at the developer’s decision at each 
stage. It can be applied to the development 
process on any low-code platform. 

Prescriptive 40 % The model needs more detail, specifically on 
what ChatGPT can contribute at each stage of 
the development process. 

Flexibility 100 % The use of ChatGPT at each stage will depend on 
the specific situation and should not be defined a 
priori. 

Management 
Support 

100 % There is immense potential for governance 
support in the development process and later 
maintenance stages.  
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associated with software development. In order to deliver a proper 
contribute to the posed challenge, we propose a novel model, specially 
focused on low-code platforms, that establishes an active collaboration 
approach to the software development process that combines both 
humans and ChatGPT. To establish the potential validity and overall 
value of the proposed artefact, a focus group, involving experts from 
both the academia and the business contexts, has been performed and 
we were able to not only reach a consensual appraisal of the model but 
also a set of new perspectives and suggestions that were used to improve 
out initial proposal. 

At this point of the work, we can list as main practical contributes of 
the proposed model, the following: the ability to establish a proper 
methodological approach to foster accelerated software development 
with reduced technical barriers where improved collaboration, efficient 
debugging and enhanced documentation are considered as positive 
drivers of success. Furthermore, the proposed model also ensures both 
software engineers and programmers skill augmentation and trigger 
their ability to adapt to novel challenges. The proposed artefact also 
encompasses the reduction in repetitive tasks and an improved cost- 
efficiency in the process of software development with low-code 
platforms. 

From a theoretical scope our research poses as a novel set of 
knowledge, properly supported by both existing scientific and grey 
literature that other researchers can use as foundation for their own 
research on the use of artificial intelligence tools, such as ChatGPT, as 
technical and functional aid to low-code software development 
initiatives. 

Hence, from a global perspective, this research significantly con-
tributes to the future adoption of LCSD with the support of ChatGPT, 
thus triggering and accelerating the production of software solutions 
with higher levels of quality and standardization, by proposing a novel 
model that merges the efforts from both the developers and ChatGPT 
and that, despite being independent of the low-code platform itself, 
ensures that the training and expertise of the developer in using 
ChatGPT have a decisive role for the final outcome of the development 
process. 

6.1. Limitations and future research 

After a careful analysis to the performed research we were able to 
identify the existence of some limitations that despite worthy of 
description, do not impail the overall value of the research nor of the 
achieved results. 

Even thou the focus group approach is well established within the 
existing literature, there is also a relevant amount of research on the 
potential issues or limitations regarding this type of approach. Hence, 
with this in mind, we do believe that the decision to execute a focus 

group could have limited the density of the achieved results. In order to 
address this potential impairment, we propose that future research 
would encompasses the execution of a case study where developers and 
software engineers could combine ChatGPT with LCSD plataforms at the 
same time that their entire experience is closely monitored and 
controlled. 

Furthermore, and considering the feedback from the focus group 
experts (highlighted in Tables 4 and 5, and detailed in Section 5), we 
believe that the future research should focus on the described topics, 
thus ensuring further enhancing and developing to the proposed model, 
and bringing it closer to a prescription model to be used by developers. 

7. Conclusions 

ChatGPT and LCSD are trends by themselves, and even more when 
we bring them to work together. With the proposed (and validated) 
model we establish a novel, innovated and structured approach to use a 
tool like ChatGPT, thus aiming at the increase in the effectiveness and 
efficiency already boosted by developing solutions based on low-code 
platforms. 
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