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The EXTREMA Autonomous Guidance Algorithm for Low-Thrust Interplanetary
Spacecraft
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This work presents the architecture of the autonomous guidance algorithm that is being tested in hardware-in-
the-loop simulations in the context of the ERC-funded EXTREMA project at Politecnico di Milano. The optimal
spacecraft trajectory is computed by means of a three-step process: first, a problem is solved which computes the
optimal trajectory from the current spacecraft state as estimated by the navigation algorithm with either fixed or
free final time. The second step consists of refining the solution found at the first step for the next duty cycle. In
this phase, the duty cycle constraints (a thrust arc maximum duration of n days and a m-day-long coast arc to
allow for autonomous navigation) are also imposed and the time of flight is fixed to n + m days. Finally, the third
step transforms the thrust commands found by the convex optimization algorithm such that the thrust angles are
expressed as single arbitrary-order polynomials in each thrust arc. This last step allows for the transformation
of the algorithm output into actual executable commands by the thruster and the attitude control system. The
algorithm is run on a Raspberry Pi and in closed-loop simulations to test whether the performance is suitable for
onboard use. The computed commands are then executed by the thrust test bench ETHILE, a facility developed
within the project EXTREMA.

1 Introduction

In the past two decades, the space sector has witnessed
disruptive changes. On top of the national space agen-
cies, new and smaller actors have had the possibility
of integrating, launching, and operating their own satel-
lites. The development of small spacecraft such as Cube-
Sats has significantly contributed to this paradigm shift
as these platforms have considerably lower production
and integration costs with respect to larger spacecraft
[1]. However, the cost of their operations is compara-
ble to the one of standard missions. Autonomous Guid-
ance, Navigation, and Control (GNC) capabilities on-
board miniaturized spacecraft would enable low-cost op-
erations for low-cost platforms, which could possible lead
to a new space era: a multitude of miniaturized space-
craft exploring our Solar System and provide precious
information about it. Although CubeSats have almost
only been used for missions around the Earth so far,
few interplanetary CubeSats missions have recently been
proposed as well [2, 3].
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Autonomous guidance is the task of computing the
spacecraft trajectory directly onboard [4]. If low-thrust
engines are considered, this translates to solving an op-
timal control problem (OPC). The most used methods
that solve OPCs are usually classified in indirect and
direct ones [5]. The former exploit the calculus of varia-
tions to find the necessary conditions for optimality and
solve the resulting two-point boundary value problem;
the latter discretize the OPC and solve the associated
(non)linear program. However, both the approaches
lack of robustness or require too many computational
resources to be run on spacecraft hardware [6], which is
usually of reduced capabilities due to the harsh space
environment (e.g., radiations). Convex optimization is
a direct method that relies on highly-efficient solvers to
find a solutions to problems that are written in con-
vex form [7] and it has solid theoretical guarantees [8].
Most of real-life problems are inherently nonconvex, and
therefore they are convexfied and a sequential convex
programming (SCP) technique is usually used to solve
them [9]. This technique has shown to be robust for a
number of different aerospace-related problems [10], in-
cluding powered descent and landing [11], entry [12], and
low-thrust trajectory optimization [13].
The EXTREMA project [14], which has received funding
from the European Research Council, aims at enabling
autonomous GNC capabilities for deep-space CubeSats.
It builds upon three Pillars, one of them being related
with autonomous guidance and control. In this work,
the autonomous guidance algorithm that is being used
within the project is described. The EXTREMA thrust
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test bench named ETHILE [15] that emulates the perfor-
mance of a real low-thrust engine is used to execute the
guidance commands found by the guidance algorithm.
The latter is run on a Raspberry Pi to simulate reduced
memory and performance of actual spacecraft hardware.
The algorithm consists of a three-steps process. In the
first layer, a problem is solved which computes the op-
timal trajectory from the current spacecraft state as es-
timated by the navigation algorithm with either fixed
or free final time [16]. The second step consists of re-
fining the solution found at the first step for the next
duty cycle. In this phase, the fidelity of the dynami-
cal model can be increased and operational constraints
can be added. In this work, we consider duty cycle con-
straints (a thrust arc maximum duration of n days and
a m-day-long coast arc to allow for autonomous naviga-
tion) are imposed and the time of flight is fixed to n+m

days. Finally, the third step transforms the thrust com-
mands found by the algorithm such that the thrust an-
gles are expressed as single arbitrary-order polynomials
in each thrust arc and the switch on and off times are
exactly defined.
The remainder of the paper is organized as follows. Sec-
tion 2 introduces the low-thrust trajectory optimization
problem. Section 3 presents the architecture of the EX-
TREMA autonomous guidance algorithm. Section 4
shows the simulations that have been performed. Fi-
nally, Section 5 concludes the work.

2 Problem Formulation

Consider the problem of determining the trajectory that
minimizes the propellant consumption of a spacecraft in
motion around the Sun and equipped with a low-thrust
engine. If Cartesian coordinates are used, the equations
of motion of such spacecraft are written as [17] ṙ(t)

v̇(t)
ṁ(t)

 =

 v(t)
−µ r(t)

∥r(t)∥3
2

+ T(t)
m(t)

− ∥T(t)∥2
Ispg0

 , (1)

where r, v, and m are the position, velocity, and mass
variables, respectively. The gravitational parameter of
the Sun is indicated as µ, T is the thrust vector, Isp is
the specific impulse, and g0 is the gravitational accel-
eration of the Earth at sea level. The OPC required to
find the optimal spacecraft trajectory is composed of the
following elements.

• The objective function, which in our case is

J = −m(tf ), (2)

where t indicates the time and the pedex (·)f indi-
cates final quantities.

• The dynamics of the spacecraft (e.g., the one in
Eq. (1)). In general, the fidelity of the model can
be increased by considering perturbations of other
celestial bodies and solar radiation pressure.

• Initial and final boundary conditions (BCs), namely

r(t0) = r0, v(t0) = v0, m(t0) = m0 (3a)
r(tf ) = rf , v(tf ) = vf (3b)

where the pedex (·)0 indicates initial quantities.
• Upper and lower variables bounds, i.e.,

xl ≤ x ≤ xu, Tl ≤ T ≤ Tu. (4)

• In general, operational constraints can also be ac-
counted for. They can include, for example: exclu-
sion or inclusion constraints (e.g., the Earth shall
always be visible from the spacecraft), and duty cy-
cles constrains (i.e., the a priori imposition of no-
thrust periods in order to perform other tasks, such
as orbit determination).

The low-thrust trajectory optimization problem can
therefore be formulated as

minimize
T(t)

Eq. (2)

subject to: The dynamics in Eq. (1)
BCs in Eqs. (3a) and (3b)
Bounds in Eq. (4)
(Operational constraints)

(5)

In general, the problem can be solved with either fixed
or free final time. If the latter case is considered and the
target is a celestial body, the final boundary conditions
must be modified accordingly.
The problem in Eq. (5) is nonconvex. In fact, the dy-
namics in Eq. (1) are nonconvex, and they have to be
modified for the problem to be expressed in a convex
form. The convexified low-thrust trajectory optimiza-
tion problem with free final time can be found in litera-
ture [16].

3 Three Steps Guidance Algorithm

The objective of the guidance algorithm is to provide the
onboard computer with the commands to be executed
by the thruster. In general, the EXTREMA guidance
algorithm should take as inputs at least the initial and
final boundary conditions, solve the convexified version
of the problem in Eq. (5) by means of SCP, and pro-
vide as output the switch on and off times and the time
history of the attitude. While finding the output, the al-
gorithm should possess the following three fundamental
characteristics [17]:
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C1. computational affordability, meaning that it should

be compliant with onboard execution in terms of
memory and computational time required;

C2. reliability, meaning that the algorithm should pro-
vide a solution at any time instant, if triggered;

C3. optimality, meaning that the solution should mini-
mize the fuel consumption.

In the light of the characteristics C1-C3, a three-steps
guidance process has been envisaged.

3.1 First Step: Global Optimization
Within the EXTREMA project, a closed-loop guidance
approach is adopted [18]. This means that the spacecraft
trajectory is recomputed periodically during the inter-
planetary cruise in order to account for deviations from
the nominal trajectory due to missed thrust events, non
nominal thruster behaviour, etc. Due to the fact that the
spacecraft trajectory is recomputed after each orbit de-
termination process, planning a trajectory that considers
high-fidelity dynamics, operational constraints, variable
thrust and specific impulse may be an overshoot. In par-
ticular, characteristics C1 and C2 may be compromised,
as a more complex optimization problem is solved each
time. Still, the commands after the first duty cycle(s)
are not even executed, as a updated trajectory is avail-
able. Previous work has shown that in case high-fidelity
models are accounted for in the spacecraft dynamics, re-
liability and computational time must be traded off [19].
Therefore, our approach considers a simpler dynamical
model in the first step to have a reference trajectory to
track from the current state to the target celestial body.
The simple dynamics increases the reliability and the
computational affordability of the optimization, hence
the spacecraft will have at least have a trajectory to fol-
low. Nominally, this step considers a fixed final time
optimization. However, if disturbances are high or if
the spacecraft engine has not executed the correct com-
mands for several days, the fixed final time optimization
may be infeasible. In such case, a free-final-time opti-
mization is performed [16]. In this work, the widely-used
Hermite–Simpson discretization method [20] is used to
solve the convexified version of the problem in Eq. (5).

3.2 Second Step: Refined Optimization
Once the first step has been performed and a reference
path to follow to reach the target is available onboard,
the commands can be refined to account for e.g., more
complex dynamics and operational constraints such as
duty cycles or a variable thrust depending from the dis-
tance to the Sun.

In this work, the second step considers the same orbital
dynamics as Step 1. The duty cycles are taken into ac-
count instead. Figure 1 shows what we mean with the
expression duty cycle. During an interplanetary cruise,
the orbit determination process has to be performed pe-
riodically. During the process, the thrusters have to be
off because of two reasons: first, to allow the satellite
to have the attitude required by the navigation subsys-
tem; second, to avoid interference. The alternation of a
period of time when the engines can be on or off depend-
ing on the optimization and a period when they shall be
off is defined as duty cycle in this work. Clearly, a com-
plete interplanetary trajectory is made up of several duty
cycles. Currently, navigation is performed by communi-
cating with the spacecraft through ground stations and
engineers have to intervene in the process. The working
week is therefore usually considered as duration of the
duty cycle, with approximately n = 6 days of free thrust
and m = 1 day of forced coast arc. When onboard GNC
is envisaged instead, n and m can change at each duty
cycle depending on several factors for convenience. This
is the first reason why duty cycle constraints are not
considered in the first step: the majority of the thrust
profile computed at Step 1 is not executed, and there-
fore all the information after the first duty cycle(s) may
be re-computed at the next optimization. Designing the
whole trajectory by imposing duty cycle constraints may
be an overshoot and can worsen the performance of the
algorithm in terms of characteristics C1 and C2. How-
ever, having an operational-compliant trajectory is fun-
damental to properly design and execute commands that
actually lead the spacecraft toward the final target. If
they are not considered, especially in autonomous GNC
scenarios, the planned and executed trajectories may dif-
fer significantly, making the overall required propellant
higher.

 free  off

Time

Orbit
determination

Fig. 1: Representation of a duty cycle.

The first two steps can be summarized as per Fig. 2.
Consider the spacecraft is undergoing its interplanetary
trajectory towards the target celestial body. Orbit de-
termination has just been performed and the onboard
computer needs the trajectory to follow to be updated,
according to the closed-loop guidance scheme. The idea
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1. first, compute the nominal trajectory from the cur-
rent spacecraft state to the target celestial body;

2. then, depending on the current values of the pa-
rameters n and m, the time of flight for Step 2 is
defined as ToF2 = K(n + m). The factor K is 1
if the trajectory is to be refined for the next duty
cycle only. In general, K can be greater than 1 if
commands for more duty cycles are required to be
computed.

3. finally, the solution obtained at the first step is
re-optimized for the next duty cycle(s). The final
boundary condition for the second optimization is
obtained by evaluating the trajectory computed in
Step 1 at the time ToF2 (the Waypoint in Fig. 2).
Note that the optimization for Step 2 always con-
siders a fixed final time scenario.

Due to the fact that Step 2 imposes a coast period when
Step 1 does not, the thrust level for the two steps cannot
be the same. In fact, given n, m, and a safety factor
ξ < 1, we impose

T Step1
max = ξ

n

n + m
Tmax, (6)

i.e., we decrease the maximum available thrust in Step
1. This technique also serves as a safety margin for un-
expected non-nominal behaviour during the cruise, such
as the loss of the spacecraft for some period of time [21].
In fact, it is likely that a safety margin would be required
regardless of the presence of Step 2. An alternative to
this approach would be to directly impose the opera-
tional constraints and consider an high-fidelity model in
Step 1 but for only the first K duty cycles, and using an
adaptive discretization mesh. Different adaptive meshes
have been developed in literature for different purposes,
e.g., to better capture the bang-bang structure of the
thrust profile [22, 23]. Although incorporating Step 2
in Step 1 is a valuable alternative, a one-step approach
would be less safe from a convergence point of view. In
fact, if Step 2 of our approach does not converge, Step 1
can still be used as a reference for the next duty cycle.

3.3 Third Step: Thrust Regularization

Once the first two steps have been executed, the thrust
commands should be regularized before being fed to the
onboard computer. In fact, convex optimization is a
direct method. This means that the problem in Eq. (5)
is first convexified and then discretized and solved. The
output of the convex-based guidance algorithm may be
unsuitable to be directly fed to the onboard computer
because of three reasons [24]:

1. the switch on and off times may not be precisely
captured, and therefore the engine may be switched
on or off too soon or too late. This could result in a
more or less significant deviation of the spacecraft
state to the desired one, in turn causing an higher
propellant consumption.

2. The profile may not be exactly bang-bang. Direct
collocation methods usually do not impose a bang-
bang structure of the thrust profile, and therefore
some points that are neither 0 nor Tmax can be
present.

3. Physical constraints on the thrust variables may be
violated outside of the collocation points. In turn,
this may lead to thruster execution errors.

To overcome the aforementioned issues, we have devel-
oped a strategy to regularize the output of the convex
optimization layer such that the switch on and off times
are exactly defined and the thrust angles are expressed as
arbitrary-order polynomials inside each thrust arc [24].

4 Simulations

We test our approach using the database of scenarios
presented in Ref. [25]. A batch of 10 scenarios is con-
sidered. Table 1 presents data about the scenarios, and
Fig. 3 shows the nominal associated trajectories com-
puted with the algorithm. Both the table and the figure
show that the trajectories consist of multi-revolutions
transfers with long times of flight and challenging initial
and final boundary conditions. Note that the fourth
scenario converged with variable time of flight. We
perform two analyses. First, the algorithm is run on
a Raspberry Pi in hardware-in-the-loop simulations to
show how ETHILE and the guidance algorithm inter-
face; moreover, closed-loop simulations are run to show
the effectiveness of the three steps guidance scheme. In
all simulations, the parameters of the SCP algorithm are
taken from the literature [17] and the Embedded COnic
Solver (ECOS) is used [26]. All simulations are run con-
sidering Tmax = 2mN and Isp = 2000s.

4.1 Hardware-In-The-Loop Simulations
We run Steps 1 and 3 of the algorithm (i.e., we compute
the regularized thrust commands for the whole duration
of the interplanetary cruise) on a Raspberry Pi Model 4
Model B with 4GB RAM with a Broadcom 2711, 64-bit
quad-core Cortex-A72 processor and execute the guid-
ance solution with ETHILE. This analysis serves to show
the way the algorithm is run and its solution executed
within the EXTREMA project. The algorithm has been
written in MATLAB®, and the MATLAB® Coder is
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Step 1

Step 2

TargetSun

Earth

WaypointS/C

Fig. 2: Representation of the logic of Steps 1 and 2.

Tab. 1: Data of the considered scenarios [25].

# Scenario ID m0 [kg] ∥r0∥[AU] ∥v0∥ [VU] ∥rf ∥ [AU] ∥vf ∥ [VU] ToF [days]

1 esh ic 2023-08-29 14-51-40 18.87 1.30 0.83 2.45 0.61 1850
2 esh ic 2023-08-29 15-38-04 21.05 1.36 0.80 1.62 0.80 1840
3 esh ic 2023-08-29 15-59-49 23.62 1.16 0.90 2.10 0.68 1990
4 esh ic 2023-08-29 16-18-38 16.75 1.25 0.86 1.94 0.73 1400
5 esh ic 2023-08-29 16-55-03 19.74 1.13 0.92 1.70 0.79 1640
6 esh ic 2023-08-29 17-36-57 23.72 1.41 0.78 2.01 0.70 1900
7 esh ic 2023-08-29 18-36-59 13.10 1.05 1.01 2.38 0.60 1090
8 esh ic 2023-08-29 19-17-19 15.69 1.10 0.96 2.24 0.70 1710
9 esh ic 2023-08-29 19-57-43 24.98 1.04 1.00 2.26 0.72 2070
10 esh ic 2023-08-29 20-57-42 15.46 1.07 0.96 1.82 0.71 1630

used to generate executable C code. Step 3 is performed
with the MATLAB ® function fmincon with the ode45
integrator. Although a relatively high number of nodes
N = 250 is used, the computational time of the whole
procedure (Steps 1 and 3) takes less than 2 minutes for
each generated trajectory. Figure 4 shows four of the
thrust profiles that have been calculated with the algo-
rithm on the Raspberry Pi and consequently executed
by ETHILE. The noise of the thrust is under the 10% of
the nominal level. Usually, standard low-thrust engines
have execution errors in the order of 2-3% [27]. However,
propulsion systems for CubeSats like M-ARGO [3] are
still under development and may have higher execution
errors. Therefore, the entity of the noise ETHILE has is
compatible with such engines.

4.2 Closed-Loop Simulations

The whole three steps guidance process is instead tested
in closed-loop simulations performed in MATLAB ® ver-
sion R2022b on an Intel Core i7-10700@2.90 GHz desk-
top computer with 16 GB of RAM. We select Scenar-
ios #2 and #7 of the scenarios from Ref. [25] used

for the hardware-in-the-loop simulations and run closed-
loop simulations for each of them. After every trajectory
re-computation, the state of the spacecraft after K = 1
duty cycles is randomly perturbed to simulate the de-
viation from the nominal trajectory, and the guidance
algorithm is run again. The process stops if either the
algorithm is not able to converge to a solution or when
the residual time of flight to reach the target is less than
the duration of a duty cycle. At each trajectory recom-
putation, the solution obtained at the previous duty cy-
cle is used as initial guess of the new SCP optimization.
Table 2 summarizes the main parameters that have been
used to run the closed-loop simulations. The state at the
beginning of each duty cycle is perturbed with decreas-
ing values from the beginning of the transfer to the end.
This is to simulate the increase of performance of the
autonomous navigation algorithm [28].

Figures 5 and 6 show the envelop of the trajectories
computed at each duty cycle, together with the points in
space where the re-computation happened (red circles),
for the considered scenarios. Due to the large pertur-
bations, the trajectories differ significantly from one an-
other. The fixed final time algorithm always converged
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Fig. 3: Nominal trajectories associated with the 10 selected scenarios.

Tab. 2: Duty cycles parameters.

Parameter Value

Duty cycle parameter n 8
Duty cycle parameter m 1
Safety factor ξ 0.95

for Scenario #2, and therefore the final boundary con-
ditions and the time of flight did not change throughout
the interplanetary cruise. For Scenario #7, on the other

hand, the fixed final time algorithm failed to converge in
some cases due to the large perturbations and therefore
the final boundary conditions were changed. The free
final time algorithm assumes that the final target moves
in a two-body motion around the Sun. Figures 7 and 8
present the closed-loop thrust profile (black solid line)
computed using Steps 1 to 3 of the algorithm, where the
duty cycle constraints are imposed in Step 2. Moreover,
the figures show the nominal thrust profile (red solid
line) obtained using Steps 1 and 2. Due to the large
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Fig. 4: Four of the thrust profiles executed by ETHILE.

perturbations, the two profiles are considerably differ-
ent. However, the closed-loop guidance approach allows
to re-optimize the trajectory after every duty cycle, and
therefore the fuel mass consumption of the closed-loop
profile is not significantly different from the one asso-
ciated with the nominal thrust profile. For Scenario
#7, note that because the variable time of flight algo-
rithm was used, the nominal profile terminates before
the closed-loop one.
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Fig. 5: Envelop of closed-loop trajectories associated
with Scenario #2.
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Fig. 6: Envelop of closed-loop trajectories associated
with Scenario #7.

5 Conclusions

In this work, the architecture of the autonomous guid-
ance algorithm that is being used within the EXTREMA
project at Politecnico di Milano has been described. The
algorithm is based on convex optimization and it exploits
a regularization process to make the thrust commands.
The algorithm has shown to be effective when run on
a Raspberry Pi and its computed commands were cor-
rectly executed by the in-house built facility ETHILE.
Moreover, duty cycle constraints were introduced thanks
to a three-steps process to avoid a degradation of the al-
gorithm performance in terms of reliability and compu-
tational burden. Further work will consist of enhancing
the second step with high-fidelity dynamics and other
relevant operational constraints.
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Fig. 7: Nominal and closed-loop thrust profile associated with Scenario #2.
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Fig. 8: Nominal and closed-loop thrust profile associated with Scenario #7.
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