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Abstract 

The Laser Powder Bed Fusion (LPBF) is a metal Additive Manufacturing (AM) technology, which uses high power laser beam 
and powder material to fabricate intricate geometries. Although LPBF theoretically offers high dimensional flexibility, the 
fabrication of thin (200-500μm) and ultra-thin (<200μm) features is still challenging due to geometrical fidelity and 
dimensional accuracy issues. This study addressed these challenges by assessing the fabrication capability of an LPBF systems 
while working with different dimension ranges in 2D. The study employed laser marking tests on the industrial LPBF system 
with open architecture to decompose errors related to scanning performance and process parameters during contour-hatch 
scanning via different laser emission modes. Additionally, the study provided linear parameters that connect the temporal and 
spatial domains, enabling scaling of the scanning vectors and optimization of spatial energy distribution during scanning with 
pulsed wave laser emission mode. The results showed that in the case of tuning the process parameters under system feasibility 
constrains, it is possible to achieve sufficient geometrical accuracy for scan trajectories. In this context, the study evaluated the 
inherent potential of LPBF systems in the fabrication of thin and ultra-thin features and provided a practical solution for 
achieving satisfactory geometrical accuracy. 
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1. Introduction 
Laser powder bed fusion (LPBF) is an advanced metal 
additive manufacturing technology that enables high 
shape and dimensional flexibility compared to 
traditional methods. It is possible to describe the 
process as a free-form manufacturing technique, 
making it ideal for applications requiring complex 
geometries and high performance. However, the 
fabrication of parts with ultra-fine geometrical features, 
such as wall thickness or strut size below 200 µm, 
remains a challenge for the technology [1]. This is 
because the geometrical fidelity of these features 
decreases when their dimensions become comparable 
to the laser beam diameter and the powder grain size, 
which are typically around 50-100 µm. As a result, the 
mismatch between the digital model and the final 
geometry is a significant obstacle to overcome. Studies 
on ultra-fine features in LPBF technology have typically 
focused on addressing the solution through process 
parameters and scanning strategies. The vast majority 
of the studies have emphasized the importance of using 
optimal process parameters and the correct scanning 
strategy to minimize the dimensional mismatch 
between the actual and final model [1]–[4]. 
Nevertheless, the technological limitations of LPBF 
machines with regard to temporal-spatial 
synchronization and laser beam control have been 
generally overlooked. Although some studies have 
investigated application feasibility in the parameter, 

geometry, and technology domains separately, these 
limitations, collectively known as scanning 
performance, have not been studied extensively [5]–
[12]. On the other hand, despite there are mono-
dimensional benchmark studies for LPBF system 
performance and feasibility, comprehensive results 
regarding scanning performance and related trajectory 
issues are still  missing [13]–[15]. Moreover, well-
defined process parameters and design rules for 
specific structures in the ultra-fine segment have been 
also presented in literature [16], [17]. However, the 
repeatability and validation of these studies are still 
contentious due to the variability in the technological 
capacity of LPBF machines.  

Nevertheless, industrial-grade LPBF systems are 
developed primarily for producing larger dimensions 
and often do not operate at their full potential when it 
comes to producing fine features. These systems have 
scanner heads and fiber laser sources that are capable 
of greater spatial and temporal control on emission 
profiles, which are required for producing ultra-fine 
dimensions. However, due to rigid machine 
architectures, end-users hardly access parameters 
related to the scanner dynamics and laser temporal 
emission profile independently. This situation has 
limited the exploration of these systems’ features. To 
develop the process towards ultra-fine features 
requires high parameter flexibility (such as custom 
laser delays). Moreover, some parameters related to the 
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scanner dynamics should be provided by the producers 
for optimizing different laser emission modes. 
Therefore, this study highlights the significance of 
detecting parameter-and-scanning-induced errors at 
the initial stage and decomposing them to accurately 
identify the processing capability and system precision 
at a 2D scan layer level before progressing towards 
complex 3D geometries with optimizing scanner and 
laser related parameters. 

2. Modelling of the Emission Modes 
Control of the laser source during different emission 
modes, as well as the difficulties involved, can 
theoretically be explained with mathematical concepts. 
Primarily, it is possible to indicate two main laser 
emission modes (laser modalities) used by LPBF 
machines during the conventional scanning (vectorial 
hatching strategy with moving laser beam). Specifically, 
the Continuous Wave (CW) emission provides a 
constant release of energy under constant scanning 
speed, while Pulsed Wave (PW) emission mode releases 
energy intermittently through fast power modulation 
(see Fig 1 A-C). In PW emission mode, pulse frequency 
(fp) is defined by laser-on (ton) and laser-off (toff) times 
as follows, and it is a fundamental property of the laser 
power variations (see Fig 1A-B). 

𝑓𝑝  =  
1

𝑡𝑜𝑛 + 𝑡𝑜𝑓𝑓 
     (1) 

Duty cycle (δ) is  the main relation for controlling pulse 
width in the time domain, and transition between PW  
and CW emission modes (Fig 1). It is possible to 
calculate it via the following equation. 

𝛿 =  
𝑡𝑜𝑛 

𝑡𝑜𝑛 + 𝑡𝑜𝑓𝑓 
=  𝑡𝑜𝑛 . 𝑓𝑝 (2) 

The laser emission mode is getting closer to CW with 
decreasing laser-off time (toff). When the toff becomes 
equal to zero, the duty cycle reaches to 1 (100%), and 
the laser emission mode transforms to the continuous 
mode (Fig 1C).  

Although the square pulse shapes are using 
conceptually to explain the temporal behavior of the 
laser beam, the actual temporal behavior is different 
from the theoretical one. Hence, controlling spatial 
energy distribution becomes much more difficult 
during the scanning. As it can be seen from Fig 2A, in the 
case of actual temporal behavior, there is an initial ramp 
after the laser source is turned-on, power peak that is 
possible to described with fiber relaxation phenomena, 
regime condition which is the desired condition, and 
final ramp before going toward zero [18]. Therefore, 
while the theoretical pulse energy (Eth) can be 
calculated via using laser peak power  in the case of 
perfect pulses (Fig 1A-B)(3)(4), 

𝑃𝑝𝑘 = 𝑚𝑎𝑥
0< 𝑡 < 𝑡𝑜𝑛 

𝑃 (𝑡) (3) 

 

 

 

𝐸𝑡ℎ  =   𝑃𝑝𝑘 . 𝑡𝑜𝑛 (4) 

the actual pulse energy (E) should be calculated by 
using an averaged or time-variate pulse power. 
Considering the non-linear relation of the time and the 
pulse power (Fig. 2A), the manufacturers are measuring 
this relation experimentally during the total duration of 
a pulse and giving the average pulse power (Pavg) 

according to the pulse frequency (fp) (5) [19],[20].  

𝐸  =   𝑃𝑎𝑣𝑔 . (𝑡𝑜𝑛 + 𝑡𝑜𝑓𝑓) (5) 

Based on the given formula (5),  for lower time 
modulations during the scanning of ultra-thin regions 
on the powder bed, temporal-spatial synchronization 
with uniform spatial energy distribution becomes much 
more difficult. However, considering the thermal nature 
of the process, it is essential to provide uniform energy 
distribution to prevent failures and achieve better 
mechanical properties. Considering the asymmetric 
behavior of power over the pulse duration that can be 
associated with optoelectronic systems and laser 
control architectures, and the lower modulation times, 
using experimental methods for temporal-spatial 
calibration is a more effective approach to improving 

Fig 1. Theoretical temporal pulse shapes: Perfect temporal 
profiles. A) PW-low duty cycle with total pulse time (ttot). B) 
PW-high duty cycle with laser-on (ton) and laser-off (toff) 
times. C) CW- with δ = 100%. 

Fig 2. A) Real temporal shape of the laser beam. B) Temporal 
shape after time compensation: Laser custom delays, ton-delay & 
toff-delay. 
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scanning performance. Therefore, in the study, practical 
assessment of the laser source behavior was carried out 
experimentally and energy release manipulated by the 
custom laser delays for the better energy distribution 
on the powder bed. 

Accordingly, two of most important custom laser 
delays, ton-delay & toff-delay were used for temporal 
optimization (Fig 2B). In addition of these two delays, 
other custom delays provided by the utilized LPBF 
system, such as jump delay, mark delay etc., were used 
to improve temporal-spatial coherence and enhance 
precision during the scanning, but these custom 
parameters were kept out of this study. 

In LPBF machines, the laser sources use a mechanism 
called laser on-the-fly, which means that the laser 
source emits energy continuously according to the 
defined modality during the scanning process, 
regardless of spatial coordinates and scanning speed 
[21]. While CW laser modality requires less effort in 
terms of synchronization due to the continuous 
emission during the scanning, calibration should be 
performed considering intersection of the temporal and 
spatial domain for the PW laser modality due to the 
sustained modulation of the laser power. Therefore, the 
scanning speed and pulse duration were associated 
with a mathematical description, which provides 
intersection of temporal and spatial domains together. 
Considering the operation and control mechanism of 
the laser module, two mathematical relations were used 
to calibrate temporal-spatial behavior of the source. 
One of the employed parameters; laser-on distance 
(LOD) (Fig 3) is a sub-scanning vector, where the laser 
is operating, on a hatch vector along the scanning area 
(6). 

𝐿𝑂𝐷 =   v .  𝑡𝑜𝑛 (6) 

On the contrary,  laser-off distance (LFD) (Fig 3) is the 
sub-vector on a hatch vector where the laser source is 
not operating (7). 

𝐿𝐹𝐷 =  v .  𝑡𝑜𝑓𝑓 (7) 

In the both equations (6) and(7) , v represents the 
scanning speed (mm/s). 

The provided equations were used to optimize the 
scanning performance and control spatial energy 
distribution on the powder bed in PW emission mode. 
Nonetheless, it should be considered that the laser-on 
and laser-off durations can be controlled through pulse 
frequency (1) or duty cycle (2) and scanning speed (v) 
on the employed LPBF system. Using the two main 
parameters (i.e., scanning speed and duty cycle) 
together in modelling and calibration of PW emission 
mode provides a benefit for scaling the physical effect 
of the pulses in spatial manner.  

Indeed, to achieve optimal temporal-spatial calibration 
and enhanced precision in conventional scanning 

methods, it is important to consider both the 
modulation frequency limit of a laser source and 
potential signal delays in electronic circuits. However, it 
is difficult to fulfill all these requirements due to the 
physical limits of the technology and number of 
parameters to achieve perfect synchronization. 

3. Material and Methods 
 

3.1. Material and Equipment 

An industrial grade LPBF system with open architecture 
was used for the purpose of the study (LLA 150, 3DNT, 
Solbiate Olona, Italy). The laser emission could be 
controlled at a vector level allowing to operate the laser 
in continuous wave (CW), pulsed wave (PW) or single 
point exposure (SPE) flexibly with dedicated control 
software (Direct Machining Control, Vilnius, Lithuania). 
The machine operated with a single mode fiber laser 
(AFX1000, nLIGHT, Vancouver, WA, USA) coupled to a 
scanner head (MS-III, Raylase, Wessling, Germany). 
Moreover, the Al-5457 (designated as A95457 in UNS) 
was used as substrate during the marking tests. The 
substrates were polished and cleaned with alcohol to 
remove dirt and oxide layer from the surface before 
each marking test. Sample characterizations were made 
via optical microscope (EchoLAB® UM 300I BD), and the 
characterization results presented in the 
supplementary materials (A-D). 

3.2. Study of Scanning feasibility and 
Optimization 

The fixed and variable parameters for the experimental 
study are shown in Table 1 and  Table 2.  

 

Fig 3. LOD and LFD demonstration over the scanning vectors 
for different scanning speeds and pulse durations. 

Table 1. Fixed parameters for all the tests. 

Spot 

size 

(µm) 

Hatch 

distance 

(µm) 

Shielding 

gas 

Shielding 

gas (bar) 

Laser-off 

time (µs) 

47 30 Argon 0,5 50 (PW) 
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Microscope observations are tabulated and given in 
supplementary materials(A-D). Regarding the negative 
sign in the laser-on delay in Table 2, it indicates that the 
laser switch-on command is issued prior to the 
movement of the laser beam. A positive value for the 
laser-off delay parameter indicates that the laser is 
switched off after the scanning action finishes.  

For the characterization of the samples, total error (Etot) 
wasemployed as sum of scanning (Escan) and process 
(Eprocess) induced errors as following 

The scan induced error (Escan) was a result of an 
incorrect laser beam trajectory caused by the scanner's 
performance while the process induced error was 
associated with the selected process parameters 
(Eprocess) and thermal nature of the process (Fig 4).   
Furthermore, the numerical error (En), which includes 
both contributions (i.e., scan-and-process-induced 
errors), was calculated as the difference between the 
nominal radius (Rnom) and the measured radius (Rmeas). 

Moreover, to compare different nominal radii, it was 
employed a percentage-based approach using the 
absolute error (Eabs (%)) equation presented below. 

Considering the scanning area, perimeter (contour 
part), and scanning speed, laser-material interaction 
time (tint) was described in the following equation. 

In the equation,  dh represents the hatch distance 
(distance between two scanning vector).  

Nevertheless, during the characterization, sample 
measurements were taken from the outermost parts of 
the contours (Fig 5B) for considering error separation 
strategy. However, the study did not take into account 
beam compensation, which is a strategy used to 
compensate for laser beam divergence and achieve a 
desired spot size or beam profile at the target location 
(Fig 5A) [22]. Test sequences in Table 2, were arranged 
considering the specific requirements of the laser 
emission modes.   Considering  the interaction between 
the laser and scan-related parameters that could affect 
the outcome of the experiments, the tests separately 
assessed technological feasibility, optimum laser 
parameters for scanning performance, and the 
parameter interactions. At the final stage, the validation 
test  was carried out to show effectiveness of the 
LOD/LFD parameters for process design.  

Etot = Escan + Eprocess (8) 

E𝑛 = Rnom  −  Rmeas (9) 

Eabs(%) =
|Rnom  − Rmeas|

Rnom
 . 100 (10) 

tint =

πRnom
2

dh
+  2πRnom

v
 

(11) 

Table 2. Variable parameters for scanning performance analysis and optimization. 

Test Nominal 

radii, Rnom 

(µm) 

Replicate Duty cycle 

(%) 

Laser power 

(W) 

Scanning 

speed 

(mm/sec) 

Laser-on 

delay 

(µs) 

Laser-off 

delay (µs) 

Explanation 

1) CW: 

P-S 
90; 180 2 100 

[75:200] with 

25W 

increment 

[200-900] 

with 100 

increment -

additional: 

1200;1400;

1600 

- 90 +95 

Observation of scanning 

capability under different 

parameter conditions 

2) CW: 

S-Rnom 

90; 100; 

200; 300; 

400; 500 1 100 200 

[25:1500] 

with 25 

mm/s 

increment 

- 90 +95 

Feasibility study; CW 

scanning performance 

investigation for various 

scanning speeds and nominal 

radii under fixed laser power 

condition 

3) PW: 

P-S-DC 
90; 180 2 

[30 :80] 

with 10% 

increment 

100;150; 200 
200; 400; 

800; 1600 
- 90 +95 

Physical observation of LOD 

that can be adjusted through 

duty cycle and scanning 

speed 

4) Custom 

delays 

Square 

shape 
1 100 100; 150; 200 140; 500 

0; -20; 

-80; -120 

+20; +40; 

+60; +80 

Optimization of the temporal 

behavior of the laser via 

custom delays and process 

parameters 

5) PW: 

LOD-Vdn 
90 1 

20; 30; 40; 

50 

100;150;200;

250 

75; 125; 

175 
-120 +80 

Feasibility study; PW 

scanning performance 

investigation through LOD 
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4. Results and Discussion 
The preliminary test, Test 1 in Table 2, was addressed 
to check scanner behavior under different processing 
conditions. The actual and nominal radii along with the 
processing conditions are shown in Fig 6. The scatter 
plot indicates that the values lower than nominal radii 
is possibly associated with the scanning error due to the 
thermal nature of the process. This means that higher 
actual radii should be expected in cases where the level 
of parameter-induced errors is high due to higher 
energy deposition. Additionally, the scanning error is 
more evident for the nominal radius of 180 µm at higher 
scanning speeds (v), while it is less noticeable for the 
nominal radius of 90 µm. This is because the small 
scanning area of 90 µm is not sufficient to reflect the 
error numerically even though the damages are clearly 
seen on the optical microscope observations (Fig 4).  

To assess technological feasibility, the second test was 
conducted under a fixed laser power condition for 
various scanning speeds and nominal radii. As shown in 
Fig 7, the error data for the ultra-thin (<200µm) and 
near ultra-thin (300µm) segments follows a 'V' shape 
distribution, whereas a more flattened error 
distribution is observed for larger nominal radii. This 
type of data distribution is indicative of scan-induced 
and parameter-induced errors, which can be attributed 
to the critical interaction time. For the interaction times 
that are lower than the critical one, the error is highly 
correlated to the galvo scanner performance. On the 
other hand, the error trend becomes more stable and 
numerically lower for interaction times higher than the 
critical one.  Furthermore, as shown in Fig 8, for radii 
greater than 300 µm, the error trend decreases with 
increasing scanning speed under fixed laser power 
condition, resulting in a more flattened trend due to the 
decreasing linear energy density.  

Indeed, the relationship between scanning speed and 
error trends can vary depending on specific 
circumstances and factors. In the case of the tests 
performed under fixed power conditions, an increase in 
scanning speed leads to lower thermal energy 
deposition. Consequently, a reduction in process-
induced errors is expected due to the reduced thermal 
energy.  Therefore, in the case of absence or reduction 
of the scan-induced error, the total error described in 
equations (8) and (9), should decrease with an increase 
in scanning speed.  

On the contrary, for ultra-thin and near ultra-thin  
dimensions, the error trend started to increase after 
1000 mm/s with increasing scanning speed (Fig 8). In 
this context, the unexpected data behavior in Fig 8 was 
attributed to scanning-induced errors caused by 
reduced scanning precision due to the high scanning 
speeds. Considering the error trend and scanning  
speeds, region II (600-1000 mm/s) appears to be the 
most feasible for the fabrication, from a technological 
standpoint. This region may provide the balance 
between scanning speed and precision, leading to a 
lower error trend and higher accuracy in the final 
product in the case of optimum laser power conditions. 

Fig 4. CW laser emission mode: Scan and parameter induced 
errors for different nominal radii. 

200 µm 

Fig 5. A) Nominal and actual diameter representative 
illustration (contribution of the laser beam to final strut 
diameter). B) The measurement procedure (dashed line is 
laser beam path, continuous line is measured path). 

Fig 6. Scatter plot - Test 1: 90 and 180 µm nominal radii vs. 
actual radii under different processing conditions. 

Fig 7. Test 2: Critical interaction time for error separation: 
Scanning induced error region is inside the dashed red circles.  
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Based on the analysis of the characterized samples, a  
limit scanning speed was identified for each nominal 
radius beyond which the hatching vectors begin to pass 
over the contour part of the geometry (Supplementary 
Material-B). Accordingly, scanning speeds over the limit 
for each nominal radius might be associated with the 
surface roughness issues on the final product in  actual 
fabrication process. 

Nevertheless, Fig 9A shows the physical effects of the 
duty cycle and scanning speed as a result of the Test 3 
(Table 2). The test was performed to address the 
LOD/LFD parameters before calibration process during 
PW laser modality. As highlighted in Fig 9A, when the 
duty cycle was high (greater than 50%), longer scan 
tracks were observed as a result of the laser on-the-fly 
mechanism and higher laser-on time. Additionally, 
thermal damages on the scanning area clearly showed 
the effects of unoptimized custom laser delays and high 
LOD with improper laser power during the pulse 
sequences of the PW modality. Correspondingly, the 
preliminary feasibility region for LOD/LFD and the 
effect of laser parameters were physically shown as a 
result of this test. Considering the interaction of the 
laser parameters on scanning performance, an 
optimization test was carried out for the laser custom 
delays before the last test (Test 5). 

Additionally, Fig 9B illustrates the laser custom delay 
optimization process through three representative 
images (Test 4). The test highlight the potential damage 
on the contour-hatch junction points that may result 
from improper setting of laser custom delays. Such 
damages occur because the laser turn-on-and-off 
commands are sent at the beginning and end of each 
hatch vector, and improper delays can lead to a lack of 
fusion or thermal damage at hatch-contour junction 
points. Therefore, it is essential to optimize these delays 
by considering the interaction between the process 
parameters. With the feasible delays, observed 
damages on the junction points as well as at the end of 
the pulses in PW laser modality might be compensated 

for, resulting in a more accurate geometrical shape and 
more precise scanning overall. Therefore, for the next 
test, the laser-on delay and laser-off delay were selected 
as -120 µs and +80 µs, respectively.  

For validation of the findings in Test 3 and Test 4, the 
Test 5 was performed. Based on the limitations in the 
scanning process for PW laser modality (Test 3), lower 
scanning speeds and duty cycles were found to result in 
better temporal-spatial control and energy distribution 
over the scanning area. Therefore, it was focus on the 
experimental area where the duty cycle was below 50% 
with low scanning speeds, in order to achieve a lower 
LOD. The results validated the findings in previous 
tests. The use of LOD for the optimization, along with 
proper laser custom delays and optimum power 
conditions, resulted in better scanning performance 
(Supplementary Material-D). 

5. Conclusions 
Scanning performance of the LPBF system and possible 
optimization with calibration were evaluated in terms 
of fine and ultra-fine features. The errors caused by the 
process parameters and scanner performance were 
practically shown. Additionally, technological 
feasibility  of the employed LPBF system was defined, 
and an investigation methodology for the industrial 
machines was provided. In this perspective, laser 
marking tests aided to define the feasibility ranges for 
the different feature sizes (90-500 μm radii) were 
employed.  The link between the scanning speed and 
the minimum vector length for a stable laser emission 
profile was established for PW laser modality.  The 
study found that scanning trajectories based on 
conventional hatching methods can achieve with 
sufficient geometrical accuracy if the correct scanning 
parameters are selected within the technological 
feasibility window. In this context, it was emphasized 
that the technology involves a trade-off between 
dimension flexibility and system capability. Thus, the 
theoretical manufacturing capacity (i.e., free-form 
manufacturing) is primarily constrained by the 
system's technological feasibility, rather than process 
parameters or scanning strategies. 

Fig 8. Scatter plot – Test 2: Absolute error (%) vs. 
scanning speed time for different nominal radii. 

Fig 9. PW laser emission: Scanning performance investigation 
study: A) Test 3-Investigation on LOD and LFD (green 
rectangle-optimal region), B) Test 4-Laser custom delays. 
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Furthermore, it should be noted that the effectiveness 
of numerical error indicators (8) and (9) are highly 
dependent on the geometry and dimensional range 
being characterized. As a result, these indicators may be 
inadequate for defining the actual errors caused by 
scanner systems, particularly in the ultra-fine 
dimensional range. Although scanning errors are 
clearly visible in optical microscopy images, numerical 
errors may not always provide accurate results. 
Therefore, using time-based formulation may be more 
suitable for detection. In this sense, the study provided 
a time-based formula that shows the critical interaction 
time for the separation of scanning-induced and 
parameter-induced errors. According to the provided 
formula, it is possible to limit the scanning speed, 
considering the scanning area and perimeter (contour) 
as independent from the geometry, in order to reduce 
geometrical fidelity problems. 
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