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#### Abstract

A constructive characterization of the support function for a rationally parameterized curve of constant width is given. In addition, a Hermite interpolation problem for such kind of curves is solved, which yields a method to determine a rational curve of constant width that passes through a set of free points with the corresponding tangent directions. Finally, the case of piecewise rational support functions is considered, which increases the design freedom. The procedure is presented in the general case of hedgehogs of constant width taking the advantage of projective hedgehogs, so that some constraints must be taken to ensure convexity of the desired curve.
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## 1. Introduction

The width of a planar closed strictly convex curve $\boldsymbol{\alpha}$ in a direction $\mathbf{v}$ is defined as the distance between pairs of parallel supporting lines to $\boldsymbol{\alpha}$ (i.e., lines that envelope the curve $\boldsymbol{\alpha}$ smoothly) which are orthogonal to $\mathbf{v}$ (see Figure 1). The curve $\boldsymbol{\alpha}$ is said to be of constant width if the width is the same for all directions.


Figure 1: The width of a curve $\boldsymbol{\alpha}$ measured by the distance $m_{\mathbf{v}}$ between two parallel supporting lines.

[^0]The most famous non-circular curves of constant width are given by the family of Reuleaux polygons. In particular, a Reuleaux triangle is defined as the boundary of the intersection of three circles whose centers are the vertices of an equilateral triangle and whose radii are equal to the side of the triangle.

There have been interesting applications of curves of constant width throughout history and nowadays (see Chapter 18 of 15 and its references therein). For example, what prevents manhole covers from falling through the hole is the property of having a constant width, so in addition to a disk shape, any shape of constant width is allowed for this purpose. Some other popular applications of curves of constant width are their use as profiles of cams, that convert rotary motion into linear motion, or their use in coinage.

Curves of constant width can be generalized to certain non-convex curves called hedgehogs of constant width [11, 21. These curves have two tangent lines in each direction, maintaining the same separation between any of these two lines. As a limiting case, when the width is zero, we have projective hedgehogs [13], which are curves with one tangent line in each direction.

The usual way of working with curves of constant width is thanks to a special parameterization which uses the notion of a support function [15] or a similar approach [10]. The support function is one of the most central basic concepts in convex geometry and it is widely used in other areas such as stereology [3, 4] or geometric tomography [8].

In the field of constant width curves, their parameterization by a support function is usually posed by trigonometric functions. In fact, motivated by Rabinowitz in [19], the algebraic equations of some families of constant width curves defined by trigonometric support functions have been studied in several papers (see [13], [17], 20] and [2]).

Rational expressions are preferred in the field of computer-aided geometric design for exact curve representation. The aim of this paper is to work with rational constant width curves parameterized by rational functions. With this, curves of constant width can also be integrated into the scheme of rational Bézier curves. There are some previous works in this direction, such as [1] or [22]. Other related works are [14], [9] and 24].

First, in Section 2 an introduction to support functions and rationally supported curves is presented. In particular, hedgehogs of constant width (the natural generalization of convex curves of constant width) are defined and it is recalled that any hedgehog of constant width can be seen as an offset of a projective hedgehog (seen as a curve of constant width 0 ).

In Section 3 we focus on rationally parameterized curves of constant width. The constant width condition can be written in terms of the support function (Proposition 2). The first objective is to characterize the rational support functions for rational curves of constant width and for this task it is enough to characterize the rational support functions of projective hedgehogs. A denominator for the rational support function that can provide a rational projective hedgehog is said to be admissible (Definition 3). Theorem 1 characterizes all possible admissible denominators and provides a way to construct them by giving their roots. The same result, in fact, provides a method to construct rational support functions for curves of constant width (Algorithm 1) dependent on some free parameters.

The second goal of the paper is to translate the free parameters for the construction of constant width curves into parameters with geometric meaning. In particular, in Section 4 a geometric Hermite interpolation problem is solved (Theorem 2): given an admissible denominator and a value for the width, a unique rationally parameterized curve of constant width is determined by its passage through certain user-controlled points and tangents. The result is constructive and offers an explicit expression for such a parameterization (Algorithm 2). Thus, a dynamic and interactive design of these curves is possible by choosing a set of points with their corresponding tangents. Some examples are illustrated in Section 5 .

Finally, in Section 5.3 we show that it is possible to join, $G^{1}$-continuously, pieces of rational curves of different degrees in such a way that the resulting piecewise rational curve is of constant width. Thus, the use of piecewise curves increases the design freedom to construct curves of constant width and provides a way to avoid singularities in the constructed curves.

## 2. Support functions and constant width

Given a $2 \pi$-periodic $\mathcal{C}^{2}$-function $h: \mathbb{R} \rightarrow \mathbb{R}$, the envelope $C$ of a family of supporting lines

$$
X \cos \theta+Y \sin \theta=h(\theta)
$$

is said to be a hedgehog [12. The function $h$ is called a support function and represents the signed distance from the origin to the corresponding supporting line to $C$ that has normal vector $(\cos \theta, \sin \theta)$. See Figure 2 for a visualization. The explicit parametric expression of $C$ is

$$
\begin{equation*}
\boldsymbol{\alpha}(\theta)=h(\theta)(\cos \theta, \sin \theta)+h^{\prime}(\theta)(-\sin \theta, \cos \theta), \quad \theta \in[0,2 \pi[ \tag{1}
\end{equation*}
$$



Figure 2: A curve $\boldsymbol{\alpha}$ parameterized by a support function $h(\theta)$. The parameter $\theta$ represents an angle.
Any $\mathcal{C}^{2}$-convex curve of positive curvature is a hedgehog and thus the definition includes any strictly convex $\mathcal{C}^{2}$-curve of constant width. The curve $\boldsymbol{\alpha}$ is regular if $\left\|\boldsymbol{\alpha}^{\prime}(\theta)\right\|=\left|h(\theta)+h^{\prime \prime}(\theta)\right| \neq 0$, for all $\theta \in[0,2 \pi[$. In this case, the curvature function of $\boldsymbol{\alpha}$ is

$$
\kappa=\frac{1}{\left|h+h^{\prime \prime}\right|}
$$

Thus, $\boldsymbol{\alpha}$ is convex and regular if and only if $h+h^{\prime \prime}$ has no zero.
Note that, given $\theta \in[0,2 \pi[$, the supporting lines to $\boldsymbol{\alpha}(\theta)$ and $\boldsymbol{\alpha}(\theta+\pi)$ are parallel and that $h(\theta)+h(\theta+\pi)$ equals the width of $C$ in a direction $\mathbf{v}(\theta)=(\cos \theta, \sin \theta)$, see Figure 3 (left). This gives rise to the following definition of constant width.

Definition 1. A hedgehog parameterized by a support function $h$ as in (1) is said to be of constant width $m \geq 0$ if

$$
h(\theta)+h(\theta+\pi)=m
$$

for all $\theta \in[0, \pi[$. A hedgehog is said to be projective if it is of constant width 0 .
Some examples of hedgehogs of constant width are in Figure 3. The limiting case when the support function satisfies $h(\theta)=-h(\theta+\pi)$ corresponds to a projective hedgehog, which is double traced and of constant width 0 .

Remark 1. The importance of projective hedgehogs parameterized as in (1) is that one can use them to construct hedgehogs of constant width as their offset curves. If $h$ is a support function of a projective hedgehog and $m>0$ then

$$
H=h+\frac{m}{2}
$$

is a support function of a hedgehog of constant width $m$, which is its continuous offset at a distance $\frac{m}{2}$. And reciprocally, given any hedgehog of constant width, there is an associated projective hedgehog that can be computed as the locus of midpoints of the chords which measure the constant width 21.


Figure 3: Some hedgehogs of constant width. The curve on the left is a convex curve of constant width. The limiting case on the right corresponds to a projective hedgehog.


Figure 4: Geometric meaning of the parameters $t$ and $\theta$, related by a stereographic projection from $(-1,0)$ in the plane.

Our aim is to study constant width curves from the point of view of computer-aided geometric design. Since the curves in this field are mainly polynomial or rational, we will parameterize the curve using a support function but in a rational way. We will work in terms of the parameter $t$ of the usual rational parameterization of the circle (Figure 4).

There are some previous works, such as [9] and [24], that treated this kind of rational parameterizations, not only for planar curves but also for hypersurfaces in $\mathbb{R}^{n}$. In particular, the authors proved that any hedgehog hypersurface (envelope of a family of supporting hyperplanes [11]) parameterized by a rational support function can be rationally parameterized. A detailed description of the planar case can be found in [22], which leads to the following definition.

Definition 2. A curve $\beta$ is said to be rationally parameterized by a support function $f: \mathbb{R} \rightarrow \mathbb{R}$ if it can be written as

$$
\begin{equation*}
\boldsymbol{\beta}(t)=f(t)\left(\frac{1-t^{2}}{1+t^{2}}, \frac{2 t}{1+t^{2}}\right)+f^{\prime}(t)\left(-t, \frac{1-t^{2}}{2}\right), \quad t \in \mathbb{R} \tag{2}
\end{equation*}
$$

where $f$ is a rational function.
Proposition 1. Any hedgehog parameterized by a trigonometric support function $h$ as in (1) can be rationally parameterized by a support function $f$ as in (2), where the rational support function is $f(t)=$ $h(2 \arctan t)$.

Proof. Instead of expressing all possible normal directions through the usual parameterization of a circle, i.e. $(\cos \theta, \sin \theta)$, we will consider its rational parameterization, obtained from the stereographic projection
from $(-1,0)$,

$$
\left(\frac{1-t^{2}}{1+t^{2}}, \frac{2 t}{1+t^{2}}\right), \quad t \in \mathbb{R}
$$

This reparameterization corresponds to the parameter change $\theta=r(t)=2 \arctan t$, that is,

$$
\begin{equation*}
t=\tan \frac{\theta}{2}=\frac{\sin \theta}{1+\cos \theta}, \tag{3}
\end{equation*}
$$

as it can be seen in Figure 4. Hence, if $\boldsymbol{\alpha}$ is a hedgehog parameterized by a support function $h$ as in (1), then its reparameterization through $r$ is

$$
\boldsymbol{\beta}(t)=\boldsymbol{\alpha}(r(t))=h(r(t))(\cos r(t), \sin r(t))+h^{\prime}(r(t))(-\sin r(t), \cos r(t))
$$

Since $h$ is trigonometric, $f(t)=h(r(t))=h(2 \arctan t)$ is a rational function by construction. Finally, using trigonometric identities and

$$
f^{\prime}(t)=h^{\prime}(r(t)) r^{\prime}(t)=h^{\prime}(r(t)) \frac{2}{1+t^{2}}
$$

we obtain (2).
In general, not every hedgehog parameterized by a support function can be rationally reparameterized, as we show in the following example.

Example 1. Consider a plateau-type function on $[0,2 \pi[$ given as

$$
h(t)= \begin{cases}g(t) g(\pi-t), & \text { if } t \leq \pi, \\ -g(t-\pi) g(2 \pi-t), & \text { if } t>\pi\end{cases}
$$

where $g(t)=\frac{u(t)}{u(t)+u(1-t)}$, with

$$
u(t)= \begin{cases}e^{-1 / t}, & \text { if } t>0 \\ 0 & \text { if } t \leq 0\end{cases}
$$

The graph of $h$ is in Figure 5 (left). Consider $h$ being extended to $\mathbb{R}$ by periodicity, so as to make it $2 \pi$-periodic.

By construction $h$ is $\mathcal{C}^{\infty}$ and, in addition, $h(t)+h(t+\pi)=0$, so that the hedgehog defined by the support function $h$ is projective, see Figure 5 (right).

However, this hedgehog (that is not trigonometric) cannot be rationally reparameterized by a rational support function. Any offset at a distance $m$ to this projective hedgehog can be parameterized by a support function $h+\frac{m}{2}$, and corresponds to a hedgehog of constant width $m$. These hedgehogs of constant width cannot be rationally reparameterized either. This shows that the class of rationally parameterized hedgehogs of constant width is smaller than the class of constant width hedgehogs.

Remark 2. As noticed in [22, a rationally parameterized curve by a support function $h$ as in (2) is convex and regular if and only if

$$
\begin{equation*}
4 h(t)+2 t\left(1+t^{2}\right) h^{\prime}(t)+\left(1+t^{2}\right)^{2} h^{\prime \prime}(t) \tag{4}
\end{equation*}
$$

has no zero.

## 3. Rationally supported curves of constant width

In this section, we will study the conditions that the support function of a rationally parameterized curve of constant width must satisfy. First, we characterize the property of having constant width (see also [22]).


Figure 5: A plateau-type support function on $[0,2 \pi[$ (left) and its corresponding hedgehog, which is projective (right).

Proposition 2. A rationally parameterized hedgehog by a support function $h$ is of constant width $m \geq 0$ if and only if

$$
\begin{equation*}
h(t)+h\left(-\frac{1}{t}\right)=m \tag{5}
\end{equation*}
$$

for all $t \in \mathbb{R}^{+}$, considering in addition that

$$
h(0)+\lim _{t \rightarrow+\infty} h(t)=m
$$

Proof. We must translate the condition $h(\theta)+h(\theta+\pi)=m$, for $\theta \in[0, \pi[$, from the angle parameter $\theta$ to the parameter $t$ of the rational parameterization. The relation between these two parameters is given by $t=\tan \frac{\theta}{2}$ (see Figure 4). Therefore, if $\theta \in\left[0, \pi\left[\right.\right.$, then $t \in\left[0,+\infty\left[=\mathbb{R}^{+}\right.\right.$and the parameter value $t_{0}$ corresponding to an angle $\theta+\pi$ is

$$
t_{0}=\tan \left(\frac{\theta}{2}+\frac{\pi}{2}\right)=-\frac{1}{\tan \left(\frac{\theta}{2}\right)}=-\frac{1}{t}
$$

94 Finally, note that the limit $\lim _{t \rightarrow 0} h\left(-\frac{1}{t}\right)$ exists because the corresponding trigonometric curve of constant

From Proposition 2 it follows that a rationally parameterized hedgehog is projective if and only if

$$
h(t)+h\left(-\frac{1}{t}\right)=0
$$

The authors of 9] showed elegantly that odd rational support functions correspond to those rational surfaces which can be equipped with a linear field of normal vectors (LN surfaces), and then that their offsets are rational constant width surfaces. The planar version can also be deduced from [22, where it is noted that any rationally parameterized curve is Pythagorean-hodograph, and thus, it has a rational offset. For this reason and by Remark 1, we can focus without loss of generality on discussing what a support function of a rational projective hedgehog must be. Let us suppose that

$$
h(t):=\frac{p(t)}{q(t)}
$$

where $p, q \in \mathbb{R}[t]$ are non-zero polynomials without any common root, that is, $\operatorname{gcd}(p, q)=1$. In such a case the support function

$$
H=h+\frac{m}{2}=\frac{p+\frac{m}{2} q}{q}
$$

satisfies $\operatorname{gcd}\left(p+\frac{m}{2} q, q\right)=\operatorname{gcd}(p, q)=1$ and it is the support function of a rational hedgehog of constant width $m$.

We want to study bounded constant width curves (and so the associated projective hedgehogs). Nevertheless, one can easily find unbounded curves satisfying the condition we gave in Proposition 2 if the denominator of the support function has real roots. For example, in Figure 6 we see the curve obtained from the support function $h(t)=\frac{1+t^{2}}{2+3 t-2 t^{2}}+\frac{m}{2}$ with $m=20$, that satisfies the constant width condition and has 2 real roots.


Figure 6: Unbounded rational curve satisfying the constant width condition.
In order to avoid unbounded curves, which are due to infinity limits, we will take the following assumptions on the rational function $h=\frac{p}{q}$ :

1. The denominator $q$ has only non-real complex roots. That is, $q(t) \neq 0$ for all $t \in \mathbb{R}$. As a consequence, $q$ must be of even degree.
2. The degree of the numerator $p$ is less than or equal to the degree of the denominator $q$.

What it is left is to impose the condition of being the support function of a rational projective hedgehog. If $n$ is the degree of the polynomial $q$, define two polynomials

$$
\widehat{p}(t):=t^{n} p\left(-\frac{1}{t}\right), \quad \widehat{q}(t):=t^{n} q\left(-\frac{1}{t}\right)
$$

Thus, we can rewrite the condition (5) for $m=0$ as

$$
\begin{equation*}
p(t) \widehat{q}(t)+\widehat{p}(t) q(t)=0 \tag{6}
\end{equation*}
$$

Note that the definition of polynomials $\widehat{p}$ and $\widehat{q}$ is similar to the definition of reciprocal polynomials (see [18], pp. 58-59). We will see later in the proof of Theorem 1 that our polynomials satisfy a similar property for their roots.

Our purpose is to find all pairs of polynomials $p$ and $q$ with the assumptions above and such that (6) is satisfied. The idea is that we will characterize all the possible denominators $q$ and provide a method to compute the numerators $p$ accordingly. If a denominator $q$ is allowed for our purposes we will call it admissible, as we define below.

Definition 3. We say that a polynomial $q \in \mathbb{R}[t]$ of (even) degree $n$ is admissible if it is monic, it has only non-real complex roots and there exists a polynomial $p \in \mathbb{R}[t]$ of degree less than or equal to $n$, with $\operatorname{gcd}(p, q)=1$, such that $\frac{p}{q}$ is a support function of a rationally parameterized projective hedgehog.

In the following theorem we characterize the admissible polynomials.
Theorem 1. Let $q \in \mathbb{R}[t]$ be a polynomial of (even) degree $n$ with only non-real complex roots. Then the following statements are equivalent:
(i) The polynomial $q$ is admissible.
(ii) The polynomial $q$ can be written as

$$
\begin{equation*}
q(t)=\left(1+t^{2}\right)^{r_{0}} \prod_{j=1}^{s}\left(t-z_{j}\right)^{r_{j}}\left(t-\bar{z}_{j}\right)^{r_{j}}\left(t+\frac{1}{z_{j}}\right)^{r_{j}}\left(t+\frac{1}{\bar{z}_{j}}\right)^{r_{j}} \tag{7}
\end{equation*}
$$

where $z_{j} \in \mathbb{C} \backslash(\mathbb{R} \cup\{\mathbf{i},-\mathbf{i}\}), r_{j}, s \in \mathbb{N}$ and the multiplicity $r_{0}$ is an odd number or zero.
Moreover, if (i) or (ii) holds, then $\widehat{q}=q$.
Proof. Let us show that (i) implies (iii). Since $q$ is admissible, there exists a polynomial $p$ of degree less than or equal to $n$, with $\operatorname{gcd}(p, q)=1$, such that $\frac{p}{q}$ is a support function of a rationally parameterized projective hedgehog, that is, it satisfies (6):

$$
p(t) \widehat{q}(t)+\widehat{p}(t) q(t)=0
$$

Now, if $z_{0} \in \mathbb{C} \backslash \mathbb{R}$ is a root of $q$, it follows that $p\left(z_{0}\right) \widehat{q}\left(z_{0}\right)=0$. Since $\operatorname{gcd}(p, q)=1$, we have $\widehat{q}\left(z_{0}\right)=0$, that is, $z_{0}$ is also a root of $\widehat{q}$. Moreover, if $z_{0}$ is a root of multiplicity $k \geq 2$ of $q$, so $q^{\prime}\left(z_{0}\right)=0$, then differentiating the previous expression we get

$$
\begin{equation*}
p^{\prime}(t) \widehat{q}(t)+p(t) \widehat{q}^{\prime}(t)+\widehat{p}^{\prime}(t) q(t)+\widehat{p}(t) q^{\prime}(t)=0 . \tag{8}
\end{equation*}
$$

If we evaluate this expression at $t=z_{0}$ we find that $p\left(z_{0}\right) \widehat{q}^{\prime}\left(z_{0}\right)=0$, so $\widehat{q}^{\prime}\left(z_{0}\right)=0$, that means $z_{0}$ is also a root of $\widehat{q}$ with multiplicity at least 2 . We can proceed recursively to show that $z_{0}$ is also a root of multiplicity $k$ of $\widehat{q}$. Therefore, we have that $q$ and $\widehat{q}$ are two polynomials with the same roots and same multiplicities. Notice that this happens if and only if $\widehat{q}=b q$, for some $b \in \mathbb{R} \backslash\{0\}$. We will see later that $b=1$, which is the second part of the statement.

Suppose now that $z_{j} \in \mathbb{C} \backslash(\mathbb{R} \cup\{\mathbf{i},-\mathbf{i}\})$ is a root of multiplicity $r_{j}$ of $q$. We have proved that $z_{j}$ is also a root of $\widehat{q}$ with multiplicity $r_{j}$, so

$$
\begin{equation*}
0=\widehat{q}\left(z_{j}\right)=z_{j}^{n} q\left(-\frac{1}{z_{j}}\right) \tag{9}
\end{equation*}
$$

and therefore $-\frac{1}{z_{j}}$ is a root of $q$ too (and of $\widehat{q}$ ) with multiplicity $r_{j}$. To sum up, $z_{j}, \bar{z}_{j},-\frac{1}{z_{j}}$ and $-\frac{1}{\bar{z}_{j}}$ are roots of $q$ with the same multiplicity. Note that the imaginary unit must be treated separately because if $\mathbf{i}$ is a root of $q$ then $-\frac{1}{\mathrm{i}}=\mathbf{i}$. Thus, the polynomial $q$ can be written as

$$
q(t)=\left(1+t^{2}\right)^{r_{0}} \prod_{j=1}^{s}\left(t-z_{j}\right)^{r_{j}}\left(t-\bar{z}_{j}\right)^{r_{j}}\left(t+\frac{1}{z_{j}}\right)^{r_{j}}\left(t+\frac{1}{\bar{z}_{j}}\right)^{r_{j}}
$$

where $r_{0} \in \mathbb{N}$. Now, observe that

$$
\begin{aligned}
\widehat{q}(t) & =t^{n} q\left(-\frac{1}{t}\right)=\left(1+t^{2}\right)^{r_{0}} \prod_{j=1}^{s}\left(-1-z_{j} t\right)^{r_{j}}\left(-1-\bar{z}_{j} t\right)^{r_{j}}\left(-1+t \frac{1}{z_{j}}\right)^{r_{j}}\left(-1+t \frac{1}{\bar{z}_{j}}\right)^{j} \\
& =\left(1+t^{2}\right)^{r_{0}} \prod_{j=1}^{s}\left(-\frac{1}{z_{j}}-t\right)^{r_{j}}\left(-\frac{1}{\bar{z}_{j}}-t\right)^{r_{j}}\left(-z_{j}+t\right)^{r_{j}}\left(-\bar{z}_{j}+t\right)^{r_{j}}=q(t)
\end{aligned}
$$

which proves the second part of the statement (i.e., $b=1$ ). Note that the degree of $q$ is $n=2 r_{0}+4 r$, with $r$ being the sum of other multiplicities.

Finally, we must prove that the multiplicity $r_{0}$, corresponding to the complex roots $\pm \mathbf{i}$, is either zero or odd. Suppose that $r_{0} \neq 0$. From (6), as $q=\widehat{q}$, we deduce that

$$
\begin{equation*}
p+\widehat{p}=0 \tag{10}
\end{equation*}
$$

Thus, if we evaluate at $t=\mathbf{i}$,

$$
0=p(\mathbf{i})+\widehat{p}(\mathbf{i})=p(\mathbf{i})+\mathbf{i}^{n} p\left(-\frac{1}{\mathbf{i}}\right)=p(\mathbf{i})\left(1+\mathbf{i}^{2 r_{0}+4 j}\right)=p(\mathbf{i})\left(1+(-1)^{r_{0}}\right)
$$

But $p(\mathbf{i}) \neq 0$, because $q(\mathbf{i})=0$ and $\operatorname{gcd}(p, q)=1$. Therefore, $r_{0}$ must be odd and we have proved (iii).
Now let us prove that (iii) implies (ii). If $q$ is of the form of (7), we have already seen that $q=\widehat{q}$. It is only left to prove that there exists a polynomial $p$ of degree less than or equal to $n$, with $\operatorname{gcd}(p, q)=1$, such that (6) or, equivalently, (10) is satisfied. By hypothesis, we know that $r_{0}$ is an odd number or zero. This means that $\pm \mathbf{i}$ are roots of $q$ if and only if $\frac{n}{2}$ is odd.

If $\frac{n}{2}$ is odd then we can write $n=2(2 k-1)$, for some $k \in \mathbb{N}$, and we can choose the polynomial

$$
p(t)=t^{2 k-2}\left(1-t^{2}\right)
$$

that has only real roots, so that $\operatorname{gcd}(p, q)=1$ and, in addition, satisfies 10 because

$$
\widehat{p}(t)=t^{n} p\left(-\frac{1}{t}\right)=t^{n} \frac{(-1)^{2 k-2}}{t^{2 k-2}}\left(1-\frac{1}{t^{2}}\right)=-t^{2 k-2}\left(1-t^{2}\right)=-p(t)
$$

If $\frac{n}{2}$ is even, then $n=4 k$, for some $k \in \mathbb{N}$, and moreover $r_{0}=0$. In this case we can choose the polynomial

$$
p(t)=t^{2 k-1}\left(1+t^{2}\right)
$$

that has only real roots and the complex roots $\pm \mathbf{i}$, which are not roots of $q$, so that $\operatorname{gcd}(p, q)=1$. The condition $\sqrt{10}$ is satisfied as well because

$$
\widehat{p}(t)=t^{n} p\left(-\frac{1}{t}\right)=t^{n} \frac{(-1)^{2 k-1}}{t^{2 k-1}}\left(1+\frac{1}{t^{2}}\right)=-t^{2 k-1}\left(1+t^{2}\right)=-p(t)
$$

This shows that the polynomial $q$ is admissible.
The proof of the theorem above also leads to the following results.
Corollary 1. Let $q \in \mathbb{R}[t]$ be a monic polynomial of (even) degree with only non-real complex roots such that $q=\widehat{q}$. Then:

1. If $\pm \mathbf{i}$ are not roots of $q$, then $q$ is admissible.
2. If $\pm \mathbf{i}$ are roots of $q$ with odd multiplicity, then $q$ is admissible.

Remark 3. If $q$ is admissible, note that the condition $q=\widehat{q}$ is necessary (as stated in Theorem 1), but it is not sufficient by itself as it is shown by the polynomials $q(t)=\left(1+t^{2}\right)^{2 k}, k \in \mathbb{N}$ (see actual sufficient conditions in Corollary 1).

The theorem also gives us a relation between the coefficients of the polynomials of the rational support function.

Corollary 2. Let $q$ be an admissible polynomial of (even) degree $n$ and let $h=\frac{p}{q}$ be a rational support function of a rationally parameterized projective hedgehog. If $q(t)=\sum_{i=0}^{n} q_{i} t^{i}$ and $p(t)=\sum_{i=0}^{n} p_{i} t^{i}$ then

- $q=\widehat{q}$ and $q_{n-i}=(-1)^{i} q_{i}$, for $i=0,1, \ldots, \frac{n}{2}$,
- $p=-\widehat{p}$ and $p_{n-i}=(-1)^{i+1} p_{i}$, for $i=0,1, \ldots, \frac{n}{2}$.

The central term of $q$ and $p$ depends on the parity of $\frac{n}{2}$. More precisely,

$$
p_{\frac{n}{2}}=\left\{\begin{array}{ll}
\text { free } & \text { if } \frac{n}{2} \text { is odd, } \\
0 & \text { if } \frac{n}{2} \text { is even, }
\end{array} \quad q_{\frac{n}{2}}= \begin{cases}0 & \text { if } \frac{n}{2} \text { is odd } \\
\text { free } & \text { if } \frac{n}{2} \text { is even } .\end{cases}\right.
$$

Proof. Since $q$ is admissible, by Theorem 1 we have that $\widehat{q}=q$. Thus, the polynomial

$$
\widehat{q}(t)=t^{n} q\left(-\frac{1}{t}\right)=(-1)^{n} q_{n}+(-1)^{n-1} q_{n-1} t+\cdots+q_{2} t^{n-2}-q_{1} t^{n-1}+q_{0} t^{n}
$$

equals $q$ if and only if their coefficients are the same. This implies $q_{n-i}=(-1)^{i} q_{i}, i=0,1, \ldots, \frac{n}{2}$.
Similarly, once we have that $\widehat{q}=q$, substituting it in (6) we get $p+\widehat{p}=0$ and, analogously, we obtain the relations $p_{n-i}=(-1)^{i+1} p_{i}$, for $i=0,1, \ldots, \frac{n}{2}$.

The discussion about the parity of $\frac{n}{2}$ follows directly from these relations.
Remark 4. Let $q$ be an admissible polynomial of (even) degree $n$. We have seen in Corollary 1 the importance of whether or not $\mathbf{i}$ is a root of $q$. In fact, from the previous results we can deduce the following claims.

- If $n=4 k-2$, for some $k \in \mathbb{N}$, then $\mathbf{i}$ is a root of $q$, and therefore it is not a root of $p$.
- If $n=4 k$, for some $k \in \mathbb{N}$, then $\mathbf{i}$ is a root of $p$, and therefore it is not a root of $q$.

Indeed, if $n=4 k$, from the relations between the coefficients of $p$ from Corollary 2 we deduce that

$$
\begin{equation*}
p(t)=\sum_{j=0}^{2 k-1} p_{j} t^{j}\left(1-(-1)^{j} t^{4 k-2 j}\right) \tag{11}
\end{equation*}
$$

In this case, the complex number $z=\mathbf{i}$ is not a root of $q$, see Theorem 1 , but it is a root of $p$, as it follows from expression (11) that

$$
p(\mathbf{i})=\sum_{j=0}^{2 k-1} p_{j} \mathbf{i}^{j}\left(1-(-1)^{j} \mathbf{i}^{4 k-2 j}\right)=\sum_{j=0}^{2 k-1} p_{j} \mathbf{i}^{j}\left(1-(-1)^{j}(-1)^{j}\right)=0 .
$$

Example 2. Following Theorem 1 we can construct infinitely many examples of admissible polynomials that will lead us to a rational curve of constant width.

Given an odd natural number $r$, polynomials such as

$$
q(t)=\left(1+t^{2}\right)^{r},
$$

are admissible, and they have $\pm \mathbf{i}$ and $-\frac{1}{ \pm \mathbf{i}}= \pm \mathbf{i}$ as roots. Notice that these are the denominators of the rational expressions of $\cos ((2 k+1) t)$ and $\sin ((2 k+1) t)$ used in [2] and [22] to find examples of rational curves of constant width.

Given $\theta \in \mathbb{R}$, we could also consider $z= \pm e^{ \pm \mathbf{i} \theta}$ and $\frac{-1}{z}= \pm e^{ \pm \mathbf{i}(\pi-\theta)}=\mp e^{\mp \mathbf{i} \theta}$, so

$$
q(t)=\left(1-2 \cos (\theta) t+t^{2}\right)^{r}\left(1+2 \cos (\theta) t+t^{2}\right)^{r}=\left(1-2 \cos (2 \theta) t^{2}+t^{4}\right)^{r}
$$

which is admissible.
Another way to find examples of admissible polynomials is to choose the coefficients $q_{i}$ as in Corollary 2 For example, if we take the free coefficients $q_{0}=1, q_{1}=1$ and $q_{2}=1$, then $q_{3}=-q_{1}=-1, q_{4}=q_{0}=1$ and the resulting polynomial is

$$
q(t)=1+t+t^{2}-t^{3}+t^{4}
$$

which has not $\pm \mathbf{i}$ among its roots. Therefore, $q$ is admissible (see the sufficient condition of Corollary 11).

Algorithm 1 (Construction of a rational curve of constant width).

1. Choose a polynomial $q$ of even degree $n$ with only non-real complex roots. It can be done by providing its roots as in (7) of Theorem 1 .
2. Choose the coefficients of $p(t)=\sum_{i=0}^{n} p_{i} t^{i}$ such that

$$
p_{n-i}=(-1)^{i+1} p_{i}, \quad i=0,1, \ldots, \frac{n}{2}-1
$$

with the central term

$$
p_{\frac{n}{2}}= \begin{cases}0, & \text { if } \frac{n}{2} \text { is even } \\ \text { free, } & \text { if } \frac{n}{2} \text { is odd }\end{cases}
$$

and such that $\operatorname{gcd}(p, q)=1$ (i.e., $p$ and $q$ have no common roots).
3. A rationally parameterized projective hedgehog can be constructed with the rational support function $h=\frac{p}{q}$ as

$$
\boldsymbol{\alpha}(t)=h(t)\left(\frac{1-t^{2}}{1+t^{2}}, \frac{2 t}{1+t^{2}}\right)+h^{\prime}(t)\left(-t, \frac{1-t^{2}}{2}\right), \quad t \in \mathbb{R}
$$

4. Any offset to $\boldsymbol{\alpha}$ at a distance $\frac{m}{2}$ is a rational hedgehog of constant width $m$ that can be constructed as

$$
\boldsymbol{\beta}(t)=\left(h(t)+\frac{m}{2}\right)\left(\frac{1-t^{2}}{1+t^{2}}, \frac{2 t}{1+t^{2}}\right)+h^{\prime}(t)\left(-t, \frac{1-t^{2}}{2}\right), \quad t \in \mathbb{R}
$$

The curve $\beta$ is of degree less than or equal to $2 n+2$.

## Number of degrees of freedom:

- If $n=4 k-2$, for some $k \in \mathbb{N}$, then $\frac{n}{2}=2 k-1$ is odd. The number of degrees of freedom is $2 k+1$, which corresponds to the width, the central coefficient of $p$ and the $\frac{n}{2}$ first/last coefficients of $p$.
- If $n=4 k$, for some $k \in \mathbb{N}$, then $\frac{n}{2}=2 k$ is even. The number of degrees of freedom is $2 k+1$, which corresponds to the width and the $\frac{n}{2}$ first/last coefficients of $p$.

In both cases the number of free parameters equals to $2 k+1$, with the width $m$ being one of them. This will be important in the next section.

Of course, once a rational parameterization of a curve of constant width has been found, its formulation as a rational Bézier curve is possible by changing the power monomial basis to the Bernstein basis [7]. However, the number of free control points on the control polygon will depend on the degree $n$ of the chosen admissible polynomial.

## 4. The Hermite interpolation problem

Once we know how the rational support function of a hedgehog of constant width is, our next step is to replace the free parameters it depends on (its degrees of freedom), by some other parameters having a geometric meaning instead. Particularly, in this section we will consider a Hermite interpolation problem.

The two-point geometric Hermite interpolation problem is to find a curve $\beta$ that passes through two points, $\mathbf{P}_{0}$ and $\mathbf{P}_{f}$, and matches tangent vectors at those points with predefined vectors [16, 6. Here, we want to show that given a set of points $\left\{\mathbf{P}_{i}\right\}_{i=1}^{k}$ and its corresponding set of vectors, $\left\{\mathbf{v}_{i}\right\}_{i=1}^{k}$ we can obtain rational parameterizations of hedgehogs of constant width, $\boldsymbol{\beta}$, that interpolate the points and have tangent lines at those points determined by such vectors:

$$
\begin{equation*}
\boldsymbol{\beta}\left(t_{i}\right)=\mathbf{P}_{i}, \quad \text { and } \quad \boldsymbol{\beta}^{\prime}\left(t_{i}\right) \| \mathbf{v}_{i}, \quad i=1, \ldots, k \tag{12}
\end{equation*}
$$

The number of points determines the degree of the denominator of the support function: given $k$ points, the degree of $q$ has to be $4 k-2$ or $4 k$ by the discussion above. Once we choose an admissible polynomial
$q$ and the width $m$ we are going to show that the solution of the Hermite interpolation problem is unique and, in fact, we will give its explicit expression.

We will address the problem after a transformation of the initial data, that is, the given set of points $\left\{\mathbf{P}_{i}\right\}_{i=1}^{k}$ and the corresponding set of vectors $\left\{\mathbf{v}_{i}\right\}_{i=1}^{k}$ into three sets of numbers, namely, a set of parameter values, $\left\{t_{i}\right\}_{i=1}^{k}$, that determines the tangent directions, and two sets of signed distances, $\left\{d_{i}\right\}_{i=1}^{k}$ and $\left\{e_{i}\right\}_{i=1}^{k}$, that determine the points.

More specifically, given a point $\mathbf{P}$ and a vector $\mathbf{v}=\overrightarrow{\mathbf{P Q}}=\left(v_{x}, v_{y}\right)$, where $\mathbf{Q} \neq \mathbf{P}$, we can consider an adapted positively oriented orthonormal basis $\left\{\mathbf{t}_{v}, \mathbf{n}_{v}\right\}$ of $\mathbb{R}^{2}$ as

$$
\mathbf{t}_{v}=\frac{\mathbf{v}}{\|\mathbf{v}\|}, \quad \mathbf{n}_{v}=J \mathbf{t}_{v}
$$

where $J=\left(\begin{array}{cc}0 & -1 \\ 1 & 0\end{array}\right)$. Thus, we obtain the following data (see Figure 7):


Figure 7: Given a point $\mathbf{P}$ and a vector $\mathbf{v}=\overrightarrow{\mathbf{P Q}}$, we compute three numbers, the parameter value $t$ and the signed distances $d$ and $e$.

1. The parameter value $t$. We will assume that the orientation of the supporting line is the same as that induced by the vector $\mathbf{v}$. In this case, $-\mathbf{n}_{v}=(\cos \theta, \sin \theta)$ defines the normal to the supporting line. Thus, from the relation between the parameters $\theta$ and $t$ given by (3), we have

$$
\begin{equation*}
t=\frac{\sin \theta}{1+\cos \theta}=\frac{-v_{x}}{v_{y}+\sqrt{v_{x}^{2}+v_{y}^{2}}} \tag{13}
\end{equation*}
$$

2. The signed distance $d$ from the origin $\mathbf{O}$ to the line defined by the point $\mathbf{P}$ and the vector $\mathbf{v}$ is given by

$$
\begin{equation*}
d=\left\langle\overrightarrow{\mathbf{O P}},-\mathbf{n}_{v}\right\rangle=\frac{\operatorname{det}(\overrightarrow{\mathbf{O P}}, \mathbf{v})}{\|\mathbf{v}\|} \tag{14}
\end{equation*}
$$

3. The signed distance $e$ from $\mathbf{P}$ to the perpendicular foot from the origin $\mathbf{O}$ is

$$
\begin{equation*}
e=\left\langle\overrightarrow{\mathbf{O P}}, \mathbf{t}_{v}\right\rangle=\frac{\langle\overrightarrow{\mathbf{O P}}, \mathbf{v}\rangle}{\|\mathbf{v}\|} \tag{15}
\end{equation*}
$$

With the new set of data, $\left\{t_{i}\right\}_{i=1}^{k},\left\{d_{i}\right\}_{i=1}^{k}$ and $\left\{e_{i}\right\}_{i=1}^{k}$, the problem (12) can be reformulated as follows: given an admissible polynomial $q$, we must find a rational support function $h$, with denominator $q$, of a rational projective hedgehog such that

$$
\left\{\begin{align*}
h\left(t_{i}\right) & =d_{i}-\frac{m}{2},  \tag{16}\\
h^{\prime}\left(t_{i}\right) & =e_{i} \frac{2}{1+t_{i}^{2}},
\end{align*}\right.
$$

for $i=1, \ldots, k$. Note that we consider $d_{i}-\frac{m}{2}$ as the new signed distance because we are looking for the support function $h$ of the associated projective hedgehog, and that the term $\frac{2}{1+t^{2}}$ arises from the relation $\theta=2 \arctan (t)$.

The reason for finding the support function of the associated projective hedgehog lies in the following definitions and properties, which will let us find the explicit solution of the problem (16). As we will see, we will need to distinguish two cases depending on the (even) degree of $q$, which can be written either as $4 k-2$ or $4 k$.

Notice that if we have a rational parameterization of a hedgehog of constant width (or a projective hedgehog), the parameter values $t$ and $-\frac{1}{t}$ are linked as stated in Proposition 2 . Therefore, the choice of these two parameter values will lead to redundant data. Also, note that the value 0 is not allowed.

Definition 4. Given $k \in \mathbb{N}$, we say that a set $\left\{t_{i}\right\}_{i=1}^{k} \subset \mathbb{R} \backslash\{0\}$ is an allowed set of parameters if $t_{i} \neq t_{j}$ and $t_{i} \neq-\frac{1}{t_{j}}$ for all $i, j=1, \ldots, k$ such that $i \neq j$. We say that a set of vectors $\left\{\mathbf{v}_{i}\right\}_{i=1}^{n} \subset \mathbb{R}^{2}$ is allowed if they correspond to an allowed set of parameters $\left\{t_{i}\right\}_{i=1}^{k}$.

Next, we define two polynomials that will constitute a basis of interpolating polynomials which is adapted to our problem (see [5] or [23] as references for the solution of a generic Hermite interpolation problem).

Definition 5. Given an allowed set of parameters $\left\{t_{i}\right\}_{i=1}^{k}$, define the degree $4 k-2$ polynomials

$$
M_{i}(t):=\frac{\left(t-t_{i}\right)\left(t+\frac{1}{t_{i}}\right)}{\left(t_{i}+\frac{1}{t_{i}}\right)} \frac{\prod_{j=1, j \neq i}^{k}\left(t-t_{j}\right)^{2}\left(t+\frac{1}{t_{j}}\right)^{2}}{\prod_{j=1, j \neq i}^{k}\left(t_{i}-t_{j}\right)^{2}\left(t_{i}+\frac{1}{t_{j}}\right)^{2}}, \quad i=1, \ldots, k
$$

and

$$
\begin{aligned}
L_{i}(t):= & \left(t\left(t-t_{i}+\frac{2}{t_{i}}\right)-1\right) \frac{\prod_{j=1, j \neq i}^{k}\left(t-t_{j}\right)^{2}\left(t+\frac{1}{t_{j}}\right)^{2}}{\prod_{j=1, j \neq i}^{k}\left(t_{i}-t_{j}\right)^{2}\left(t_{i}+\frac{1}{t_{j}}\right)^{2}} \\
& +\left(\left(-t_{i}-\frac{2}{t_{i}}\right)-2 \sum_{j=1, j \neq i}^{k}\left(\frac{1}{t_{i}-t_{j}}+\frac{1}{t_{i}+\frac{1}{t_{j}}}\right)\right) M_{i}(t), \quad i=1, \ldots, k .
\end{aligned}
$$

Now, let us denote by $\mathcal{H}_{n}$ the set of polynomials

$$
\mathcal{H}_{n}:=\left\{p \in \mathbb{R}[t]: \operatorname{deg}(p) \leq n \text { and } p(t)+t^{n} p\left(-\frac{1}{t}\right)=0\right\}
$$

which is a vector space. If $p$ is a polynomial of degree $4 k-2$ such that $p+\widehat{p}=0$, we have seen in Corollary 2 that the $2 k$ first/last coefficients of $p$ determine the entire polynomial. Therefore, $\mathcal{H}_{4 k-2}$ is a vector space of dimension $2 k$.

A straightforward computation shows the following properties (see an example in Figure 8 for the case $k=2$ ).
Lemma 1. Given an allowed set of parameters $\left\{t_{i}\right\}_{i=1}^{k}$, the polynomials $\left\{L_{i}, M_{i}\right\}_{i=1}^{k}$ satisfy

$$
\begin{array}{ll}
L_{i}\left(t_{j}\right)=\delta_{i j}, & M_{i}\left(t_{j}\right)=0  \tag{17}\\
L_{i}^{\prime}\left(t_{j}\right)=0, & M_{i}^{\prime}\left(t_{j}\right)=\delta_{i j}, \quad i, j=1, \ldots, k
\end{array}
$$



Figure 8: For $k=2$, given a set of parameters $\left\{t_{1}, t_{2}\right\}$, where $t_{1}=4-\sqrt{17}$ and $t_{2}=\frac{1}{7}(\sqrt{53}+2)$, a plot of the functions $M_{i}$ and $L_{i}, i=1,2$, from Lemma 1

Lemma 2. Given an allowed set of parameters $\left\{t_{i}\right\}_{i=1}^{k}$, the polynomials $\left\{L_{i}, M_{i}\right\}_{i=1}^{k}$ constitute a basis of the vector space $\mathcal{H}_{4 k-2}$.

Proof. As a consequence of Lemma 1, the set $\left\{L_{i}, M_{i}\right\}_{i=1}^{k}$ is linearly independent. Moreover, the dimension of the vector space $\mathcal{H}_{4 k-2}$ is $2 k$. Therefore, $\left\{L_{i}, M_{i}\right\}_{i=1}^{k}$ is a basis of $\mathcal{H}_{4 k-2}$.

As a consequence of the previous lemmas we have the following result.
Proposition 3. Given an allowed set of parameters $\left\{t_{i}\right\}_{i=1}^{k}$ and two sets of real numbers $\left\{a_{i}\right\}_{i=1}^{k}$ and $\left\{b_{i}\right\}_{i=1}^{k}$, the polynomial

$$
p(t):=\sum_{i=1}^{k} a_{i} L_{i}(t)+\sum_{i=1}^{k} b_{i} M_{i}(t)
$$

is the unique polynomial of degree $\leq 4 k-2$ that satisfies $p\left(t_{i}\right)=a_{i}, p^{\prime}\left(t_{i}\right)=b_{i}$ and

$$
\begin{equation*}
p(t)+t^{4 k-2} p\left(-\frac{1}{t}\right)=0 \tag{18}
\end{equation*}
$$

Given an admissible denominator $q$ of degree $4 k-2$, the computation of the numerator as in Proposition3 will provide us the polynomial of degree $\leq 4 k-2$ that satisfies the property we were looking for and solves, in addition, a Hermite problem.

However, if $q$ is of degree $4 k$, the computed polynomial $p$ satisfies 18 although we want it to satisfy the same relation but having a term $t^{4 k}$ instead of $t^{4 k-2}$. In this case we define $\widetilde{p}(t):=\left(1+t^{2}\right) p(t)$, and one can check that indeed

$$
\widetilde{p}(t)+t^{4 k} \widetilde{p}\left(-\frac{1}{t}\right)=0
$$

so that $\widetilde{p}(t)$ satisfies the property we were looking for and its unicity follows from the unicity of $p$ as a solution of a Hermite problem.

Recall that since we know that $\mathbf{i}$ is not a root of $q$, it must be a root of the numerator by Remark 4
In the following result we provide the explicit solution of our Hermite problem in a constructive manner.

Theorem 2. Given a set of points $\left\{\mathbf{P}_{i}\right\}_{i=1}^{k}$, a set of allowed vectors $\left\{\mathbf{v}_{i}\right\}_{i=1}^{k}$, a width $m \geq 0$ and an admissible polynomial $q$ of degree $4 k-2$ or $4 k$, for some $k \in \mathbb{N}$, there exists a unique rationally supported hedgehog $\boldsymbol{\beta}$ of constant width $m$ satisfying

$$
\boldsymbol{\beta}\left(t_{i}\right)=\mathbf{P}_{i}, \quad \text { and } \quad \boldsymbol{\beta}^{\prime}\left(t_{i}\right) \| \mathbf{v}_{i}, \quad i=1, \ldots, k
$$

where $\left\{t_{i}\right\}_{i=1}^{k}$ is the allowed set of parameters associated with $\left\{\mathbf{v}_{i}\right\}_{i=1}^{k}$ from (13). More specifically, let $H$ be its rational support function and let

$$
p(t):=\sum_{i=1}^{k} a_{i} L_{i}(t)+\sum_{i=1}^{k} b_{i} M_{i}(t) .
$$

1. If $q$ is of degree $4 k-2$, then $H(t):=\frac{p(t)}{q(t)}+\frac{m}{2}$, with

$$
\begin{equation*}
a_{i}=\left(d_{i}-\frac{m}{2}\right) q\left(t_{i}\right) \quad \text { and } \quad b_{i}=2 e_{i} \frac{q\left(t_{i}\right)}{1+t_{i}^{2}}+\left(d_{i}-\frac{m}{2}\right) q^{\prime}\left(t_{i}\right) \tag{19}
\end{equation*}
$$

2. If $q$ is of degree $4 k$, then $H(t):=\frac{\left(1+t^{2}\right) p(t)}{q(t)}+\frac{m}{2}$, with

$$
\begin{equation*}
a_{i}=\left(d_{i}-\frac{m}{2}\right) \frac{q\left(t_{i}\right)}{1+t_{i}^{2}}, \quad \text { and } \quad b_{i}=\frac{2 e_{i} q\left(t_{i}\right)+\left(d_{i}-\frac{m}{2}\right)\left(q^{\prime}\left(t_{i}\right)\left(1+t_{i}^{2}\right)-2 t_{i} q\left(t_{i}\right)\right)}{\left(1+t_{i}^{2}\right)^{2}} . \tag{20}
\end{equation*}
$$

Here $d_{i}$ and $e_{i}$ are the signed distances obtained from the points $\mathbf{P}_{i}$ and vectors $\mathbf{v}_{i}$ by the expressions (14) and (15).

Proof. The first step is to obtain the values of the parameters $t_{i}$ and the signed distances $d_{i}$ and $e_{i}$ from the points $\mathbf{P}_{i}$ and vectors $\mathbf{v}_{i}$ using expressions (13), 14) and (15). Notice that once an admissible denominator $q$ is chosen, we know how to solve a Hermite problem for the numerator, being this numerator either equal to $p(t)$ or equal to $p(t)\left(1+t^{2}\right)$ depending on the degree of $q$. Therefore, it is just a matter of finding appropriate values $a_{i}$ and $b_{i}$ such that the resulting rational support function $H=h+\frac{m}{2}$ will satisfy, indeed, the constant width condition: $H(t)+H(-1 / t)=m$, for all $t \in \mathbb{R}$.

The problem we must solve is

$$
\left\{\begin{align*}
H\left(t_{i}\right) & =d_{i},  \tag{21}\\
H^{\prime}\left(t_{i}\right) & =e_{i} \frac{2}{1+t_{i}^{2}}, \quad i=1, \ldots, k,
\end{align*}\right.
$$

where $H=h+\frac{m}{2}$, with

1. $h(t):=\frac{p(t)}{q(t)}$, if $q$ is of degree $4 k-2$, or
2. $h(t):=\frac{\left(1+t^{2}\right) p(t)}{q(t)}$, if $q$ is of degree $4 k$.

In the first case, from the equations (21) we get

$$
\left\{\begin{aligned}
p\left(t_{i}\right) & =\left(d_{i}-\frac{m}{2}\right) q\left(t_{i}\right) \\
p^{\prime}\left(t_{i}\right) q\left(t_{i}\right)-p\left(t_{i}\right) q^{\prime}\left(t_{i}\right) & =e_{i} \frac{2}{1+t_{i}^{2}} q\left(t_{i}\right)^{2}
\end{aligned}\right.
$$

Using the first equation, we can write

$$
\left\{\begin{aligned}
p\left(t_{i}\right) & =\left(d_{i}-\frac{m}{2}\right) q\left(t_{i}\right) \\
p^{\prime}\left(t_{i}\right) & =2 e_{i} \frac{q\left(t_{i}\right)}{1+t_{i}^{2}}+\left(d_{i}-\frac{m}{2}\right) q^{\prime}\left(t_{i}\right)
\end{aligned}\right.
$$

The right-hand side of these two equations are the values $a_{i}$ and $b_{i}$, respectively, as given in Proposition 3 that we must set in the Hermite interpolation problem that finds $p$.

In the second case, the equations (21) turn into

$$
\left\{\begin{aligned}
p\left(t_{i}\right) & =\left(d_{i}-\frac{m}{2}\right) \frac{q\left(t_{i}\right)}{1+t_{i}^{2}} \\
\left(p^{\prime}\left(t_{i}\right)\left(1+t_{i}^{2}\right)+p\left(t_{i}\right) 2 t_{i}\right) q\left(t_{i}\right)-p\left(t_{i}\right)\left(1+t_{i}^{2}\right) q^{\prime}\left(t_{i}\right) & =e_{i} \frac{2}{1+t_{i}^{2}} q\left(t_{i}\right)^{2}
\end{aligned}\right.
$$

and again, using the first equation, these can be rewritten as

$$
\left\{\begin{aligned}
p\left(t_{i}\right) & =\left(d_{i}-\frac{m}{2}\right) \frac{q\left(t_{i}\right)}{1+t_{i}^{2}}, \\
p^{\prime}\left(t_{i}\right) & =\frac{2 e_{i} q\left(t_{i}\right)+\left(d_{i}-\frac{m}{2}\right)\left(q^{\prime}\left(t_{i}\right)\left(1+t_{i}^{2}\right)-2 t_{i} q\left(t_{i}\right)\right)}{\left(1+t_{i}^{2}\right)^{2}}
\end{aligned}\right.
$$

The right-hand side of these equations provide the values $a_{i}$ and $b_{i}$, respectively, in this case.
Algorithm 2 (Construction of a rational curve of constant width interpolating a set of points with a set of tangent directions).

1. Choose an even degree polynomial $q(t)=\sum_{i=0}^{n} q_{i} t^{i}$ with only non-real complex roots, where $n=4 k-2$ or $n=4 k$, for some $k \in \mathbb{N}$. It can be done by providing its roots as in (7) of Theorem 1 .
2. Compute the real numbers $\left\{t_{i}\right\}_{i=1}^{k},\left\{d_{i}\right\}_{i=1}^{k}$ and $\left\{e_{i}\right\}_{i=1}^{k}$ corresponding to the prescribed points and tangent directions, $\left\{\mathbf{P}_{i}\right\}_{i=1}^{k}$ and $\left\{\mathbf{v}_{i}\right\}_{i=1}^{k}$, using the relations 13 , 14 and 15 , respectively.
3. According to Theorem 2, construct $p$ and the support function $H$, for some $m \geq 0$.
4. Construct the rationally parameterized hedgehog by the rational support function $H$ as

$$
\boldsymbol{\beta}(t)=H(t)\left(\frac{1-t^{2}}{1+t^{2}}, \frac{2 t}{1+t^{2}}\right)+H^{\prime}(t)\left(-t, \frac{1-t^{2}}{2}\right), \quad t \in \mathbb{R}
$$

which interpolates the points $\left\{\mathbf{P}_{i}\right\}_{i=1}^{k}$ and the tangent directions $\left\{\mathbf{v}_{i}\right\}_{i=1}^{k}$.

## 5. Examples with admissible polynomials of low degree

In this section we will show some examples and we will give a guide for the choice of admissible polynomials for some low degree cases. For example, for degree $n=2$, by Theorem 1 , the only admissible polynomial is $q(t)=1+t^{2}$. Analogously, for degree $n=4$, since the multiplicity of the roots $\pm \mathbf{i}$ must be odd or zero, the only way of getting an admissible polynomial is

$$
q(t)=\left(t-z_{1}\right)\left(t-\bar{z}_{1}\right)\left(t+\frac{1}{z_{1}}\right)\left(t+\frac{1}{\bar{z}_{1}}\right)
$$

where $z_{1}$ is a non-real complex root different from $\pm \mathbf{i}$ that can be freely chosen.
In Table 1 we show for degrees up to $n=12$ the possible choices of the admissible polynomial $q$. After choosing an admissible polynomial, $q$, of (even) degree $n$, the number of free parameters in $p$ for determining the associated constant width hedgehog, depends on the parity of $\frac{n}{2}$. If $\frac{n}{2}$ is even, the number of degrees of freedom is $\frac{n}{2}$ and otherwise is $\frac{n}{2}+1$. Thus the number of points and tangents to be interpolated is half the number of degrees of freedom.

From the designer's workflow point of view, things are done conversely. What a designer would probably decide first is how many points wants to interpolate and then, consequently, would choose the degree of the admissible polynomial $q$. If the user wants to generate a curve interpolating $k$ points and tangents, then $2 k$ degrees of freedom are needed for $p$, so the admissible polynomial could be of degree $4 k-2$ or of degree $4 k$ as well. In Table 1 we also show the number of free parameters in $p$ and the corresponding number of interpolating points for each case. Note that, additionally, we will have the width $m$ as a free parameter.

| Degree of $q$ | Free parameters in $p$ : $\frac{n}{2}$ if $\frac{n}{2}$ is even, $\frac{n}{2}+1$ if $\frac{n}{2}$ is odd | Admissible $q$ | Number of interpolation points |
| :---: | :---: | :---: | :---: |
| $n=2$ | 2 | $r_{0}=1$, i.e., $q(t)=1+t^{2}$ | 1 |
| $n=4$ | 2 | $\begin{aligned} r_{0} & =0, \text { one root, } z_{1}, \text { with } r_{1}=1, \text { i.e., } \\ q(t) & =\left(t-z_{1}\right)\left(t-\bar{z}_{1}\right)\left(t+\frac{1}{z_{1}}\right)\left(t+\frac{1}{\bar{z}_{1}}\right) \end{aligned}$ | 1 |
| $n=6$ | 4 | $\begin{gathered} r_{0}=1 \text { and one root, } z_{1} \text {, with } r_{1}=1, \\ \text { or } r_{0}=3 \end{gathered}$ | 2 |
| $n=8$ | 4 | $r_{0}=0$ and two roots $z_{1}, z_{2}$ with $r_{1}=r_{2}=1$, or $r_{0}=0$ and one root $z_{1}$ with $r_{1}=2$ | 2 |
| $n=10$ | 6 | $\begin{gathered} r_{0}=1 \text { and two roots } z_{1}, z_{2} \text { with } r_{1}=r_{2}=1, \\ r_{0}=1 \text { and a root } z_{1} \text { with } r_{1}=2, \\ r_{0}=3 \text { and a root } z_{1} \text { with } r_{1}=1, \\ \text { or } r_{0}=5 \end{gathered}$ | 3 |
| $n=12$ | 6 | $r_{0}=0$ and one root $z_{1}$ with $r_{1}=3$, <br> $r_{0}=0$ and two roots $z_{1}, z_{2}$ with $r_{1}=2, r_{2}=1$, or <br> $r_{0}=0$ and three roots $z_{1}, z_{2}, z_{3}$ with $r_{1}=r_{2}=r_{3}=1$ | 3 |

Table 1: Possible choices of an admissible polynomial $q$.

Recall that given an admissible polynomial $q$ of (even) degree $n$, the hedgehogs of constant width that we can construct from $q$ are of degree less than or equal to $2 n+2$ (see Algorithm 1). As a consequence, we have that the degree of the curve rises quite quickly, which can be seen as a drawback, see Table 1.

Now we will show some examples in order to illustrate which are the possibilities when we want to interpolate $k$ points and the corresponding tangents.

### 5.1. Two points and two vectors

Consider the two-point geometric Hermite interpolation problem, so admissible polynomials of degrees $n=6$ and $n=8$ are needed.

In Figure 9, with two different admissible polynomials of degree $n=6$, we interpolate the same points and tangents with two different curves of the same constant width, $m=18$. Particularly, we choose the points $\mathbf{P}_{1}=(10,0), \mathbf{P}_{2}=(-3,9)$ and the vectors $\mathbf{v}_{1}=(1,4), \mathbf{v}_{2}=(-7,-2)$. Thus,

$$
t_{1}=4-\sqrt{17}, t_{2}=\frac{1}{7}(2+\sqrt{53}), \quad d_{1}=\frac{40}{\sqrt{17}}, \quad d_{2}=\frac{69}{\sqrt{53}}, \quad e_{1}=\frac{10}{\sqrt{17}}, e_{2}=\frac{3}{\sqrt{53}}
$$

The admissible polynomials we have considered are $q(t)=\left(1+t^{2}\right)^{3}$ for the first curve (in blue) and for the second curve (in red) $q$ is built considering $r_{0}=1$ and the free root $z_{1}=2-\mathbf{i}$. The difference between both curves makes us notice the impact on the choice of the admissible polynomial.

In Figure 10, we have considered an admissible polynomial of degree $n=8$ with the roots $z_{1}=1+\mathbf{i}$ and $z_{2}=2-\mathbf{i}$ for both curves. In the left curve we interpolate again the same data we considered in Figure 9 For the right curve we have taken the width $m=30$, the points $\mathbf{P}_{1}=(10,0), \mathbf{P}_{2}=(-3,9)$ again, but now the vectors are $\mathbf{v}_{1}=\left(-\frac{1}{2}, 4\right), \mathbf{v}_{2}=(-5,0)$. Thus,

$$
t_{1}=-8+\sqrt{65}, t_{2}=1, \quad d_{1}=16 \sqrt{\frac{5}{13}}, \quad d_{2}=9, \quad e_{1}=-2 \sqrt{\frac{5}{13}}, e_{2}=3
$$



Figure 9: Two rational hedgehogs of the same constant width interpolating two given points and tangents with an admissible polynomial of degree $n=6$. It is $q(t)=\left(1+t^{2}\right)^{3}$ in the first one (in blue) and in the second (in red) $q$ is built considering $r_{0}=1$ and the free root $z_{1}=2-\mathbf{i}$.



Figure 10: Two rational hedgehogs of constant width interpolating two given points and tangents. Both figures correspond to the admissible polynomial of degree $n=8$ with the roots $z_{1}=1+\mathbf{i}$ and $z_{2}=2-\mathbf{i}$. The first curve interpolates the same data of Figure 9 and also has the same width. A different set of data and a width $m=30$ is considered for the second figure.

Finally, we graph three more examples in Figure 11, for degree $n=8$, with the following admissible polynomials:

$$
q(t)=\left(4+t^{2}\right)^{2}\left(\frac{1}{4}+t^{2}\right)^{2}, \quad q(t)=\left(1+t^{4}\right)^{2} \quad \text { and } \quad q(t)=t^{8}+2 t^{6}+3 t^{4}+2 t^{2}+1
$$

We have considered the same initial data for the three figures, specifically, we take again the data we interpolate in the second curve of Figure 10, namely the points $\mathbf{P}_{1}=(10,0), \mathbf{P}_{2}=(-3,9)$, the vectors $\mathbf{v}_{1}=\left(-\frac{1}{2}, 4\right), \mathbf{v}_{2}=(-5,0)$, but now a width $m=18$.

### 5.2. A higher number of points and vectors

Of course, the same methodology we have followed can be applied for any set of points and tangents. From the examples we observe that given an initial set of data (points and tangents) and a width value, the convexity of the interpolated hedgehog of constant width depends heavily on the choice of the admissible polynomial. See some examples in Figure 12, where we interpolate three and five points and tangents using different admissible polynomials.

### 5.3. A piecewise rational support function

Finally, in this section we want to show that it is possible to join $G^{1}$-continuously pieces of rational curves of constant width of different degrees having the same constant width. This increases the construction


Figure 11: Three rational curves of constant width $m=18$ obtained by interpolation of the same two points and tangents. The chosen admissible polynomials are $q(t)=\left(4+t^{2}\right)^{2}\left(\frac{1}{4}+t^{2}\right)^{2}, q(t)=\left(1+t^{4}\right)^{2}$ and $q(t)=t^{8}+2 t^{6}+3 t^{4}+2 t^{2}+1$, respectively.


Figure 12: On the left/middle, two rational hedgehogs of the same constant width interpolating the same three points and tangents. The first one (in red) is constructed with $q(t)=\left(1+t^{2}\right)^{5}(n=10)$. For the second curve (in green), an admissible polynomial $q$ of degree $n=12$ is chosen taking $r_{0}=0$ and the root $z_{1}=1-\mathbf{i}$ with multiplicity 3 . On the right, a rational hedgehog of constant width interpolating five points and tangents taking the admissible polynomial $q(t)=\left(1+t^{2}\right)^{9}(n=18)$.
possibilities of rational curves of constant width and allows a better control on the final shape of the curve. This is particularly useful if we want to avoid singularities in the constructed curves.

With this aim we can construct a piecewise support function so that the associated rationally supported constant width hedgehog is a spline curve. Let us illustrate this with an example. If we consider

$$
H(t)= \begin{cases}\frac{p_{1}(t)}{q_{1}(t)} & \text { if } t \in\left[t_{0}, t_{1}\right],  \tag{22}\\ \frac{p_{2}(t)}{q_{2}(t)} & \text { if } t \in\left[t_{1}, t_{2}\right],\end{cases}
$$

and proceed as in Algorithm 2 for each piece we can get a spline curve as the one in Figure 13
Now, let us explain in detail the way we have generated this example. Given a width $m$ and two interpolating points and tangents, consider an admissible denominator of degree 8 with $r_{0}=0$ and two roots $z_{1}=1+\mathbf{i}$ and $z_{2}=2-\mathbf{i}$ :

$$
\begin{aligned}
q_{1}(t) & =\left(t-z_{1}\right)\left(t-\bar{z}_{1}\right)\left(t+\frac{1}{z_{1}}\right)\left(t+\frac{1}{\bar{z}_{1}}\right)\left(t-z_{2}\right)\left(t-\bar{z}_{2}\right)\left(t+\frac{1}{z_{2}}\right)\left(t+\frac{1}{\bar{z}_{2}}\right) \\
& =\frac{1}{10}\left(10 t^{8}-42 t^{7}+57 t^{6}+6 t^{5}-34 t^{4}-6 t^{3}+57 t^{2}+42 t+10\right)
\end{aligned}
$$



Figure 13: A spline curve of constant width with a piecewise-defined support function as in 22 . The admissible denominator $q_{1}$ of the first arc (in red) is of degree 8 with $r_{0}=0$ and two roots $z_{1}=1+\mathbf{i}$ and $z_{2}=2-\mathbf{i}$. The one for the second arc (in blue) is $q_{2}(t)=\left(1+t^{2}\right)^{5}$, which is of degree 10 .

By Theorem 2 we can compute the rational support function $H_{1}=\frac{p_{1}}{q_{1}}$ of the curve of constant width that interpolates these points and tangents. The result is the curve in Figure 14 (left), which is not regular.


Figure 14: A singular hedgehog of constant width interpolating two points and tangents (left), from which a regular arc together with its antipodal arc is chosen (middle) and another curve of constant width that interpolates three points and vectors is constructed so as to fit the chosen $\operatorname{arcs} G^{1}$-continuously.

By Remark 2, a rationally parameterized curve by a support function $h$ is convex and regular if and only if the function of (4), namely,

$$
4 h(t)+2 t\left(1+t^{2}\right) h^{\prime}(t)+\left(1+t^{2}\right)^{2} h^{\prime \prime}(t)
$$

has no zero. In our case, this function for $H_{1}$ has 4 zeros that correspond to 4 singular points in the constructed hedgehog of constant width; blue points of Figure 14 (left). A plot of this function is in Figure 15

In this case, we can easily remove these singularities as follows. First, notice that once an arc of a curve of constant width is fixed, the corresponding arc of antipodal points is fixed as well. Therefore, it is enough to choose a regular arc of our curve of constant width such that its corresponding antipodal arc is regular as well. The starting and final points and tangents of these arcs are known. In our example, it is enough if we consider the arc provided by the initial data, see Figure 14 (middle).

Now, we can close the curve of constant width $G^{1}$-continuously by means of a new regular arc that interpolates the corresponding start and end points with their tangents and possibly more points and tangents in between. In Figure 14 (right) a third point and tangent has been taken using an admissible polynomial $q_{2}(t)=\left(1+t^{2}\right)^{5}$ of degree $n=10$. Again, by Theorem 2 we can compute the rational support function $\frac{p_{2}}{q_{2}}$ that interpolates these points and tangents.

Joining both regular arcs together with their antipodal arcs results in the convex curve of constant width plotted in Figure 13.


Figure 15: A plot of the function $4 H_{1}(t)+2 t\left(1+t^{2}\right) H_{1}^{\prime}(t)+\left(1+t^{2}\right)^{2} H_{1}^{\prime \prime}(t)$. It has 4 zeros that correspond to 4 singular points in the rationally parameterized hedgehog of constant width.

## 6. Conclusions and perspectives

In this paper we have studied the class of rationally parameterized curves of constant width by a support function. We obtained an explicit expression of the rational support function such that the constant width condition is satisfied. We focused in the case of characterizing rational projective hedgehogs as any rational hedgehog of constant width can be obtained as an offset to these curves.

First, we characterized all the possible denominators $q$ for this support function, which we called admissible, and then we showed that given an admissible denominator, we could compute the coefficients of the numerator having several degrees of freedom. This produced a constructive method to generate these curves by the user choice of some free parameters.

In the second part of the paper, we translated the degrees of freedom on parameters with geometrical meaning and solved a geometric Hermite problem: given an admissible denominator and a width, there is a unique hedgehog of such a constant width that interpolates a set of chosen points and tangent lines. Our solution is constructive and provide a method to design these curves from user-controlled points and tangents. We showed several examples constructed with this method for different degrees of admissible denominators.

In the examples we have seen that there is a strong dependence on the initial data, both on the points and tangents but also the chosen admissible denominator. The resulting curve is of course not necessarily convex. In such a case, we have shown that a piecewise construction of a curve of constant width can be helpful to avoid singularities, however, this procedure is not entirely automatic. Automatic detection and generation of singularity-free curves of constant width while maintaining the overall shape of a given singular hedgehog of constant width is an interesting problem that can be studied in a future work.
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