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Abstract

A constructive characterization of the support function for a rationally parameterized curve of constant
width is given. In addition, a Hermite interpolation problem for such kind of curves is solved, which yields
a method to determine a rational curve of constant width that passes through a set of free points with the
corresponding tangent directions. Finally, the case of piecewise rational support functions is considered,
which increases the design freedom. The procedure is presented in the general case of hedgehogs of constant
width taking the advantage of projective hedgehogs, so that some constraints must be taken to ensure
convexity of the desired curve.

Keywords: Curve of constant width, Projective hedgehog, Geometric Hermite interpolation, Rational
parameterization, Support function.

1. Introduction1

The width of a planar closed strictly convex curve α in a direction v is defined as the distance between2

pairs of parallel supporting lines to α (i.e., lines that envelope the curve α smoothly) which are orthogonal3

to v (see Figure 1). The curve α is said to be of constant width if the width is the same for all directions.4

O

v
α

mv

Figure 1: The width of a curve α measured by the distance mv between two parallel supporting lines.

⋆This is a preprint of an article published in the Journal of Computational and Applied Mathematics. The final authenticated
version is available online at: https://doi.org/10.1016/j.cam.2023.115598.

∗Corresponding author
Email addresses: parnal@uji.es (A. Arnal), beltranv@uv.es (J.V. Beltran), monterde@uv.es (J. Monterde),

drochera@bcamath.org (D. Rochera)

Preprint submitted to Elsevier

https://doi.org/10.1016/j.cam.2023.115598


The most famous non-circular curves of constant width are given by the family of Reuleaux polygons. In5

particular, a Reuleaux triangle is defined as the boundary of the intersection of three circles whose centers6

are the vertices of an equilateral triangle and whose radii are equal to the side of the triangle.7

There have been interesting applications of curves of constant width throughout history and nowadays8

(see Chapter 18 of [15] and its references therein). For example, what prevents manhole covers from falling9

through the hole is the property of having a constant width, so in addition to a disk shape, any shape of10

constant width is allowed for this purpose. Some other popular applications of curves of constant width are11

their use as profiles of cams, that convert rotary motion into linear motion, or their use in coinage.12

Curves of constant width can be generalized to certain non-convex curves called hedgehogs of constant13

width [11, 21]. These curves have two tangent lines in each direction, maintaining the same separation14

between any of these two lines. As a limiting case, when the width is zero, we have projective hedgehogs15

[13], which are curves with one tangent line in each direction.16

The usual way of working with curves of constant width is thanks to a special parameterization which17

uses the notion of a support function [15] or a similar approach [10]. The support function is one of the18

most central basic concepts in convex geometry and it is widely used in other areas such as stereology [3, 4]19

or geometric tomography [8].20

In the field of constant width curves, their parameterization by a support function is usually posed by21

trigonometric functions. In fact, motivated by Rabinowitz in [19], the algebraic equations of some families22

of constant width curves defined by trigonometric support functions have been studied in several papers23

(see [13], [17], [20] and [2]).24

Rational expressions are preferred in the field of computer-aided geometric design for exact curve repre-25

sentation. The aim of this paper is to work with rational constant width curves parameterized by rational26

functions. With this, curves of constant width can also be integrated into the scheme of rational Bézier27

curves. There are some previous works in this direction, such as [1] or [22]. Other related works are [14], [9]28

and [24].29

First, in Section 2 an introduction to support functions and rationally supported curves is presented.30

In particular, hedgehogs of constant width (the natural generalization of convex curves of constant width)31

are defined and it is recalled that any hedgehog of constant width can be seen as an offset of a projective32

hedgehog (seen as a curve of constant width 0).33

In Section 3 we focus on rationally parameterized curves of constant width. The constant width condition34

can be written in terms of the support function (Proposition 2). The first objective is to characterize the35

rational support functions for rational curves of constant width and for this task it is enough to characterize36

the rational support functions of projective hedgehogs. A denominator for the rational support function that37

can provide a rational projective hedgehog is said to be admissible (Definition 3). Theorem 1 characterizes38

all possible admissible denominators and provides a way to construct them by giving their roots. The39

same result, in fact, provides a method to construct rational support functions for curves of constant width40

(Algorithm 1) dependent on some free parameters.41

The second goal of the paper is to translate the free parameters for the construction of constant width42

curves into parameters with geometric meaning. In particular, in Section 4 a geometric Hermite interpolation43

problem is solved (Theorem 2): given an admissible denominator and a value for the width, a unique44

rationally parameterized curve of constant width is determined by its passage through certain user-controlled45

points and tangents. The result is constructive and offers an explicit expression for such a parameterization46

(Algorithm 2). Thus, a dynamic and interactive design of these curves is possible by choosing a set of points47

with their corresponding tangents. Some examples are illustrated in Section 5.48

Finally, in Section 5.3 we show that it is possible to join, G1-continuously, pieces of rational curves of49

different degrees in such a way that the resulting piecewise rational curve is of constant width. Thus, the50

use of piecewise curves increases the design freedom to construct curves of constant width and provides a51

way to avoid singularities in the constructed curves.52
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2. Support functions and constant width53

Given a 2π-periodic C2-function h : R → R, the envelope C of a family of supporting lines

X cos θ + Y sin θ = h(θ),

is said to be a hedgehog [12]. The function h is called a support function and represents the signed distance
from the origin to the corresponding supporting line to C that has normal vector (cos θ, sin θ). See Figure 2
for a visualization. The explicit parametric expression of C is

α(θ) = h(θ) (cos θ, sin θ) + h′(θ) (− sin θ, cos θ), θ ∈ [0, 2π[. (1)

θ

O

(θ)

h’(θ)
h(θ)α

α

Figure 2: A curve α parameterized by a support function h(θ). The parameter θ represents an angle.

Any C2-convex curve of positive curvature is a hedgehog and thus the definition includes any strictly
convex C2-curve of constant width. The curve α is regular if

∥∥α′(θ)
∥∥ =

∣∣h(θ)+h′′(θ)
∣∣ ̸= 0, for all θ ∈ [0, 2π[.

In this case, the curvature function of α is

κ =
1∣∣h+ h′′

∣∣ .
Thus, α is convex and regular if and only if h+ h′′ has no zero.54

Note that, given θ ∈ [0, 2π[, the supporting lines to α(θ) and α(θ+π) are parallel and that h(θ)+h(θ+π)55

equals the width of C in a direction v(θ) = (cos θ, sin θ), see Figure 3 (left). This gives rise to the following56

definition of constant width.57

Definition 1. A hedgehog parameterized by a support function h as in (1) is said to be of constant width
m ≥ 0 if

h(θ) + h(θ + π) = m,

for all θ ∈ [0, π[. A hedgehog is said to be projective if it is of constant width 0.58

Some examples of hedgehogs of constant width are in Figure 3. The limiting case when the support59

function satisfies h(θ) = −h(θ + π) corresponds to a projective hedgehog, which is double traced and of60

constant width 0.61

Remark 1. The importance of projective hedgehogs parameterized as in (1) is that one can use them to
construct hedgehogs of constant width as their offset curves. If h is a support function of a projective
hedgehog and m > 0 then

H = h+
m

2

is a support function of a hedgehog of constant width m, which is its continuous offset at a distance m
2 . And62

reciprocally, given any hedgehog of constant width, there is an associated projective hedgehog that can be63

computed as the locus of midpoints of the chords which measure the constant width [21].64
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h(θ)
h(θ + π)

Figure 3: Some hedgehogs of constant width. The curve on the left is a convex curve of constant width. The limiting case on
the right corresponds to a projective hedgehog.
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Figure 4: Geometric meaning of the parameters t and θ, related by a stereographic projection from (−1, 0) in the plane.

Our aim is to study constant width curves from the point of view of computer-aided geometric design.65

Since the curves in this field are mainly polynomial or rational, we will parameterize the curve using a66

support function but in a rational way. We will work in terms of the parameter t of the usual rational67

parameterization of the circle (Figure 4).68

There are some previous works, such as [9] and [24], that treated this kind of rational parameterizations,69

not only for planar curves but also for hypersurfaces in Rn. In particular, the authors proved that any70

hedgehog hypersurface (envelope of a family of supporting hyperplanes [11]) parameterized by a rational71

support function can be rationally parameterized. A detailed description of the planar case can be found in72

[22], which leads to the following definition.73

Definition 2. A curve β is said to be rationally parameterized by a support function f : R → R if it can be
written as

β(t) = f(t)

(
1− t2

1 + t2
,

2 t

1 + t2

)
+ f ′(t)

(
−t,

1− t2

2

)
, t ∈ R, (2)

where f is a rational function.74

Proposition 1. Any hedgehog parameterized by a trigonometric support function h as in (1) can be ra-75

tionally parameterized by a support function f as in (2), where the rational support function is f(t) =76

h(2 arctan t).77

Proof. Instead of expressing all possible normal directions through the usual parameterization of a circle,
i.e. (cos θ, sin θ), we will consider its rational parameterization, obtained from the stereographic projection

4



from (−1, 0), (
1− t2

1 + t2
,

2 t

1 + t2

)
, t ∈ R.

This reparameterization corresponds to the parameter change θ = r(t) = 2 arctan t, that is,

t = tan
θ

2
=

sin θ

1 + cos θ
, (3)

as it can be seen in Figure 4. Hence, if α is a hedgehog parameterized by a support function h as in (1),
then its reparameterization through r is

β(t) = α
(
r(t)

)
= h

(
r(t)

) (
cos r(t), sin r(t)

)
+ h′(r(t)) (− sin r(t), cos r(t)

)
.

Since h is trigonometric, f(t) = h
(
r(t)

)
= h(2 arctan t) is a rational function by construction. Finally, using

trigonometric identities and

f ′(t) = h′(r(t)) r′(t) = h′(r(t)) 2

1 + t2
,

we obtain (2).78

In general, not every hedgehog parameterized by a support function can be rationally reparameterized,79

as we show in the following example.80

Example 1. Consider a plateau-type function on [0, 2π[ given as

h(t) =

{
g(t) g(π − t), if t ≤ π,

−g(t− π) g(2π − t), if t > π,

where g(t) = u(t)
u(t)+u(1−t) , with

u(t) =

{
e−1/t, if t > 0,

0 if t ≤ 0.

The graph of h is in Figure 5 (left). Consider h being extended to R by periodicity, so as to make it81

2π-periodic.82

By construction h is C∞ and, in addition, h(t) + h(t + π) = 0, so that the hedgehog defined by the83

support function h is projective, see Figure 5 (right).84

However, this hedgehog (that is not trigonometric) cannot be rationally reparameterized by a rational85

support function. Any offset at a distance m to this projective hedgehog can be parameterized by a support86

function h + m
2 , and corresponds to a hedgehog of constant width m. These hedgehogs of constant width87

cannot be rationally reparameterized either. This shows that the class of rationally parameterized hedgehogs88

of constant width is smaller than the class of constant width hedgehogs.89

Remark 2. As noticed in [22], a rationally parameterized curve by a support function h as in (2) is convex
and regular if and only if

4h(t) + 2 t (1 + t2)h′(t) + (1 + t2)2 h′′(t) (4)

has no zero.90

3. Rationally supported curves of constant width91

In this section, we will study the conditions that the support function of a rationally parameterized curve92

of constant width must satisfy. First, we characterize the property of having constant width (see also [22]).93
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Figure 5: A plateau-type support function on [0, 2π[ (left) and its corresponding hedgehog, which is projective (right).

Proposition 2. A rationally parameterized hedgehog by a support function h is of constant width m ≥ 0 if
and only if

h(t) + h

(
−1

t

)
= m, (5)

for all t ∈ R+, considering in addition that

h(0) + lim
t→+∞

h(t) = m.

Proof. We must translate the condition h(θ) + h(θ + π) = m, for θ ∈ [0, π[, from the angle parameter θ
to the parameter t of the rational parameterization. The relation between these two parameters is given
by t = tan θ

2 (see Figure 4). Therefore, if θ ∈ [0, π[, then t ∈ [0,+∞[ = R+ and the parameter value t0
corresponding to an angle θ + π is

t0 = tan

(
θ

2
+

π

2

)
= − 1

tan( θ2 )
= −1

t
.

Finally, note that the limit limt→0 h
(
− 1

t

)
exists because the corresponding trigonometric curve of constant94

width via the parameter change is defined by a 2π-periodic function.95

96

From Proposition 2 it follows that a rationally parameterized hedgehog is projective if and only if

h(t) + h

(
−1

t

)
= 0.

The authors of [9] showed elegantly that odd rational support functions correspond to those rational
surfaces which can be equipped with a linear field of normal vectors (LN surfaces), and then that their
offsets are rational constant width surfaces. The planar version can also be deduced from [22], where it is
noted that any rationally parameterized curve is Pythagorean-hodograph, and thus, it has a rational offset.
For this reason and by Remark 1, we can focus without loss of generality on discussing what a support
function of a rational projective hedgehog must be. Let us suppose that

h(t) :=
p(t)

q(t)
,
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where p, q ∈ R[t] are non-zero polynomials without any common root, that is, gcd(p, q) = 1. In such a case
the support function

H = h+
m

2
=

p+ m
2 q

q

satisfies gcd
(
p+ m

2 q, q
)
= gcd(p, q) = 1 and it is the support function of a rational hedgehog of constant97

width m.98

We want to study bounded constant width curves (and so the associated projective hedgehogs). Nev-99

ertheless, one can easily find unbounded curves satisfying the condition we gave in Proposition 2 if the100

denominator of the support function has real roots. For example, in Figure 6 we see the curve obtained from101

the support function h(t) = 1+t2

2+3t−2t2 + m
2 with m = 20, that satisfies the constant width condition and has102

2 real roots.103

– 100 – 80 – 60 – 40 – 20 20

– 80

– 60

– 40

– 20

20

– 100 – 80 – 60 – 40 – 20 20

– 80

– 60

– 40

– 20

20

– 100 – 100

Figure 6: Unbounded rational curve satisfying the constant width condition.

In order to avoid unbounded curves, which are due to infinity limits, we will take the following assump-104

tions on the rational function h = p
q :105

1. The denominator q has only non-real complex roots. That is, q(t) ̸= 0 for all t ∈ R. As a consequence,106

q must be of even degree.107

2. The degree of the numerator p is less than or equal to the degree of the denominator q.108

What it is left is to impose the condition of being the support function of a rational projective hedgehog.
If n is the degree of the polynomial q, define two polynomials

p̂(t) := tn p

(
−1

t

)
, q̂(t) := tn q

(
−1

t

)
.

Thus, we can rewrite the condition (5) for m = 0 as

p(t) q̂(t) + p̂(t) q(t) = 0. (6)

Note that the definition of polynomials p̂ and q̂ is similar to the definition of reciprocal polynomials (see109

[18], pp. 58–59). We will see later in the proof of Theorem 1 that our polynomials satisfy a similar property110

for their roots.111

Our purpose is to find all pairs of polynomials p and q with the assumptions above and such that (6)112

is satisfied. The idea is that we will characterize all the possible denominators q and provide a method113

to compute the numerators p accordingly. If a denominator q is allowed for our purposes we will call it114

admissible, as we define below.115

Definition 3. We say that a polynomial q ∈ R[t] of (even) degree n is admissible if it is monic, it has116

only non-real complex roots and there exists a polynomial p ∈ R[t] of degree less than or equal to n, with117

gcd(p, q) = 1, such that p
q is a support function of a rationally parameterized projective hedgehog.118
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In the following theorem we characterize the admissible polynomials.119

Theorem 1. Let q ∈ R[t] be a polynomial of (even) degree n with only non-real complex roots. Then the120

following statements are equivalent:121

(i) The polynomial q is admissible.122

(ii) The polynomial q can be written as

q(t) =
(
1 + t2

)r0 s∏
j=1

(t− zj)
rj (t− z̄j)

rj

(
t+

1

zj

)rj(
t+

1

z̄j

)rj

, (7)

where zj ∈ C \ (R ∪ {i,−i}), rj , s ∈ N and the multiplicity r0 is an odd number or zero.123

Moreover, if (i) or (ii) holds, then q̂ = q.124

Proof. Let us show that (i) implies (ii). Since q is admissible, there exists a polynomial p of degree less than
or equal to n, with gcd(p, q) = 1, such that p

q is a support function of a rationally parameterized projective

hedgehog, that is, it satisfies (6):
p(t) q̂(t) + p̂(t) q(t) = 0.

Now, if z0 ∈ C \R is a root of q, it follows that p(z0) q̂(z0) = 0. Since gcd(p, q) = 1, we have q̂(z0) = 0, that
is, z0 is also a root of q̂. Moreover, if z0 is a root of multiplicity k ≥ 2 of q, so q′(z0) = 0, then differentiating
the previous expression we get

p′(t) q̂(t) + p(t) q̂ ′(t) + p̂ ′(t) q(t) + p̂(t) q′(t) = 0. (8)

If we evaluate this expression at t = z0 we find that p(z0) q̂
′(z0) = 0, so q̂ ′(z0) = 0, that means z0 is also a125

root of q̂ with multiplicity at least 2. We can proceed recursively to show that z0 is also a root of multiplicity126

k of q̂. Therefore, we have that q and q̂ are two polynomials with the same roots and same multiplicities.127

Notice that this happens if and only if q̂ = b q, for some b ∈ R \ {0}. We will see later that b = 1, which is128

the second part of the statement.129

Suppose now that zj ∈ C \ (R ∪ {i,−i}) is a root of multiplicity rj of q. We have proved that zj is also
a root of q̂ with multiplicity rj , so

0 = q̂(zj) = znj q

(
− 1

zj

)
, (9)

and therefore − 1
zj

is a root of q too (and of q̂) with multiplicity rj . To sum up, zj , z̄j , − 1
zj

and − 1
z̄j

are

roots of q with the same multiplicity. Note that the imaginary unit must be treated separately because if i
is a root of q then − 1

i = i. Thus, the polynomial q can be written as

q(t) =
(
1 + t2

)r0 s∏
j=1

(t− zj)
rj (t− z̄j)

rj

(
t+

1

zj

)rj(
t+

1

z̄j

)rj

,

where r0 ∈ N. Now, observe that

q̂(t) = tn q

(
−1

t

)
=
(
1 + t2

)r0 s∏
j=1

(−1− zj t)
rj (−1− z̄j t)

rj

(
−1 + t

1

zj

)rj(
−1 + t

1

z̄j

)j

=
(
1 + t2

)r0 s∏
j=1

(
− 1

zj
− t

)rj(
− 1

z̄j
− t

)rj

(−zj + t)rj (−z̄j + t)rj = q(t),

which proves the second part of the statement (i.e., b = 1). Note that the degree of q is n = 2r0 + 4r, with130

r being the sum of other multiplicities.131

8



Finally, we must prove that the multiplicity r0, corresponding to the complex roots ±i, is either zero or
odd. Suppose that r0 ̸= 0. From (6), as q = q̂, we deduce that

p+ p̂ = 0. (10)

Thus, if we evaluate at t = i,

0 = p(i) + p̂(i) = p(i) + in p

(
−1

i

)
= p(i)

(
1 + i2r0+4j

)
= p(i)

(
1 + (−1)r0

)
.

But p(i) ̸= 0, because q(i) = 0 and gcd(p, q) = 1. Therefore, r0 must be odd and we have proved (ii).132

Now let us prove that (ii) implies (i). If q is of the form of (7), we have already seen that q = q̂. It is133

only left to prove that there exists a polynomial p of degree less than or equal to n, with gcd(p, q) = 1, such134

that (6) or, equivalently, (10) is satisfied. By hypothesis, we know that r0 is an odd number or zero. This135

means that ±i are roots of q if and only if n
2 is odd.136

If n
2 is odd then we can write n = 2 (2k − 1), for some k ∈ N, and we can choose the polynomial

p(t) = t2k−2
(
1− t2

)
that has only real roots, so that gcd(p, q) = 1 and, in addition, satisfies (10) because

p̂(t) = tn p

(
−1

t

)
= tn

(−1)2k−2

t2k−2

(
1− 1

t2

)
= −t2k−2

(
1− t2

)
= −p(t).

If n
2 is even, then n = 4 k, for some k ∈ N, and moreover r0 = 0. In this case we can choose the

polynomial
p(t) = t2k−1

(
1 + t2

)
that has only real roots and the complex roots ±i, which are not roots of q, so that gcd(p, q) = 1. The
condition (10) is satisfied as well because

p̂(t) = tn p

(
−1

t

)
= tn

(−1)2k−1

t2k−1

(
1 +

1

t2

)
= −t2k−1

(
1 + t2

)
= −p(t).

This shows that the polynomial q is admissible.137

The proof of the theorem above also leads to the following results.138

Corollary 1. Let q ∈ R[t] be a monic polynomial of (even) degree with only non-real complex roots such139

that q = q̂. Then:140

1. If ±i are not roots of q, then q is admissible.141

2. If ±i are roots of q with odd multiplicity, then q is admissible.142

Remark 3. If q is admissible, note that the condition q = q̂ is necessary (as stated in Theorem 1), but it143

is not sufficient by itself as it is shown by the polynomials q(t) = (1 + t2)2k, k ∈ N (see actual sufficient144

conditions in Corollary 1).145

The theorem also gives us a relation between the coefficients of the polynomials of the rational support146

function.147

Corollary 2. Let q be an admissible polynomial of (even) degree n and let h = p
q be a rational support148

function of a rationally parameterized projective hedgehog. If q(t) =
∑n

i=0 qit
i and p(t) =

∑n
i=0 pit

i then149

• q = q̂ and qn−i = (−1)i qi, for i = 0, 1, . . . , n
2 ,150

• p = −p̂ and pn−i = (−1)i+1 pi, for i = 0, 1, . . . , n
2 .151
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The central term of q and p depends on the parity of n
2 . More precisely,

pn
2
=

{
free if n

2 is odd,

0 if n
2 is even,

qn
2
=

{
0 if n

2 is odd,

free if n
2 is even.

Proof. Since q is admissible, by Theorem 1 we have that q̂ = q. Thus, the polynomial

q̂(t) = tnq

(
−1

t

)
= (−1)nqn + (−1)n−1qn−1t+ · · ·+ q2t

n−2 − q1t
n−1 + q0t

n,

equals q if and only if their coefficients are the same. This implies qn−i = (−1)iqi, i = 0, 1, . . . , n
2 .152

Similarly, once we have that q̂ = q, substituting it in (6) we get p + p̂ = 0 and, analogously, we obtain153

the relations pn−i = (−1)i+1 pi, for i = 0, 1, . . . , n
2 .154

The discussion about the parity of n
2 follows directly from these relations.155

Remark 4. Let q be an admissible polynomial of (even) degree n. We have seen in Corollary 1 the156

importance of whether or not i is a root of q. In fact, from the previous results we can deduce the following157

claims.158

• If n = 4k − 2, for some k ∈ N, then i is a root of q, and therefore it is not a root of p.159

• If n = 4k, for some k ∈ N, then i is a root of p, and therefore it is not a root of q.160

Indeed, if n = 4k, from the relations between the coefficients of p from Corollary 2 we deduce that

p(t) =

2k−1∑
j=0

pjt
j
(
1− (−1)jt4k−2j

)
. (11)

In this case, the complex number z = i is not a root of q, see Theorem 1, but it is a root of p, as it follows
from expression (11) that

p(i) =

2k−1∑
j=0

pj i
j
(
1− (−1)j i4k−2j

)
=

2k−1∑
j=0

pj i
j
(
1− (−1)j (−1)j

)
= 0.

Example 2. Following Theorem 1 we can construct infinitely many examples of admissible polynomials161

that will lead us to a rational curve of constant width.162

Given an odd natural number r, polynomials such as

q(t) = (1 + t2)r,

are admissible, and they have ±i and − 1
±i = ±i as roots. Notice that these are the denominators of the163

rational expressions of cos
(
(2k + 1) t

)
and sin

(
(2k + 1) t

)
used in [2] and [22] to find examples of rational164

curves of constant width.165

Given θ ∈ R, we could also consider z = ±e±iθ and −1
z = ±e±i(π−θ) = ∓e∓iθ, so

q(t) =
(
1− 2 cos(θ) t+ t2

)r(
1 + 2 cos(θ) t+ t2

)r
=
(
1− 2 cos(2θ) t2 + t4

)r
,

which is admissible.166

Another way to find examples of admissible polynomials is to choose the coefficients qi as in Corollary 2.
For example, if we take the free coefficients q0 = 1, q1 = 1 and q2 = 1, then q3 = −q1 = −1, q4 = q0 = 1
and the resulting polynomial is

q(t) = 1 + t+ t2 − t3 + t4,

which has not ±i among its roots. Therefore, q is admissible (see the sufficient condition of Corollary 1).167
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Algorithm 1 (Construction of a rational curve of constant width).168

1. Choose a polynomial q of even degree n with only non-real complex roots. It can be done by providing169

its roots as in (7) of Theorem 1.170

2. Choose the coefficients of p(t) =
∑n

i=0 pi t
i such that

pn−i = (−1)i+1 pi, i = 0, 1, . . . ,
n

2
− 1,

with the central term

pn
2
=

{
0, if n

2 is even,

free, if n
2 is odd,

and such that gcd(p, q) = 1 (i.e., p and q have no common roots).171

3. A rationally parameterized projective hedgehog can be constructed with the rational support function
h = p

q as

α(t) = h(t)

(
1− t2

1 + t2
,

2t

1 + t2

)
+ h′(t)

(
−t,

1− t2

2

)
, t ∈ R.

4. Any offset to α at a distance m
2 is a rational hedgehog of constant width m that can be constructed as

β(t) =
(
h(t) +

m

2

)(1− t2

1 + t2
,

2t

1 + t2

)
+ h′(t)

(
−t,

1− t2

2

)
, t ∈ R.

The curve β is of degree less than or equal to 2n+ 2.172

Number of degrees of freedom:173

• If n = 4k − 2, for some k ∈ N, then n
2 = 2k − 1 is odd. The number of degrees of freedom is 2k + 1,174

which corresponds to the width, the central coefficient of p and the n
2 first/last coefficients of p.175

• If n = 4k, for some k ∈ N, then n
2 = 2k is even. The number of degrees of freedom is 2k + 1, which176

corresponds to the width and the n
2 first/last coefficients of p.177

In both cases the number of free parameters equals to 2k+1, with the width m being one of them. This178

will be important in the next section.179

Of course, once a rational parameterization of a curve of constant width has been found, its formulation180

as a rational Bézier curve is possible by changing the power monomial basis to the Bernstein basis [7].181

However, the number of free control points on the control polygon will depend on the degree n of the chosen182

admissible polynomial.183

4. The Hermite interpolation problem184

Once we know how the rational support function of a hedgehog of constant width is, our next step is185

to replace the free parameters it depends on (its degrees of freedom), by some other parameters having a186

geometric meaning instead. Particularly, in this section we will consider a Hermite interpolation problem.187

The two-point geometric Hermite interpolation problem is to find a curve β that passes through two
points, P0 and Pf , and matches tangent vectors at those points with predefined vectors [16, 6]. Here, we
want to show that given a set of points {Pi}ki=1 and its corresponding set of vectors, {vi}ki=1 we can obtain
rational parameterizations of hedgehogs of constant width, β, that interpolate the points and have tangent
lines at those points determined by such vectors:

β(ti) = Pi, and β′(ti) ∥ vi, i = 1, . . . , k. (12)

The number of points determines the degree of the denominator of the support function: given k points,188

the degree of q has to be 4k − 2 or 4k by the discussion above. Once we choose an admissible polynomial189
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q and the width m we are going to show that the solution of the Hermite interpolation problem is unique190

and, in fact, we will give its explicit expression.191

We will address the problem after a transformation of the initial data, that is, the given set of points192

{Pi}ki=1 and the corresponding set of vectors {vi}ki=1 into three sets of numbers, namely, a set of parameter193

values, {ti}ki=1, that determines the tangent directions, and two sets of signed distances, {di}ki=1 and {ei}ki=1,194

that determine the points.195

More specifically, given a point P and a vector v =
−−→
PQ = (vx, vy), where Q ̸= P, we can consider an

adapted positively oriented orthonormal basis {tv, nv} of R2 as

tv =
v

∥v∥
, nv = J tv,

where J =

(
0 −1
1 0

)
. Thus, we obtain the following data (see Figure 7):196

d

e
⇁⇀

– nvtv
P

Q

O

PQ

Figure 7: Given a point P and a vector v =
−−→
PQ, we compute three numbers, the parameter value t and the signed distances

d and e.

1. The parameter value t. We will assume that the orientation of the supporting line is the same as
that induced by the vector v. In this case, −nv = (cos θ, sin θ) defines the normal to the supporting
line. Thus, from the relation between the parameters θ and t given by (3), we have

t =
sin θ

1 + cos θ
=

−vx

vy +
√
v2x + v2y

. (13)

2. The signed distance d from the origin O to the line defined by the point P and the vector v is given
by

d = ⟨
−−→
OP,−nv⟩ =

det
(−−→
OP,v

)
∥v∥

. (14)

3. The signed distance e from P to the perpendicular foot from the origin O is

e = ⟨
−−→
OP, tv⟩ =

〈−−→
OP,v

〉
∥v∥

. (15)

With the new set of data, {ti}ki=1, {di}ki=1 and {ei}ki=1, the problem (12) can be reformulated as follows:
given an admissible polynomial q, we must find a rational support function h, with denominator q, of a
rational projective hedgehog such that {

h(ti) = di − m
2 ,

h′(ti) = ei
2

1+t2i
,

(16)
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for i = 1, . . . , k. Note that we consider di − m
2 as the new signed distance because we are looking for the197

support function h of the associated projective hedgehog, and that the term 2
1+t2 arises from the relation198

θ = 2arctan(t).199

The reason for finding the support function of the associated projective hedgehog lies in the following200

definitions and properties, which will let us find the explicit solution of the problem (16). As we will see,201

we will need to distinguish two cases depending on the (even) degree of q, which can be written either as202

4 k − 2 or 4 k.203

Notice that if we have a rational parameterization of a hedgehog of constant width (or a projective204

hedgehog), the parameter values t and − 1
t are linked as stated in Proposition 2. Therefore, the choice of205

these two parameter values will lead to redundant data. Also, note that the value 0 is not allowed.206

Definition 4. Given k ∈ N, we say that a set {ti}ki=1 ⊂ R \ {0} is an allowed set of parameters if ti ̸= tj207

and ti ̸= − 1
tj

for all i, j = 1, . . . , k such that i ̸= j. We say that a set of vectors {vi}ni=1 ⊂ R2 is allowed if208

they correspond to an allowed set of parameters {ti}ki=1.209

Next, we define two polynomials that will constitute a basis of interpolating polynomials which is adapted210

to our problem (see [5] or [23] as references for the solution of a generic Hermite interpolation problem).211

Definition 5. Given an allowed set of parameters {ti}ki=1, define the degree 4k − 2 polynomials

Mi(t) :=
(t− ti)

(
t+ 1

ti

)
(
ti +

1
ti

)
k∏

j=1, j ̸=i

(t− tj)
2

(
t+

1

tj

)2

k∏
j=1, j ̸=i

(ti − tj)
2

(
ti +

1

tj

)2
, i = 1, . . . , k,

and

Li(t) :=

(
t

(
t− ti +

2

ti

)
− 1

) k∏
j=1, j ̸=i

(t− tj)
2

(
t+

1

tj

)2

k∏
j=1, j ̸=i

(ti − tj)
2

(
ti +

1

tj

)2

+

(−ti −
2

ti

)
− 2

k∑
j=1, j ̸=i

(
1

ti − tj
+

1

ti +
1
tj

)Mi(t), i = 1, . . . , k.

Now, let us denote by Hn the set of polynomials

Hn :=

{
p ∈ R[t] : deg(p) ≤ n and p(t) + tn p

(
−1

t

)
= 0

}
which is a vector space. If p is a polynomial of degree 4k−2 such that p+ p̂ = 0, we have seen in Corollary 2212

that the 2k first/last coefficients of p determine the entire polynomial. Therefore, H4k−2 is a vector space213

of dimension 2k.214

A straightforward computation shows the following properties (see an example in Figure 8 for the case215

k = 2).216

Lemma 1. Given an allowed set of parameters {ti}ki=1, the polynomials {Li, Mi}ki=1 satisfy

Li(tj) = δij , Mi(tj) = 0,

L′
i(tj) = 0, M ′

i(tj) = δij , i, j = 1, . . . , k.
(17)

Moreover, Li and Mi belong to H4k−2 for i = 1, . . . , k.217
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0.5

1.0

M1

M2

L1

L2

t1 t2 t2t1

– 0.5

– 1.0

– 1.0 – 0.5 0.5 1.0 1.5– 1.0 – 0.5

– 0.4

0.4

0.8

0.5 1.0 1.5

Figure 8: For k = 2, given a set of parameters {t1, t2}, where t1 = 4−
√
17 and t2 = 1

7

(√
53 + 2

)
, a plot of the functions Mi

and Li, i = 1, 2, from Lemma 1.

Lemma 2. Given an allowed set of parameters {ti}ki=1, the polynomials {Li, Mi}ki=1 constitute a basis of218

the vector space H4k−2.219

Proof. As a consequence of Lemma 1, the set {Li, Mi}ki=1 is linearly independent. Moreover, the dimension220

of the vector space H4k−2 is 2k. Therefore, {Li, Mi}ki=1 is a basis of H4k−2.221

As a consequence of the previous lemmas we have the following result.222

Proposition 3. Given an allowed set of parameters {ti}ki=1 and two sets of real numbers {ai}ki=1 and
{bi}ki=1, the polynomial

p(t) :=

k∑
i=1

ai Li(t) +

k∑
i=1

bi Mi(t)

is the unique polynomial of degree ≤ 4k − 2 that satisfies p(ti) = ai, p
′(ti) = bi and

p(t) + t4k−2p

(
−1

t

)
= 0. (18)

Given an admissible denominator q of degree 4k−2, the computation of the numerator as in Proposition 3223

will provide us the polynomial of degree ≤ 4k− 2 that satisfies the property we were looking for and solves,224

in addition, a Hermite problem.225

However, if q is of degree 4k, the computed polynomial p satisfies (18) although we want it to satisfy the
same relation but having a term t4k instead of t4k−2. In this case we define p̃(t) :=

(
1 + t2

)
p(t), and one

can check that indeed

p̃(t) + t4k p̃

(
−1

t

)
= 0,

so that p̃(t) satisfies the property we were looking for and its unicity follows from the unicity of p as a226

solution of a Hermite problem.227

Recall that since we know that i is not a root of q, it must be a root of the numerator by Remark 4.228

In the following result we provide the explicit solution of our Hermite problem in a constructive manner.229
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Theorem 2. Given a set of points {Pi}ki=1, a set of allowed vectors {vi}ki=1, a width m ≥ 0 and an
admissible polynomial q of degree 4k − 2 or 4k, for some k ∈ N, there exists a unique rationally supported
hedgehog β of constant width m satisfying

β(ti) = Pi, and β′(ti) ∥ vi, i = 1, . . . , k,

where {ti}ki=1 is the allowed set of parameters associated with {vi}ki=1 from (13). More specifically, let H be
its rational support function and let

p(t) :=

k∑
i=1

ai Li(t) +

k∑
i=1

bi Mi(t).

1. If q is of degree 4k − 2, then H(t) := p(t)
q(t) +

m
2 , with

ai =
(
di −

m

2

)
q(ti) and bi = 2 ei

q(ti)

1 + t2i
+
(
di −

m

2

)
q′(ti). (19)

2. If q is of degree 4k, then H(t) := (1+t2) p(t)
q(t) + m

2 , with

ai =
(
di −

m

2

) q(ti)

1 + t2i
, and bi =

2 ei q(ti) +
(
di − m

2

) (
q′(ti) (1 + t2i )− 2 ti q(ti)

)(
1 + t2i

)2 . (20)

Here di and ei are the signed distances obtained from the points Pi and vectors vi by the expressions (14)230

and (15).231

Proof. The first step is to obtain the values of the parameters ti and the signed distances di and ei from the232

points Pi and vectors vi using expressions (13), (14) and (15). Notice that once an admissible denominator233

q is chosen, we know how to solve a Hermite problem for the numerator, being this numerator either equal to234

p(t) or equal to p(t)
(
1+t2

)
depending on the degree of q. Therefore, it is just a matter of finding appropriate235

values ai and bi such that the resulting rational support function H = h+m
2 will satisfy, indeed, the constant236

width condition: H(t) +H(−1/t) = m, for all t ∈ R.237

The problem we must solve is {
H(ti) = di,

H ′(ti) = ei
2

1+t2i
, i = 1, . . . , k,

(21)

where H = h+ m
2 , with238

1. h(t) := p(t)
q(t) , if q is of degree 4k − 2, or239

2. h(t) := (1+t2) p(t)
q(t) , if q is of degree 4k.240

In the first case, from the equations (21) we get{
p(ti) =

(
di − m

2

)
q(ti),

p′(ti) q(ti)− p(ti) q
′(ti) = ei

2
1+t2i

q(ti)
2.

Using the first equation, we can write p(ti) =
(
di − m

2

)
q(ti),

p′(ti) = 2 ei
q(ti)
1+t2i

+
(
di − m

2

)
q′(ti).
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The right-hand side of these two equations are the values ai and bi, respectively, as given in Proposition 3241

that we must set in the Hermite interpolation problem that finds p.242

In the second case, the equations (21) turn into p(ti) =
(
di − m

2

) q(ti)
1+t2i

,(
p′(ti)

(
1 + t2i

)
+ p(ti) 2 ti

)
q(ti)− p(ti)

(
1 + t2i

)
q′(ti) = ei

2
1+t2i

q(ti)
2,

and again, using the first equation, these can be rewritten as
p(ti) =

(
di − m

2

) q(ti)
1+t2i

,

p′(ti) =
2 ei q(ti)+(di−m

2 )
(
q′(ti) (1+t2i )−2 ti q(ti)

)
(1+t2i )

2 .

The right-hand side of these equations provide the values ai and bi, respectively, in this case.243

Algorithm 2 (Construction of a rational curve of constant width interpolating a set of points with a set of244

tangent directions).245

1. Choose an even degree polynomial q(t) =
∑n

i=0 qi t
i with only non-real complex roots, where n = 4k − 2246

or n = 4k, for some k ∈ N. It can be done by providing its roots as in (7) of Theorem 1.247

2. Compute the real numbers {ti}ki=1, {di}ki=1 and {ei}ki=1 corresponding to the prescribed points and248

tangent directions, {Pi}ki=1 and {vi}ki=1, using the relations (13), (14) and (15), respectively.249

3. According to Theorem 2, construct p and the support function H, for some m ≥ 0.250

4. Construct the rationally parameterized hedgehog by the rational support function H as

β(t) = H(t)

(
1− t2

1 + t2
,

2t

1 + t2

)
+H ′(t)

(
−t,

1− t2

2

)
, t ∈ R,

which interpolates the points {Pi}ki=1 and the tangent directions {vi}ki=1.251

5. Examples with admissible polynomials of low degree252

In this section we will show some examples and we will give a guide for the choice of admissible polynomi-
als for some low degree cases. For example, for degree n = 2, by Theorem 1, the only admissible polynomial
is q(t) = 1 + t2. Analogously, for degree n = 4, since the multiplicity of the roots ±i must be odd or zero,
the only way of getting an admissible polynomial is

q(t) = (t− z1) (t− z̄1)

(
t+

1

z1

)(
t+

1

z̄1

)
,

where z1 is a non-real complex root different from ±i that can be freely chosen.253

In Table 1 we show for degrees up to n = 12 the possible choices of the admissible polynomial q. After254

choosing an admissible polynomial, q, of (even) degree n, the number of free parameters in p for determining255

the associated constant width hedgehog, depends on the parity of n
2 . If

n
2 is even, the number of degrees of256

freedom is n
2 and otherwise is n

2 + 1. Thus the number of points and tangents to be interpolated is half the257

number of degrees of freedom.258

From the designer’s workflow point of view, things are done conversely. What a designer would probably259

decide first is how many points wants to interpolate and then, consequently, would choose the degree of the260

admissible polynomial q. If the user wants to generate a curve interpolating k points and tangents, then 2k261

degrees of freedom are needed for p, so the admissible polynomial could be of degree 4k − 2 or of degree262

4k as well. In Table 1 we also show the number of free parameters in p and the corresponding number of263

interpolating points for each case. Note that, additionally, we will have the width m as a free parameter.264
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Degree

of q

Free parameters in p:
n
2 if n

2 is even,
n
2 + 1 if n

2 is odd

Admissible q

Number of

interpolation

points

n = 2 2 r0 = 1, i.e., q(t) = 1 + t2 1

n = 4 2
r0 = 0, one root, z1, with r1 = 1, i.e.,

q(t) = (t− z1) (t− z̄1)
(
t+ 1

z1

)(
t+ 1

z̄1

) 1

n = 6 4
r0 = 1 and one root, z1, with r1 = 1,

or r0 = 3
2

n = 8 4
r0 = 0 and two roots z1, z2 with r1 = r2 = 1,

or r0 = 0 and one root z1 with r1 = 2
2

n = 10 6

r0 = 1 and two roots z1, z2 with r1 = r2 = 1,

r0 = 1 and a root z1 with r1 = 2,

r0 = 3 and a root z1 with r1 = 1,

or r0 = 5

3

n = 12 6

r0 = 0 and one root z1 with r1 = 3,

r0 = 0 and two roots z1, z2 with r1 = 2, r2 = 1, or

r0 = 0 and three roots z1, z2, z3 with r1 = r2 = r3 = 1

3

Table 1: Possible choices of an admissible polynomial q.

Recall that given an admissible polynomial q of (even) degree n, the hedgehogs of constant width that265

we can construct from q are of degree less than or equal to 2n+ 2 (see Algorithm 1). As a consequence, we266

have that the degree of the curve rises quite quickly, which can be seen as a drawback, see Table 1.267

Now we will show some examples in order to illustrate which are the possibilities when we want to268

interpolate k points and the corresponding tangents.269

5.1. Two points and two vectors270

Consider the two-point geometric Hermite interpolation problem, so admissible polynomials of degrees271

n = 6 and n = 8 are needed.272

In Figure 9, with two different admissible polynomials of degree n = 6, we interpolate the same points
and tangents with two different curves of the same constant width, m = 18. Particularly, we choose the
points P1 = (10, 0),P2 = (−3, 9) and the vectors v1 = (1, 4), v2 = (−7,−2). Thus,

t1 = 4−
√
17, t2 =

1

7

(
2 +

√
53
)
, d1 =

40√
17

, d2 =
69√
53

, e1 =
10√
17

, e2 =
3√
53

.

The admissible polynomials we have considered are q(t) = (1 + t2)3 for the first curve (in blue) and for the273

second curve (in red) q is built considering r0 = 1 and the free root z1 = 2− i. The difference between both274

curves makes us notice the impact on the choice of the admissible polynomial.275

In Figure 10, we have considered an admissible polynomial of degree n = 8 with the roots z1 = 1+ i and
z2 = 2− i for both curves. In the left curve we interpolate again the same data we considered in Figure 9.
For the right curve we have taken the width m = 30, the points P1 = (10, 0), P2 = (−3, 9) again, but now
the vectors are v1 = (− 1

2 , 4), v2 = (−5, 0). Thus,

t1 = −8 +
√
65, t2 = 1, d1 = 16

√
5

13
, d2 = 9, e1 = −2

√
5

13
, e2 = 3.

276
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P1

P2

P1

Figure 9: Two rational hedgehogs of the same constant width interpolating two given points and tangents with an admissible
polynomial of degree n = 6. It is q(t) = (1 + t2)3 in the first one (in blue) and in the second (in red) q is built considering
r0 = 1 and the free root z1 = 2− i.
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– 20
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– 5
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P2

P1

P2

P1

Figure 10: Two rational hedgehogs of constant width interpolating two given points and tangents. Both figures correspond to
the admissible polynomial of degree n = 8 with the roots z1 = 1+ i and z2 = 2− i. The first curve interpolates the same data
of Figure 9 and also has the same width. A different set of data and a width m = 30 is considered for the second figure.

Finally, we graph three more examples in Figure 11, for degree n = 8, with the following admissible
polynomials:

q(t) =
(
4 + t2

)2(1

4
+ t2

)2

, q(t) =
(
1 + t4

)2
and q(t) = t8 + 2 t6 + 3 t4 + 2 t2 + 1.

We have considered the same initial data for the three figures, specifically, we take again the data we277

interpolate in the second curve of Figure 10, namely the points P1 = (10, 0), P2 = (−3, 9), the vectors278

v1 = (− 1
2 , 4), v2 = (−5, 0), but now a width m = 18.279

5.2. A higher number of points and vectors280

Of course, the same methodology we have followed can be applied for any set of points and tangents.281

From the examples we observe that given an initial set of data (points and tangents) and a width value, the282

convexity of the interpolated hedgehog of constant width depends heavily on the choice of the admissible283

polynomial. See some examples in Figure 12, where we interpolate three and five points and tangents using284

different admissible polynomials.285

5.3. A piecewise rational support function286

Finally, in this section we want to show that it is possible to join G1-continuously pieces of rational287

curves of constant width of different degrees having the same constant width. This increases the construction288
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Figure 11: Three rational curves of constant width m = 18 obtained by interpolation of the same two points and tangents. The

chosen admissible polynomials are q(t) = (4+ t2)2
(
1
4
+ t2

)2
, q(t) =

(
1+ t4

)2
and q(t) = t8 +2 t6 +3 t4 +2 t2 +1, respectively.

P1

v1

P2P3P4

P5

P1

P2

P3

P1

P2

P3

v2

v3

v4

v5

v1

v2

v3

v1

v2

v3

Figure 12: On the left/middle, two rational hedgehogs of the same constant width interpolating the same three points and
tangents. The first one (in red) is constructed with q(t) = (1 + t2)5 (n = 10). For the second curve (in green), an admissible
polynomial q of degree n = 12 is chosen taking r0 = 0 and the root z1 = 1 − i with multiplicity 3. On the right, a rational
hedgehog of constant width interpolating five points and tangents taking the admissible polynomial q(t) = (1 + t2)9 (n = 18).

possibilities of rational curves of constant width and allows a better control on the final shape of the curve.289

This is particularly useful if we want to avoid singularities in the constructed curves.290

With this aim we can construct a piecewise support function so that the associated rationally supported
constant width hedgehog is a spline curve. Let us illustrate this with an example. If we consider

H(t) =


p1(t)
q1(t)

if t ∈ [t0, t1],

p2(t)
q2(t)

if t ∈ [t1, t2],
(22)

and proceed as in Algorithm 2 for each piece we can get a spline curve as the one in Figure 13.291

Now, let us explain in detail the way we have generated this example. Given a width m and two
interpolating points and tangents, consider an admissible denominator of degree 8 with r0 = 0 and two
roots z1 = 1 + i and z2 = 2− i:

q1(t) = (t− z1) (t− z̄1)

(
t+

1

z1

)(
t+

1

z̄1

)
(t− z2) (t− z̄2)

(
t+

1

z2

)(
t+

1

z̄2

)
=

1

10

(
10 t8 − 42 t7 + 57 t6 + 6 t5 − 34 t4 − 6 t3 + 57 t2 + 42 t+ 10

)
.
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Figure 13: A spline curve of constant width with a piecewise-defined support function as in (22). The admissible denominator
q1 of the first arc (in red) is of degree 8 with r0 = 0 and two roots z1 = 1 + i and z2 = 2 − i. The one for the second arc (in
blue) is q2(t) = (1 + t2)5, which is of degree 10.

By Theorem 2 we can compute the rational support function H1 = p1

q1
of the curve of constant width that292

interpolates these points and tangents. The result is the curve in Figure 14 (left), which is not regular.293

Figure 14: A singular hedgehog of constant width interpolating two points and tangents (left), from which a regular arc together
with its antipodal arc is chosen (middle) and another curve of constant width that interpolates three points and vectors is
constructed so as to fit the chosen arcs G1-continuously.

By Remark 2, a rationally parameterized curve by a support function h is convex and regular if and only
if the function of (4), namely,

4h(t) + 2 t (1 + t2)h′(t) + (1 + t2)2 h′′(t)

has no zero. In our case, this function for H1 has 4 zeros that correspond to 4 singular points in the294

constructed hedgehog of constant width; blue points of Figure 14 (left). A plot of this function is in295

Figure 15.296

In this case, we can easily remove these singularities as follows. First, notice that once an arc of a curve297

of constant width is fixed, the corresponding arc of antipodal points is fixed as well. Therefore, it is enough298

to choose a regular arc of our curve of constant width such that its corresponding antipodal arc is regular299

as well. The starting and final points and tangents of these arcs are known. In our example, it is enough if300

we consider the arc provided by the initial data, see Figure 14 (middle).301

Now, we can close the curve of constant width G1-continuously by means of a new regular arc that inter-302

polates the corresponding start and end points with their tangents and possibly more points and tangents303

in between. In Figure 14 (right) a third point and tangent has been taken using an admissible polynomial304

q2(t) = (1 + t2)5 of degree n = 10. Again, by Theorem 2 we can compute the rational support function p2

q2
305

that interpolates these points and tangents.306

Joining both regular arcs together with their antipodal arcs results in the convex curve of constant width307

plotted in Figure 13.308
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Figure 15: A plot of the function 4H1(t) + 2 t (1 + t2)H′
1(t) + (1 + t2)2 H′′

1 (t). It has 4 zeros that correspond to 4 singular
points in the rationally parameterized hedgehog of constant width.

6. Conclusions and perspectives309

In this paper we have studied the class of rationally parameterized curves of constant width by a support310

function. We obtained an explicit expression of the rational support function such that the constant width311

condition is satisfied. We focused in the case of characterizing rational projective hedgehogs as any rational312

hedgehog of constant width can be obtained as an offset to these curves.313

First, we characterized all the possible denominators q for this support function, which we called admis-314

sible, and then we showed that given an admissible denominator, we could compute the coefficients of the315

numerator having several degrees of freedom. This produced a constructive method to generate these curves316

by the user choice of some free parameters.317

In the second part of the paper, we translated the degrees of freedom on parameters with geometrical318

meaning and solved a geometric Hermite problem: given an admissible denominator and a width, there319

is a unique hedgehog of such a constant width that interpolates a set of chosen points and tangent lines.320

Our solution is constructive and provide a method to design these curves from user-controlled points and321

tangents. We showed several examples constructed with this method for different degrees of admissible322

denominators.323

In the examples we have seen that there is a strong dependence on the initial data, both on the points324

and tangents but also the chosen admissible denominator. The resulting curve is of course not necessarily325

convex. In such a case, we have shown that a piecewise construction of a curve of constant width can be326

helpful to avoid singularities, however, this procedure is not entirely automatic. Automatic detection and327

generation of singularity-free curves of constant width while maintaining the overall shape of a given singular328

hedgehog of constant width is an interesting problem that can be studied in a future work.329
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