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Summary

Record linkage brings together information from records in two or more data sources that are
believed to belong to the same statistical unit based on a common set of matching variables.
Matching variables, however, can appear with errors and variations and the challenge is to link sta-
tistical units that are subject to error. We provide an overview of record linkage techniques and spe-
cifically investigate the classic Fellegi and Sunter probabilistic record linkage framework to assess
whether the decision rule for classifying pairs into sets of matches and non-matches can be im-
proved by incorporating a statistical prediction model. We also study whether the enhanced linkage
rule can provide better results in terms of preserving associations between variables in the linked
data file that are not used in the matching procedure. A simulation study and an application based
on real data are used to evaluate the methods.
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1 Introduction

The aim of record linkage is to merge statistical units across different data sources based on a
set of common matching variables. In the deterministic approach, a set of rules is used to clas-
sify pairs of records as matches and non-matches. This requires exact agreement based on spec-
ified matching variables; for example, the National Insurance number, the UK equivalent of a
tax file number and surname agree exactly to be declared a match (Harron et al. 2016). How-
ever, matching variables may appear with errors, variations and missing values; hence, probabi-
listic record linkage is used. In probabilistic record linkage, records are matched based on a
probabilistic rule that the records belong to the same unit (see Newcombe et al. 1959; Fellegi
& Sunter 1969).

At the end of the record linkage process, a linked dataset is produced, and further statistical
analysis can be carried out. Record linkage is an important tool that can be used to study rela-
tionships between information contained in administrative data and other data sources. For in-
stance, record linkage is used in many applications in official statistics, including population
size estimation at National Statistical Institutes (NSIs) through a linkage of a
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post-enumeration survey to the census. Many NSIs are considering replacing traditional cen-
suses with linked population registers, administrative data and surveys.
In probabilistic record linkage, the statistical quality of the linked dataset depends on the

matching variables used in the record linkage process. If matching variables have low errors
and are able to distinguish between units, the record linkage process will be of high quality.
However, users may be restricted on the use of matching variables due to privacy and confiden-
tiality. For example, first and last names and addresses would not be available on a dataset for
users. In addition, matching variables can be affected by missing data and variations. Thus, the
matching variables that are ultimately used may have low power in determining the class of
matches and non-matches under the procedure of probabilistic record linkage.
In this paper, we focus on the role of statistical prediction models to enhance the probabilistic

record linkage procedure. This is motivated by the fact that the linked file may be used for com-
plex statistical analyses where relationships between variables should be preserved, particularly
for those variables that may not be included in the matching process. Indeed, this idea was ini-
tially studied by Scheuren &Winkler (1993) and Scheuren &Winkler (1997). They highlighted
that ‘it is important to conceptualise the linkage and analysis steps as part of a single statistical
system’. They showed that a more integrated record linkage approach with linear regression
modelling may improve the linkage and, hence, we also focus on the quality of the estimates
calculated from the linked data file.
In Section 2, we provide an overview of deterministic and probabilistic record linkage ap-

proaches, particularly with details on the Fellegi & Sunter (1969) framework, which will form
the basis of investigating the enhanced strategies in Section 3. For the purpose of covering the
literature, we also present in Section 2 other approaches of data linkage. The focus of this paper
is to enhance the Fellegi & Sunter (1969) framework, and we propose to include predictions
from statistical models in the set of matching variables in Section 3. In Section 4, we present
the results of a simulation study that we designed to investigate the behaviour of the proposed
enhanced record linkage strategies based on the Fellegi & Sunter (1969) framework. In Section
5, we show an application based on real data from the 1991 Israel Income Survey. We conclude
in Section 6 with conclusions and future directions.

2 Overview of Record Linkage

In this section, we provide a description of deterministic and probabilistic record linkage and
also mention other developments in these areas, particularly when training data may be
available.

2.1 Deterministic Record Linkage

The term record linkage was introduced by Dunn (1946) in the context of linking medical re-
cords at an individual level. In particular, the Dominion Bureau of Statistics in Canada devel-
oped a system where information related to names was added into punch cards, and then lists
were printed for verification and subsequent review by Canadian agencies. At that time, this ap-
proach was more cost-effective than matching the paper files manually.
In deterministic record linkage, also known as exact or rules-based record linkage, the re-

cords present in two files must agree exactly on every character of every matching variable so
that the linker can conclude that they correspond to the same unit (Roos & Wajda 1991;
Shlomo 2019). A set of rules based on exact agreement/disagreement results between corre-
sponding fields in potential record pairs are applied (Grannis et al. 2002).
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This approach is generally used when a high-quality identifier is available, which can dis-
criminate the units, such as an ID number from tax or national insurance. As an example, the
community health index is used in the Scottish Record Linkage System (Harron et al. 2016).
If an ID number is not available, matching variables, such as age and place of residence, can
be concatenated in order to create a unique ID number. For example, Clark et al. (2019) use
a deterministic record linkage approach to link ambulance and emergency department data in
the UK based on the ambulance incident number and the vehicle shift number. However,
matching variables may be prone to error (Grannis et al. 2002; Shlomo 2019). Therefore, it is
important to highlight that deterministic record linkage techniques are typically prone to
missed-matches because any recording errors (e.g. spelling error) or missing values can prevent
a set of identifiers from agreeing. However, false-match rates are usually low (Grannis
et al. 2002).

There have been approaches to allow for errors and variations in matching variables, also
known as fuzzy matching. One way to quantify differences for textual attributes such as names
or addresses is via phonetic codes or string distance functions (Cohen et al. 2003). The
Jaro–Winkler distance performs well for the comparison of strings that have less than nine char-
acters (Winkler 1990, 2006).

There are other modifications of deterministic linkage available in the literature, for example,
stepwise deterministic record linkage where a succession of rules are used and the n � 1 deter-
ministic approach, where a link is made if all but one of a set of n identifiers agree and linkage is
based on partial identifiers (Maso et al. 2001; Abrahams & Davy 2002; Mears et al. 2010).
Abrahams & Davy (2002) link maternity records to Office for National Statistics (ONS) birth
records, whereas Mears et al. (2010) apply record linkage in the context of stroke patient care.

Deterministic record linkage approaches are characterised by their simplicity and computa-
tional scalability. They can be used as baseline comparison methods or as the first part of a
blocking stage in probabilistic record linkage where blocks are created to reduce the search
space of possible matches. Only the record pairs within the block are examined for possible
matches. Another recent development proposed by Chipperfield et al. (2018) is the calculation
of quality measures of precision and recall for a deterministic record linkage.

2.2 Probabilistic Record Linkage

Newcombe et al. (1959) was the first work that proposed a probabilistic approach to record
linkage and the first automatic computer-based approach. In their application, they linked
34 138 birth records from 1955 British Columbia to 114 471 records of marriage from 1945.
The linked file was then used in further studies (Newcombe & Rhynas 1962; Newcombe 1965;
Newcombe & Tavendale 1965). The authors introduced a weight that is assigned to each pair of
records. In particular, a frequency analysis of the data is carried out to calculate a weight for
each variable based on the ratio of the number of agreements on the value of a variable for
matched pairs compared with the number of agreements on the value of a variable for un-
matched pairs (or random agreements). The weights for each variable are then aggregated to ob-
tain an overall weight for the record pair. A large weight means that there is more chance of a
correct match, whereas a small weight means that there is little chance of a correct match.
The magnitude of the contribution to the weight depends on the discriminatory power of the
identifiers (Zhu et al. 2009). The matching variables, however, are subject to errors so there
can be an erroneous agreement on the value of the variable, which is also reflected in the weight
(Shlomo 2019).

Empirical literature comparing the deterministic and probabilistic approaches have shown
consistent improvements of probabilistic techniques over deterministic methods (Tromp
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et al. 2011; Dusetzina et al. 2014; Sadosky et al. 2015; Chen et al. 2018; Avoundjian
et al. 2020).
In the next section, we provide more details of the Fellegi & Sunter (1969) probabilistic re-

cord linkage framework, which is the focus of our research.

2.3 Fellegi and Sunter Framework of Probabilistic Record Linkage

The traditional probabilistic record linkage is based on the Fellegi and Sunter (F&S) ap-
proach that formalised Newcombe’s ideas mathematically and placed it into a decision theory
framework (Fellegi & Sunter 1969).
Consider two datasetsA andB to be linked with dimensions nA and nB, respectively, and let the

records in each dataset be denoted by a ∈ A; b ∈ B. The record pairs are denoted by the product
space A� B ¼ a; bð Þ; a ∈ A; b ∈ Bf g. The pairs are to be classified into three classes: true
matches (M), true non-matches (NM) and potential matches, which will need to undergo clerical
review (Fellegi & Sunter 1969; Herzog et al. 2007).
We denote by X að Þ and X bð Þ the set of K matching variables for entity a in A and b in B,

respectively. We assume that there is no duplication on X að Þ and X bð Þ in the datasets. Based
on these, the goal is to find a set of matches M ¼ fðX ðaÞ; X ðbÞÞja ¼ bg and a set of
non-matches NM ¼ fðX ðaÞ; X ðbÞÞja ≠ bg. [Correction added on 26 December 2022, after first
online publication: the extra vertical line ‘|’ has been removed in the preceding equations.]
Under this set up, we define a comparison vector γ for each record pair and define the com-

parison space C :X að Þ � X bð Þ→Γ , composed of comparison vectors γ ∈ Γ representing an
agreement pattern. In the simplest agreement pattern case, we define 1 for agree and 0 for dis-
agree on a value of the match variable k, j = 1, …, K. For example, if we consider three
matching variables with a binary agreement pattern, we can have the following vector for pair
j: γ j ¼ γ j1; γ

j
2; γ

j
3

� � ¼ 1; 0; 1ð Þ, which means agreement on variable 1, disagreement on variable
2 and agreement on variable 3.
The F&S framework defines the m-probability as the conditional probability that a record pair

j has an agreement pattern γ j given that it is a match (M), denoted as m ¼ P γ jjMð Þ, and the u-
probability as the conditional probability that a record pair j has an agreement pattern γ j given
that it is not a match (NM), denoted as u ¼ P γ jjNMð Þ. Finally, let P Mð Þ be the marginal prob-
ability of a correct match.
The probability of interest is the match probability given an agreement pattern γ j: P Mð jγ jÞ.

According to Bayes’ theorem, this is the posterior probability calculated as follows:

PðM jγ jÞ ¼ Pðγ jjMÞPðMÞ
Pðγ jÞ ¼ Pðγ jjMÞPðMÞ

Pðγ jjMÞPðMÞþPðγ jjNMÞð1 � PðMÞÞ
¼ 1

1þ Pðγ jjNMÞð1 � PðMÞÞ
Pðγ jjMÞPðMÞ

: (1)

Fellegi & Sunter (1969) introduce the following decision rule: The agreement (likelihood) ratio
R γ jð Þ ¼ P γ jjMð Þ=P γ jjNMð Þ is defined as the test statistic (overall score) for record pair j, be-
cause maximising the likelihood ratio is the same as maximising the posterior probability of
P Mð jγ jÞ. Therefore, one can simply order the likelihood ratiosR γ jð Þ and choose an upper cutoff
Wþ and a lower cutoffW� for determining the correct matches and correct non-matches accord-
ing to ex ante error bounds on false matches and false non-matches. The linkage rule
F :Γ→ M ; C; NMf g maps a record pair j comparison value to a set of three classes—matches
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(M), non-matches (NM) and a set of undecided cases for manual clerical review (C)—defined as
follows:

F :

γ jϵM if R γ j
� �

≥ Wþ

γ jϵNM if R γ jð Þ ≤ W�

γ jϵC otherwise

8><>: : (2)

The F&S framework assumes conditional independence across matching variables. This means
that the errors associated with one matching variable are independent of the errors associated
with another matching variable. Under conditional independence, the m- and u-probabilities
can be decomposed according to the K matching variables as follows:

P γ jjM� � ¼ P γ j1jM
� �� P γ j2jM

� ��…� P γ jK jM
� �

and

P γ jjNM� � ¼ P γ j1jNM
� �� P γ j2jNM

� ��…� P γ jK jNM
� �

:

The likelihood ratio for record pair j then becomes

R γ j
� � ¼ P γ jjMð Þ

P γ jjNMð Þ ¼
P γ j1jM
� �� P γ j2jM

� ��…� P γ jK jM
� �

P γ j1jNM
� �� P γ j2jNM

� ��…� P γ jK jNM
� �:

Taking the log transformation, the overall score based on the likelihood ratio for record pair j is
the sum:

log R γ j
� �� � ¼ log

P γ j1jM
� �

P γ j1jNM
� � !

þ log
P γ j2jM
� �

P γ j2jNM
� � !

þ…þlog
P γ jK jM
� �

P γ jK jNM
� � !

: (3)

We acknowledge that in real data applications, there might be dependencies across attributes;
hence, the conditional independence assumption may be violated. However, a large variety of
record linkage applications showed good quality of the linked products even under this assump-
tion (see, e.g. Herzog et al. 2007).

As noted by Christen (2012), one of the challenges of the probabilistic record linkage is the
estimation of the m- and u-probabilities. In practice, these may be known from manual assess-
ment of the quality of the databases that are to be matched or from a manual evaluation of a pre-
vious linkage of the same datasets (Herzog et al. 2007). One approach to estimating these prob-
abilities as well as the prior probability P Mð Þ is the expectation–maximisation (EM) algorithm
(Dempster et al. 1977; Winkler 1988; Grannis et al. 2003; Winkler 2006).

2.3.1 Expectation–maximisation algorithm

We consider the following decomposition of the probability of agreement for record pair j:

P γ j
� � ¼ P γ jjM� �

P Mð Þ þ P γ jjNM� �
1 � P Mð Þð Þ: (4)

The left hand of 4 is the proportion of the agreement patterns across all possible pairs.
Assuming a simple agree/disagree {1,0} pattern for each matching variable, the m-probabil-

ity for a matching variable k in record pair j is distributed as a Bernoulli random variable:

P γjk jM
� � ¼ m

γjk
k 1 � mkð Þ1 � γjk : (5)

Under the conditional independence assumption, we can write
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P γ jjM� � ¼ ∏
k
m

γ j
k
k 1 � mkð Þ1 � γ j

k :

Similarly, the u-probability for a record pair j is

P γ jjNM� � ¼ ∏
k
u
γ j
k
k 1 � ukð Þ1 � γ j

1 :

The unknown parameters are mk, uk for each matching variable k and P Mð Þ. The EM algorithm
is as follows:

• E-step: The indicator value is estimated for the true match status, denoted by gjm ¼ 1 if pair j
represents the same entity (setM) or 0 otherwise; gju ¼ 1 if pair j does not represent the same
entity (set NM ) or 0 otherwise.
Applying Bayes’ theorem, we obtain the following estimates:

bg j
m ¼

bp∏
k
bmγ j

k
k 1 � bmkð Þ1 � γ j

k

bp∏
k
bmγ j

k
k 1 � bmkð Þ1 � γ j

k þ 1 � bpð Þ∏
k
u
γ j
k
k 1 � ukð Þ1 � γ j

k

;

bg j
u ¼

1 � bpð Þ∏
k
buγ j

k
k 1 � bukð Þ1 � γ j

k

bp∏
k
bmγ j

k
k 1 � bmkð Þ1 � γ j

k þ 1 � bpð Þ∏
k
u
γ j
k
k 1 � ukð Þ1 � γ j

k

;

where bp denotes initial values for the probability of a match P Mð Þ.

• M-step: The values of three probabilities are updated as follows:

bmk ¼ ∑jg j
mγ

j
k

∑jg
j
m

; buk ¼ ∑jg j
uγ

j
k

∑jg
j
u

; bp ¼ ∑jg j
m

R
;

where R is the number of record pairs.
These new estimates can be replaced in the E-step and iterated until the difference between

the probabilities at iteration t � 1 and iteration t is below a small threshold (until convergence).
To initiate the starting values of the EM algorithm, one can use an evaluation from a previous
linkage of similar datasets.

2.4 Other Developments in Probabilistic Record Linkage

More recent work improves the classical record linkage approach described in Fellegi &
Sunter (1969). Larsen & Rubin (2001) discuss eliminating the conditional independence as-
sumption. Smith & Shlomo (2014) expand earlier work of Winkler (1990) to exploit similarities
between values by replacing the binary agreement patterns with a multinomial agreement pat-
tern according to bins defined by string comparators and the record linkage parameters are es-
timated under the multinomial EM algorithm.
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Training data may be available, and in this case, they can be used to estimate the probabilities
for the F&S probabilistic record linkage, accounting for relationships between the matching
fields, and provide estimates of error rates and cutoff thresholds (Winkler 2006). If a training
dataset is available, one can set a rule-based learning system covering all training records in
the training data (Sarawagi 2008). However, finding the optimal set of such rules in the given
training dataset is intractable; thus, rule-based learning algorithms are based on heuristic ap-
proaches in practice (Christen 2012). These are discussed by Sarawagi (2008) in detail. A dis-
advantage of the approaches that are based on rules is that in case of unseen variations in the
training data that are not covered by any rule, a new rule has to be created. This can be time
consuming, because it requires adjustments. Furthermore, comprehensive training data files
are needed and can be expensive to generate (Prasad et al. 2009; Christen 2012).

Having training data also allows for classification techniques in the context of
supervised-learning record linkage. In the learning stage, a tree is constructed recursively, where
the first tree is empty. In each step, an attribute resulting in the split of the training dataset is
selected. This is done in such a way that matches are moved into one branch of the tree and
non-matches into the other one. An early application of this approach for record linkage can
be seen in Cochinwala et al. (2001), where two data files of customer records were linked. Here,
a training dataset was used to train a Classification and Regression Tree classifier (Breiman
et al. 1984). Christen (2008a, 2008b) developed an automatic classification approach for record
linkage based on a support vector machine that maps the training data into a vector space in
such a way that the records from the two classes (matches or non-matches) are separated.

In the Bayesian framework, Fortini et al. (2001) proposed a Bayesian approach to record link-
age between two datasets. Their approach can be interpreted as a Bayesian version of the F&S
framework. A prior on the number of matching pairs is considered, together with a prior on the
matching configuration matrix, indicating the linkage structure between the two datasets to link.
They also propose a Dirichlet prior on the m- and u-probability distributions. These parameters
are then estimated via Markov chain Monte Carlo (MCMC). Sadinle (2014) proposes a Bayes-
ian F&S technique for deduplication, relying on comparison vector data. Here, a prior on the
matching configuration matrix is considered, imposing transitive closure; that is, the records
are partitioned into groups where they are believed to refer to the same entity.

An important challenge of Bayesian F&S is their computational burden (Binette &
Steorts 2020). In recent work, McVeigh et al. (2019) considered this problem by proposing a
blocking approach based on simpler probabilistic record linkage techniques.

Steorts et al. (2014) and Steorts et al. (2016) develop a fully hierarchical-Bayesian approach
to entity resolution in presence of categorical latent attributes assuming a data distortion model.
They formulate an efficient hybrid Metropolis-within-Gibbs MCMC algorithm for estimating
these models [Split and MErge REcord linkage and Deduplication (known as SMERED)]. This
allows for full quantification of uncertainty around the number of latent individuals and the
clustering structure of records. Additionally, Steorts (2015) proposes approaches for both cate-
gorical and noisy string data, proposing a string pseudo-likelihood and an empirically motivated
prior [i.e. the empirical Bayes (EB) method].

As mentioned by Winkler (2006), a representative training dataset is rarely available in prac-
tice. Indeed, there are difficulties in generating, obtaining and selecting a training data represen-
tative of the actual data that are to be linked. Without the availability of a training data, the F&S
approach has been widely adopted together with the EM algorithm and the literature has shown
that it performs reasonably well (Xu et al. 2021).

There has also been some attention devoted to secondary data analysis of linked data, consid-
ering that in the vast majority of cases, data analysts are not involved in the linking process.
Thus, they do not have information on the probabilities underpinning the record linkage; rather,
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they only have access to the final linked file. Chambers (2009) and Kim & Chambers (2012a,
2012b) assume a model for linkage errors requiring non-sensitive information on the perfor-
mance of the record linkage and propose bias correction methods. Chambers & Kim (2016) dis-
cuss the measurement error issues that arise from record linkage focusing on linear regression
models. Chipperfield & Chambers (2015) and Scholtus et al. (2022) develop a method to take
into account linkage errors in analysing linked categorical data.

3 Enhancing Probabilistic Record Linkage Based on Statistical Models

There has been some work in the literature where statistical models were proposed to improve
the quality of a linked file following probabilistic record linkage (see Armstrong &Mayda 1992;
Winkler 1992, 1993; and Thibaudeau 1993). In these articles, log-linear models with interaction
terms are proposed in order to take into account dependencies between matching variables.
More recently, Xu et al. (2019) apply latent class models with a conditional dependence struc-
ture informed by the true match status of manually reviewed record pairs as training data. In one
case, where the variables have poor discriminating power, the conditional dependence models
return improved matching accuracy compared to the traditional F&S model. Daggy
et al. (2014) also discussed and evaluated the use of conditional dependency statistical models
in record linkage applications.
In this section, we introduce two approaches for enhancing probabilistic record linkage where

we add matching variables into the F&S probabilistic record linkage procedure described in
Section 2.3. The aim is to improve the decision theory for declaring a correct match and to im-
prove the multivariate relationships in the linked data including those variables that may not
have been used in the matching procedure.

3.1 The Use of Propensity Scores in Record Linkage

Propensity score matching is a widely used matching technique to estimate causal treatment
effects and it finds applications in many fields (Dehejia & Wahba 1999; Perkins et al. 2000; Hitt
& Frei 2002; Caliendo & Kopeinig 2005).
According to Rosenbaum & Rubin (1983), the propensity scores are used to draw causal con-

clusions from observational studies where a ‘treatment’ is not randomly assigned. It is defined
as the conditional probability of a data subject receiving a treatment instead of the control given
observed covariates common to both groups. Another way to look at propensity scores is that
they create a balance between treatment and control groups and can be viewed as a
data-dimension reduction approach accounting for the values of the covariates.
Propensity scores have been used to match records that do not belong to the same entity in

statistical matching. For example, Kum & Masterson (2010) used propensity scores to statisti-
cally match two datasets to estimate the distribution of income and wealth in the USA. Here, we
assess whether adding propensity scores to the set of matching variables can improve the deci-
sion rule in probabilistic record linkage. The reasons why this might be the case are two-fold:
Firstly, as a data reduction approach based on the correlation structure of variables in the
dataset, we conjecture that it could add power to the decision to declare a correct match on a
record pair by including a second-order statistic. Secondly, we can add other variables to the
propensity score model, particularly interactions and continuous variables, that may not be tra-
ditionally used as matching variables and improve the quality of the linked dataset.
Here, we add a stratification of the propensity scores and include it as an additional matching

variable.
The procedure is as follows.
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We first stack file A and file B and define a new variable denoted by I as follows: Ia ¼
1; ∀a ∈ A and Ib ¼ 0; ∀b ∈ B.

The new data file is called S with dimension nA þ nB ¼ nS and indexes i ¼ 1; …; nS .
Next, the following logistic regression model is estimated on S:

P I ¼ 1jX ; βð Þ¼ exp βTX
� �

1þ exp βTX
� �; (6)

where X contains variables common to both file A and file B and may include some matching

variables and other relevant variables or interactions: X¼ X að Þ
X bð Þ

� �
. [Correction added on 26

December 2022, after first online publication: the extra vertical line ‘|’ in equation (6) has been
removed in this version.]. From model 6, we obtain the estimated predicted probabilities,
denoted by bpi in file S as follows, where X i relates to X variables for i ¼ 1; …; nS:

bpi ¼ exp bβTX i

� 	
1þ exp bβTX i

� 	: (7)

Once predicted probabilities are estimated, files A and B are separated again, and the propensity
scores are attached to eachfile and discretised into strata to be used as an additionalmatching variable.

3.2 The Use of Linear Model Predictions in Record Linkage

Again, motivated by the statistical matching literature (Rässler 2002; Moriarity & Scheuren
2003; D’Orazio et al. 2006), we introduce the use of a linear prediction model to add predic-
tions as additional matching variables into the F&S probabilistic record linkage, particularly
if one dataset has a potential match variable Y whilst the other dataset does not. Our motives
are similar to adding the propensity score prediction defined in Section 3.1: (1) add power to
the decision to declare a correct match on a record pair with more matching variables; (2) po-
tential to preserve relationships between variables in the merged dataset, including variables that
may not have been included as an original matching variable.

We assume that a continuous variable Y is available in file A only, Y i for i ¼ 1; …; nA. For
example, when the aim is to link an Income Survey (file A) to administrative or health records
(file B), the administrative records may not have an explicit income variable. In this case, we can
link income from the Income Survey to a predicted income in the administrative file according
to a regression model established on file A on a set of common covariates from the administra-
tive records. In this way, the record linkage can be seen as compensating for a missing data
problem (Goldstein & Harron 2016). As mentioned, the statistical matching literature have
shown that the use of an explicit parametric model, that is, a linear regression model, helps in
preserving the correlation structure of the variables in the linked dataset. This is important, be-
cause users will not be able to estimate relationships of variables that are not observed jointly.
This strategy is usually adopted in statistical matching but to the best of our knowledge not in
record linkage problems.

In this approach, first, the following linear regression model is estimated for a knownY on file
A:

Ya ¼ X aβ þ ea; ea ∼ N 0; σ2
� �

(8)

with the usual assumptions of the linear regression model. Once the estimate of β is obtained,
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that is, bβ, this is used to predict Y in file B using the same set of covariates in file B for i ¼
1; …; nB. For the record linkage, Y in file A and its predictions bY in file B are discretised into
strata to be used as an additional matching variable.
In this approach, we focus on the scenario where we aim to carry out downstream regression

models in the linked dataset where the outcomeY is on one file, covariatesX appear in both files
and there may be additional covariates W in one or both files. By including an additional

matching variable of Y and prediction bY obtained from the common X covariates, we aim to
assess whether we can improve the quality of the final regression model on the linked dataset.
We also assess the case where prediction models and models of analysis may not be aligned.
Another extension to this strategy is to define the additional matching variable on strata defined

by both sets of predictions (where predictions are also obtained in file A using the same bβ) sim-
ilar to the notion of predictive mean matching (Rubin 1986).

4 Simulation Study

This simulation study is designed to compare three record linkage strategies presented in Sec-
tions 2 and 3 using original matching variables, matching variables with propensity score strata

and matching variables with a Y (bY) strata. We first evaluate the strategies in terms of how well
we determine correct matches. This is done by comparing decision matrices that define how
well we estimate the parameters of the record linkage, for example, m- and u-probabilities,
and the precision and recall measures as defined in Table 2. To compare across the strategies,
we normalise the final match weights for each pair and use the same threshold for determining
correct matches for each strategy. Second, we assess the quality of the linked dataset with re-
spect to preserving correlations and regression modelling in the final linked dataset, assuming
that users will use the linked file for further statistical analyses.

4.1 Generating the Population

We generate a population of size N ¼ 50 000 with the following variables for i ¼ 1; …; N :

• x1i ∼ Pareto 2 000; 16 205ð Þ;
• x2i ∼ Pareto 3 000; 40 000ð Þ;
• x3i ∼ Pareto 10 000; 50 000ð Þ:

We also introduce two extra variables, related to x1i; x2i and x3i, via a linear model to evaluate the
role of the statistical prediction model in the probabilistic record linkage. Two cases, small R2

and medium R2, are considered as follows:
Small R2:

• y1i ¼ 0:5 � 0:003x1i þ 0:5x2i þ 0:06x3i þ e1i; e1i ∼ N 0; 2 500ð Þ; R2 ¼ 0:30:
• y2i ¼ 0:09 � 0:010x1i þ 0:4x2i þ 0:18x3i þ e2i; e2i ∼ N 0; 5 700ð Þ; R2 ¼ 0:13:

Medium R2:

• y1i ¼ 0:2þ 0:20x1i þ 0:1x2i þ 0:2x3i þ e1i; e1i ∼ N 0; 2 500ð Þ; R2 ¼ 0:45:
• y2i ¼ 0:3 � 0:9x1i þ 0:35x2i þ 0:55x3i þ e2i; e2i ∼ N 0; 5 700ð Þ; R2 ¼ 0:51:

377Improving Probabilistic Record Linkage

International Statistical Review (2023), 91, 3, 368–394
© 2022 The Authors. International Statistical Review published by John Wiley & Sons Ltd on behalf of International Statistical Institute.

 17515823, 2023, 3, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/insr.12535 by U

trecht U
niversity L

ibrary, W
iley O

nline L
ibrary on [08/11/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



We also generate two additional variables. One of these is generated from a discrete Uniform
distribution (dUnif ), that is, x4i ∼ dUnif 20; 40ð Þ, and is used as a blocking variable. The other
variable is generated as binary variable as follows: x0i ∼ Bernoulli 0:2ð Þ to enable an interaction
term. We assume that there is no error in either of these variables.

The variables used as matching variables in the probabilistic record linkage are rounded to
produce integer values. We note that there are no duplicates on the set of matching variables
and we use a one-to-one matching approach. Table 1 shows the number of categories of the var-
iables that were generated in the population.

4.2 Simulation Steps

The simulation consists of the following steps:

1 Sampling: From the population, select a 1:40 simple random sample without replacement
denoted by s of size n ¼ 1 250, for s ¼ 1; …; S, S ¼ 500.

2 Perturbation: Under two settings: 10% and 20% of the records of the variables x1i, x2i and x3i
are perturbed using a lag operator, so that the value of the variable for unit i takes the value of
the variable for unit i � 1 (in case of unit i ¼ 1, this is unchanged). The reason why we use
the lag operator to perturb file B is because we want to ensure real values in the distributions.
The perturbation is carried out according to all the possible agreement pattern profiles as fol-
lows: perturb x1is, perturb x2is, perturb x3is, perturb x1is and x2is, perturb x1is and x3is, perturb x2is
and x3is, perturb x1is and x2is and x3is. The perturbed variables are denoted by x

pert
1is , x

pert
2is and xpert3is .

3 Files creation: Two data files are created, A and B: A ¼ x1is; x2is; x3is; y1is; x4is; x0isð Þ and B ¼
x1is; x2is; x3is; y2is; x4is; x0isð Þ, where x1is ¼ xpert1is ; x2is ¼ xpert2is ; x3is ¼ xpert3is for i ∈ B. x4is and x0is
are not perturbed. x4is is used as a blocking variable. Without loss of generality, we assume
that nA ¼ nB ¼ n.

Table 1. Numbers of categories of the variables generated in the population.

Variable Number of categories

X 0 2
X 1 7 559
X 2 10 118
X 3 21 986

X 4 (blocking variable) 21
YR2¼0:30
1

12 767

YR2¼0:13
2

21 284

YR2¼0:41
1

13 615

YR2¼0:50
2

24 640

Table 2. Decision matrix example for sample s.

True status

Non-matches (NM) Matches (M)

Decision Not linked pairs (NL) NL NMs NL Ms

Linked pairs (L) L NMs LMs

Recall (sensitivity) LMs= LMs þNL Msð Þ
Precision LMs= LMs þ L NMsð Þ
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4 Record linkage: Strategies A, B and C are evaluated in this study and details are as follows.

Strategy A: Probabilistic record linkage with X 1; X 2; X 3 as matching variables.
Strategy B: This procedure involves several steps:

i Sample B is stacked beneath sample A.
ii Create an indicator variable I is ¼ 1 if i ∈ A; I is ¼ 0 if i ∈ B.
iii We consider two scenarios and estimate the following models: Model_B0: logit pisð Þ ¼

β0 þ β1x1is þ β2 x2is þ β3 x3is , and Model_B1: logit pisð Þ ¼
β0 þ β1x1is þ β2 x2is þ β3 x3is þ β4 x0is � x1isð Þ for i ¼ 1; …; nA þ nB, with x0is � x1is being
an interaction term. Strategy B with the interaction term from Model_B1 is called B1 in the
results section.

iv Obtain the propensity score as follows:bpis ¼ exp bβ0 þ bβ1x1is þ bβ2 x2is þ bβ3 x3is� 	
= 1þ exp bβ0 þ bβ1x1is þ bβ2 x2is þ bβ3 x3is� 	h i

(with-

out interaction term, and in case of an interaction term, we addbβ4 x0is � x1isð )). Note that the pro-
pensity scores are calculated on the perturbed X variables in file B.bpis is then stratified in q ¼ 10 quantiles and this new variable is denoted by bp�is.
v Attach bp�is with i ¼ 1; …; nA to A and bp�is with i ¼ 1; …; nB to B.
vi Proceed with probabilistic record linkage with the following matching variables X 1; X 2; X 3

and bp�is under the two scenarios: Strategy B and Strategy B1.

Strategy C: The following steps are involved:

i We again consider two models and estimate the linear models on file A: Model_C0: y1i ¼
β0 þ β1x1i þ β2 x2i þ β3 x3i þ e1 and Model_C1: y1i ¼
β0 þ β1x1i þ β2 x2i þ β3 x3i þ β4 x0is � x1isð Þ þ e1 for i ¼ 1; …; nA,ei ∼ N 0; σ2e1

� 	
: Strategy

C with the interaction term is called C1 in the results section.Obtain the prediction of y1is on

file B for i ¼ 1; …; nB:by1is ¼ bβ0 þ bβ1x1is þ bβ2 x2is þ bβ3 x3is (without interaction term, and in

case of the interaction term, we addbβ4 x0is � x1isð ) to the model).Note that the predictions are
calculated on the perturbed X variables in file B.

ii Proceed with probabilistic record linkage with the following matching variables

X 1; X 2; X 3; Y 1 (bY 1 infile BÞ where Y 1 bY 1

� 	
is transformed into 10 quantiles when used

as a matching variable, under the two scenarios: Strategy C and Strategy C1.
iii This strategy is repeated for the case of medium R2 and small R2.

5 Creating the linked file: The linked file, denoted byLF, is a matched dataset obtained via one-
to-one forced matches with a sample size of nLF ¼ 1 250. It contains X 1; X 2; X 3; Y 1, Y 2 and
X 0. Note that Y 2 is not used as a matching variable in the record linkage and is present in file
B only.

The steps 1–4 are repeated for s = 1, …, S, with S = 500.
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In order to show fair comparisons among the strategies across the 500 samples, we use the
same decision threshold after normalising the final match weight for the pairs on a scale
[0,1]. The normalisation is based on the following, where j denotes the pair and k is the matching
variable: ForWk ¼ log xkð Þ ¼ log mk=ukð Þ if corresponding variable kmatches across sources, or
Wk ¼ log xkð Þ ¼ log 1 � mk=1 � ukð Þ if corresponding variable i does not match across
sources, then for pair j, the overall final match weight is Wj ¼ ∑kWk . Let W 0 ¼
E= A� B � Eð Þ where E represents the number of expected matches. The normalised final
match weight is prj ¼ eW 0 þ Wj= 1þ eW 0 þ Wjð Þ.

Here, we set a standard threshold of 0.0001 in order to ensure consistency across all strategies
and enable the comparison of strategies based on this common threshold. This is opposed to the
common practice of identifying optimal thresholds according to test data. In addition, the one-
to-one forced record linkage is performed using an optimisation by van der Laan (2018). In par-
ticular, it seeks to optimise the total weight of the selected records under the constraint that each
record can be selected only once.

In order to evaluate the impact of the different strategies on regression model estimates in the
linked file (LF), we estimate the following linear regression models: Model_LF0 y2is ¼
β1x1is þ β2x2is þ β3x3is þ ei and a full model: Model_LF1 y2is ¼
β1x0is þ β2x1is þ β3x2is þ β4x3is þ β5y1is þ β6 x0is � x1isð Þ þ ei , where x0is � x1isð ) denotes the
interaction term and we also include the variable y1is for i ¼ 1; …; nLF. Therefore, after linkage,
we can use unperturbed X variables and also include Y 1 in the model of interest, thus showing
the advantage of carrying out the record linkage for conducting further statistical analyses. In
the linked file, X 1; X 2; X 3; Y 1 are taken from A, whereas Y 2 is taken from B. Furthermore,
we also derive the analysis model Model_LF0 on file B only and not the linked file (LF) (de-
noted Model_orig): y2is ¼ β1x1is þ β2x2is þ β3x3is þ ei to demonstrate the advantage of having
the linked file for statistical analyses.

Note that the same models are estimated on the population where the obtained regression co-
efficients are assumed to be the true values for comparison to calculate the bias.

All the computations and analyses in this article are produced using R software. Particularly,
the record linkage is performed using the program developed by van der Laan (2018). The pack-
age is available from the CRAN (van der Laan 2018) and the written program is also available
on his GitHub page at the link https://github.com/djvanderlaan/reclin.

4.3 Performance Evaluation

The Absolute Relative Bias (ARB) is used as a performance measure in our simulation study
and calculated as follows:

Absolute Relative Bias (ARB)

ARB θð Þ ¼
∑
S

s¼1

bθs � θ
� 	

θ


















; (9)

wherebθs denote an estimator for the true parameter in the population θ in sample s, for example,
the estimator of the correlation coefficient or regression model parameters.

Also, in the results section, we present the average values, across the simulations of the esti-
mates, that is,
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bθ ¼ ∑
S

s¼1

bθs=S: (10)

In order to evaluate the performance of the strategies, the decision matrix for each repetition s is
produced and then averaged values across all S = 500 samples. Table 2 shows the example de-
cision matrix for sample s. We evaluate the record linkage using two quality measures: Recall
(sensitivity) and the Precision as defined in Table 2. All indicators are averaged across the sam-
ples s to provide summaries.
In order to evaluate whether the association between variables in the linked file LFs is

preserved, compared with the population, the correlations between Y 1 and Y 2 and correla-
tions between Y 2 with the auxiliary variables X 1; X 2; X 3 are calculated in the linked file
for each sample and the average across the samples are described in Section 4.4. We also
compare the coefficients of the regression model Model_LF0 using Y 2 as the dependent
variable (not involved in the linkage process) with explanatory variables X 1; X 2; X 3 aver-
aged across the samples as well as the regression model Model_LF1 using Y 2 as the
dependent variable, which includes the interaction term x0is � x1isð ) and the Y 1 variable
averaged across the samples. We also show that Model_LF0 has less biased parameters
compared with the case of Model_orig if we did not have the linked file and estimated
the model on file B only.

4.4 Results

Table 3 presents the average of the decision matrices, recall and precision for the 10% pertur-
bation and Table 4 the average of the decision matrices, recall and precision for the 20% pertur-
bation for strategies A, B, B1, C and C1 with medium and small R2.
From Table 3, it can be seen that when the perturbation is equal to 10%, the use of the pro-

pensity score stratification, particularly strategy B1, slightly improves the record linkage in
terms of recall compared with strategy A but the precision slightly decreases. The use of predic-
tion stratification (both strategies C and C1) did not provide much improvement to precision and
recall compared with strategy A when R2 is small. However, for a medium R2, strategy C and

Table 3. Decision matrix for the three strategies: 10% perturbation.

A B B1 C (medium R2)

Decision NM M NM M NM M NM M

NL 76 183 35 76 174 34 76 247 30 76 182 5
L 4 1 215 11 1 216 6 1 220 4 1 245
Recall 0.972 0.973 0.976 0.995
Precision 0.997 0.991 0.995 0.998

Table 3. (Continued)

C (small R2) C1 (medium R2) C1 (small R2)

Decision NM M NM M NM M

NL 76 180 33 76 246 3 76 247 31
L 5 1 217 6 1 247 5 1 219
Recall 0.974 0.998 0.975
Precision 0.996 0.995 0.996
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strategy C1 both outperform all other strategies particularly in the recall measure. There is no
marked difference between strategy C and strategy C1 for the 10% perturbation. In the case
of a 20% level perturbation shown in Table 4, as expected, the measures of recall and precision
are generally smaller than those obtained from the 10% perturbation. We see more clearly under
the 20% perturbation that the prediction stratification of strategies C and C1 outperform other
approaches with respect to recall and precision when the R2 is medium, with strategy C1 having
the highest recall and precision. There is also a slight improvement in strategies C and C1 when
R2 is small under the 20% perturbation.

Table 5 presents the average correlation coefficients across the samples of Y 1 and Y 2 and Y 2

with the variables X 1; X 2; X 3 according to strategies A, B and C and modifications B1 and C1,
using the data based on the small and medium R2 compared with the correlations in the

Table 4. Decision matrix for the three strategies: 20% perturbation.

A B B1 C (medium R2)

Decision NM M NM M NM M NM M

NL 76 161 51 76 163 49 76 193 48 76 188 24
L 51 1 199 49 1 201 48 1 202 22 1 226
Recall 0.959 0.961 0.962 0.981
Precision 0.959 0.961 0.962 0.983

Table 4. (Continued)

C (small R2) C1 (medium R2) C1 (small R2)

Decision NM M NM M NM M

NL 76 151 45 76 168 14 76 198 40
L 45 1 205 20 1 236 42 1 210
Recall 0.964 0.989 0.968
Precision 0.964 0.984 0.966

Table 5. Average correlation coefficients ρ and average absolute relative bias (in parentheses) across samples for all
strategies on data with small and large R2: 10% perturbation.

Correlations

Small R2 Medium R2

ρ A B B1 C C1 ρ

Y 1;Y 2 0.166 0.165 (0.003) 0.164 (0.009) 0.166 (0.001) 0.166 (0.002) 0.167 (0.007) 0.409
Y 2;X 1 0.000 0.002 (0.002) 0.002 (0.002) 0.000 (0.001) 0.002 (0.001) 0.000 (0.001) �0.214
Y 2;X 2 0.201 0.201 (0.001) 0.200 (0.006) 0.198 (0.014) 0.202 (0.003) 0.199 (0.010) 0.131
Y 2;X 3 0.299 0.300 (0.000) 0.298 (0.007) 0.298 (0.005) 0.299 (0.001) 0.298 (0.004) 0.676

Table 5. (Continued)

Correlations

Medium R2

A B B1 C C1

Y 1;Y 2 0.411 (0.006) 0.405 (0.011) 0.406 (0.011) 0.408 (0.003) 0.408 (0.002)
Y 2;X 1 �0.213 (0.020) �0.213 (0.028) �0.213 (0.027) �0.212 (0.021) �0.213 (0.010)
Y 2;X 2 0.128 (0.004) 0.127 (0.011) 0.127 (0.011) 0.128 (0.003) 0.130 (0.002)
Y 2;X 3 0.673 (0.003) 0.668 (0.009) 0.667 (0.008) 0.675 (0.001) 0.675 (0.001)
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population for the 10% perturbation. Table 6 presents the same findings for the 20% perturba-
tion. We also include in the tables the average absolute relative bias as defined in (9) in
parentheses.
From Table 5, it can be seen that the correlation coefficients are similar across all strategies

with smaller absolute relative bias under the 10% perturbation compared with the 20% pertur-
bation in Table 6. Under the 10% perturbation in Table 5, there are little differences between the
strategies for both small and mediumR2. Strategy B shows slightly more bias in the correlations
of Y 2 and X 2: There is higher bias for all strategies in the correlation of Y 2 and X 1 with strategy
C1 showing the smallest bias. Under the 20% perturbation in Table 6, there are little differences
between the strategies for small R2 except for strategy C1, which outperforms all other strate-
gies. This also holds when R2 is medium. In summary, similar to the conclusions found on
the recall and precision measures, strategy C1 with prediction stratification using Model_C1
with the interaction term and having a mediumR2 outperforms the other linkage approaches un-
der the correct model. Strategy C on Model_C0 also performed well compared with other strat-
egies A, B and B1.
In Tables 7 and 8, we show the results of the estimation of three regression models. We show

the two models in the linked file: Model_LF0: y2i ¼ β1x1i þ β2x2i þ β3x3i þ ei and Model_LF1:
y2is ¼ β1x0is þ β2x1is þ β3x2is þ β4x3is þ β5y1is þ β6 x0is � x1isð Þ þ ei . Recall that the variables
Y 2 and X 0 were not part of the record linkage strategies, X 0; X 1; X 2; X 3 and Y 1 are taken from
file A whereas Y 2 is taken from file B, as described in the simulation steps. We also present the
results of model Model_orig: y2i ¼ β1x1i þ β2x2i þ β3x3i þ ei estimated on file B only.
The averages of the regression coefficient estimates across the samples are shown in Table 7

for the 10% perturbation with the average absolute relative bias in (9) in parentheses. Similarly,
the averages of the regression coefficient estimates and the average absolute relative bias are
shown in Table 8 for the 20% perturbation.
In Table 7 for the 10% perturbation, when R2 is small and the model of analysis is

Model_LF0 (without an interaction), there are mixed results across the strategies. For the inter-
cept, strategy A has the smallest bias for this case but when R2 is medium, we see slightly
smaller bias on the intercept with strategies C and C1. The bias is more pronounced in Table 8
under the 20% perturbation with strategies C and C1 having overall the smallest bias in all

Table 6. Average correlation coefficients and average absolute relative bias (in parentheses) across samples for all strategies
on data with small and large R2: 20% perturbation.

Correlations

Small R2 Medium R2

ρ A B B1 C C1 ρ

Y 1;Y 2 0.166 0.159 (0.038) 0.160 (0.035) 0.160 (0.033) 0.166 (0.014) 0.166 (0.000) 0.409
Y 2;X 1 0.000 0.002 (0.007) 0.002 (0.005) �0.001 (0.001) 0.001 (0.001) �0.001 (0.001) �0.214
Y 2;X 2 0.201 0.196 (0.025) 0.196 (0.024) 0.192 (0.046) 0.197 (0.018) 0.196 (0.001) 0.131
Y 2;X 3 0.299 0.287 (0.042) 0.288 (0.040) 0.288 (0.039) 0.287 (0.042) 0.291 (0.030) 0.676

Table 6. (Continued)

Correlations

Medium R2

A B B1 C C1

Y 1;Y 2 0.390 (0.044) 0.393 (0.040) 0.392 (0.043) 0.405 (0.010) 0.406 (0.008)
Y 2;X 1 �0.210 (0.004) �0.212 (0.003) �0.214 (0.004) �0.213 (0.002) �0.214 (0.001)
Y 2;X 2 0.124 (0.054) 0.126 (0.052) 0.124 (0.040) 0.129 (0.036) 0.129 (0.026)
Y 2;X 3 0.647 (0.042) 0.650 (0.040) 0.648 (0.021) 0.670 (0.020) 0.673 (0.014)
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regression coefficients of Model_LF0 under both small and medium R2. Note that the fact that
strategy B1 (Model_B1) and strategy C1 (Model_C1), where the predictions for the record link-
age included an interaction term, did not make much difference to the overall bias in the model
of analysis Model_LF0, thus adding a variable in the prediction model with respect to the model
of analysis, did not substantially increase bias. This result was found in additional work not pre-
sented here, which showed that adding a variable in the prediction model did not change the re-
sults of the bias for an analysis model that did not include the additional variable.

Regarding model LF with interaction and the Y 1 variable (Model_LF1), we can see that strat-
egy A introduces a large bias in the model parameter estimates for both small and medium R2

under both the 10% perturbation in Table 7 and 20% perturbation in Table 8. Under the 10%
perturbation in Table 7, we see smaller biases for strategy B1 when R2 is small and similar
biases for strategies B1 and C1 when R2 is medium. However, under the 20% perturbation in
Table 8, it is clear that strategies C and C1 have overall the smallest biases although strategy
B1 is outperforming strategies A and B. Thus, we see that a propensity score model with an in-
teraction term, strategy B1, outperforms strategies A and B for both 10% and 20% perturbation
levels and adding an interaction term in the propensity score model increases the discriminatory
power of the propensity scores when used in the record linkage procedure. In addition, it is in-
teresting to note that generating the prediction using Model_C0 without an interaction term
where the analysis model Model_LF1 includes the interaction term caused more bias in strate-
gies B and C compared with their counterpart strategies B1 and C1, thus showing that the anal-
ysis model is impacted if the interaction term is not included in the prediction model. This result
was found in additional work not presented here, which showed that omitting a variable in the
prediction model can change the results of the bias for an analysis model that includes that
variable.

Considering now the performances of model y2i ¼ β1x1i þ β2x2i þ β3x3i þ ei (Model_orig)
estimated on file B only, this clearly introduces large bias in the model parameter estimates
due to the perturbed independent variables. Hence, there is a clear advantage to carrying out
the record linkage and producing a linked file for further analyses. This is consistent across
all scenarios investigated in Tables 7 and 8. The absolute relative bias, as expected, increases
under the 20% perturbation case.

In summary, similar to the conclusions found on the recall and precision measures and cor-
relations, as the perturbation (error) rates increase, strategies C and C1 with prediction stratifi-
cation having a medium R2 outperform the other linkage strategies on the correct model in the
case of the 20% perturbation level, but there is clear evidence for using strategy B1 under the
10% perturbation.

5 Application Based on Real Data

In this section, we present an application based on real data from a 1991 Israel Income Sur-
vey in order to evaluate the strategies described in Sections 2 and 3 and studied via the
model-based simulation study in Section 4.

5.1 The Data and the Generation of the Files

From the original file with n ¼ 3 841 individuals, we create file A and file B. We use as
matching variables: age, education, name, month of birth and locality. Similar to the simulation
study, we follow the same technique of perturbation for the variables in file B according to all
possible agreement patterns described in Section 4 at both the 10% and 20% perturbation levels.
Note that for 5 variables, there are 32 agreement patterns. File A also contains the variable of
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income and this is not perturbed. Although the data is a real dataset, we generate an additional
variable Y in file B correlated to the natural logarithm of the income for the sole purpose of eval-
uating the record linkage strategies in the linked file (LF): yi ¼
N 1 100; 150ð Þ 1 � 0:99ð Þlog incomeið Þ for i ¼; 1…; nB . This is to replicate the situation of
the simulation study where variable Y 2 was present in file B only and was attached to file A
as a result of the record linkage process.
In addition, file A includes variables: region, sex and an interaction term between employed

(binary) and first digit of the occupation. This first digit of the occupation variable in the inter-
action term is also separately perturbed in file B according to the 10% and 20% perturbation
levels. These variables will be used to carry out a linear regression model to predict income
in file B that will be used for the record linkage strategy C1 to match to the income variable
in file A together with other matching variables and the interaction term. Region is used as a
blocking variable for all three record linkage strategies and is not perturbed.
To evaluate the record linkage strategies on the linked file (LF), we carry out a regression

model with the response variable Y coming from file B and covariates age, education, log(in-
come), sex, household size, marital status and the interaction term between employed and first
digit of occupation from file A. The estimates of the coefficients from this regression model are
compared with the coefficients obtained on the same model in the original data, and we calcu-
late the absolute relative bias in 9 as a measure of quality.
We show in Table 9 a summary of the variables that are used in the application with the type

of variable and the number of categories.

5.2 Results

Strategies A, B1 and C1 (with the interaction term) are applied here as in the simulation study
and details are discussed below. In strategy A, we use the matching variables: age, education,
name, month of birth and locality.
Similar to the simulation study, we estimate the propensity scores for strategy B1 by stacking

file A and file B and run a logistic regression model where the dependent variable is I ¼ 1 for
those records in file A and I ¼ 0 for those records in file B. The independent variables used as
covariates are age, locality, education, interaction between employed and first digit of the occu-
pation and sex of the respondent. Then, the record linkage is performed with the same matching
variables as in strategy A plus the estimated propensity scores categorised in 20 quantiles.
In strategy C1, we first run a linear regression model in file A, where the response variable is

the natural logarithm of the income. We choose the same independent variables as in the

Table 9. Variables in the application.

Variable Type Number of categories

Age Continuous 70
Education (years of) Continuous 25
Employment status Categorical 2
First digit of occupation Ordinal 10
Household size Continuous 10
log income Continuous Mean: 8.72
Locality Categorical 385
Marital status Categorical 4
Month of birth Categorical 12
Name Categorical 1 498
Region Categorical 25
Sex Categorical 2
Y Continuous Mean: 19.64
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propensity score model: age, locality, education, interaction between employed and first digit of
the occupation and sex of the respondent. Then, based on the estimated coefficients of the
model, the predictions for income are obtained in file B. The income in file A and the predicted
income in file B are categorised into 20 quantiles. Record linkage is then carried out with the
matching variables in strategy A plus the income (predicted income) stratification. We note that
in this linear regression model for predicting income, the R2 coefficient is 0.32, which is similar
to the one used for the simulation study for the case of smallR2. Similar to the simulation study,
all linkage strategies were compared using the one-to-one forced matching (van der Laan 2018),
normalised matching weights on a scale [0,1] and the same threshold.

Table 10 shows the decision matrix, recall and precision for the three record linkage strate-
gies for the 10% perturbation, and similarly, Table 11 shows the decision matrix, recall and pre-
cision for the 20% perturbation.

As expected, when the degree of perturbation is small at 10%, the quality of record linkage
improves compared with the perturbation at 20%. Under the 10% perturbation in Table 10,
there are not much differences in the precision and recall measures between the three record
linkage strategies because the type I and type II errors are generally small. Nevertheless, we
see an improvement in the recall and precision measures in strategy C1 compared with the other
strategies, which included the prediction stratification as a matching variable. When the degree
of perturbation increases to 20%, Table 11 shows that strategy C1 provides better results, higher
recall and precision, compared with the other strategies. The improvement is as expected given
the small R2 similar to the findings in the simulation study.

To evaluate the quality of the final linked file LF, Table 12 shows the beta coefficients ob-
tained from the regression model where the response variable Y is from file B and covariates
age, education, log(income), sex, household size, marital status and interaction between em-
ployed and first digit of occupation from file A. Table 12 shows the results for both 10% and
20% perturbation levels under the three linkage strategies. Note that the R2 coefficient for the
model of analysis is 0.17. Table 12 also includes the absolute relative bias in (9) in parentheses.

From Table 12 and in line with the simulation study results, it can be seen that when the per-
turbation level is equal to 10%, the results of the linkage strategies show that strategy C1 has

Table 10. Decision matrix for the three record linkage strategies: 10% perturbation.

Decision

Strategy A Strategy B1 Strategy C1

NM M NM M NM M

NL 2 615 325 19 2 615 235 17 2 615 338 9
L 19 3 822 12 3 824 9 3 832
Recall 0.995 0.996 0.998
Precision 0.995 0.997 0.998

Table 11. Decision matrix for the three record linkage strategies: 20% perturbation.

Decision

Strategy A Strategy B1 Strategy C1

NM M NM M NM M

NL 2 614 670 674 2 614 669 675 2 615 059 285
L 674 3 167 675 3 166 641 3 200
Recall 0.825 0.824 0.918
Precision 0.825 0.824 0.833
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generally smaller biases. Exceptions are for the education coefficient in strategy A and the
household size in strategy B1. When the perturbation is equal to 20%, strategy C1 clearly out-
performs the other linkage strategies and provides a smaller absolute relative bias in the coeffi-
cients for all variables. In addition, at this level of perturbation, strategy B1 propensity score
stratification had smaller absolute relative bias in all variables compared with strategy A.

This application confirms the overall conclusions seen in the simulation study that for high
perturbation levels, including linear predictions in the matching variables to carry out probabi-
listic record linkage improves the performance of the record linkage and subsequent regression
models on the linked file that involve these variables.

6 Conclusions

The objectives of this study were to investigate whether the traditional F&S probabilistic re-
cord linkage approach can be improved by including predictions estimated from statistical
models in the matching variables. This is motivated by two assumptions: (1) that the power
of the decision theory for classifying record pairs into matches and non-matches could be in-
creased by including not only direct matching variables but also variables that account for
second-order correlation structures in their data; (2) that subsequent statistical analyses on the
linked file will have better performance if these correlation structures are included in the linkage
process. Almost all applications of record linkage are aimed to enhance the data at hand to be
able to carry out statistical modelling such as regression models or multivariate analysis to ad-
dress specific research questions. In this framework, it is important that relationships between
variables in the linked data, for example, correlations and associations, are preserved. Indeed,
we showed in the simulation study, that the regression analysis on the linked file produces better
estimates (in terms of absolute relative bias) than analysis performed on file B only with
perturbed predictors.

We proposed two strategies to improve the traditional F&S probabilistic record linkage:
adding an additional matching variable of propensity score stratification (strategy B) and the
stratification of predictions estimated from a linear regression model (strategy C). In order to
evaluate whether these strategies improve (and to what extent) the traditional record linkage
where only direct matching variables are used (strategy A), we conducted a simulation study un-
der two levels of perturbation (10% and 20%) to simulate typical errors in matching variables
due to spelling mistakes, transpositions, missing data and so forth. We also considered how
the coefficient of determination R2 for the linear predictions in strategy C impacts on the perfor-
mances of these enhanced strategies. We note here that we also calculated the pseudo-R2 for the
logistic regression models for calculating the propensity scores in strategy B. The pseudo-R2

were all very small, showing that there was little difference in discriminating between file A
and file B, and hence, we saw that there was hardly any improvement in strategy B of adding
a propensity score stratification compared with strategy A of just using the original matching
variables in the record linkage. We analysed our results in terms of the quality of the classifica-
tion of pairs into matches/non-matches based on a common threshold and a measure of the rel-
ative absolute bias of correlation estimates and regression model parameter estimates computed
on the final linked file (LF).

We found that when R2 is medium for the regression model used to calculate predictions in
strategy C and particularly under the 20% perturbation, including prediction stratification in the
matching variables improves the quality of record linkage (number of true links that are
matched correctly) and the quality of subsequent modelling and correlation structures in the
linked file (LF). When the perturbation level is 10%, the traditional record linkage in strategy
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A returns good results and the improvements obtained by the use of prediction stratification are
more modest. Therefore, we recommend the use of model predictions in strategy C when the
level of perturbation is larger and theR2 increases. Under strategy B with propensity score strat-
ification, we saw some modest improvements compared with strategy A using the original
matching variables in the application and 10% perturbation, but in general, strategy A and strat-
egy B performed similarly. Users can benefit from the use of strategy B in case of smaller levels
of perturbation.
We also experimented with adding and omitting an additional predictor (an interaction vari-

able) to the prediction models for both strategies B and C (labelled strategies B1 and C1, respec-
tively) and examined the impact when the regression model of analysis on the linked file also
included the interaction variable or not. We found that if the prediction model includes an inter-
action term, it made little difference to the bias of regression parameters on a smaller model of
analysis in the linked file (Model_LF0). However, biases were larger when the prediction model
did not include the interaction term (strategies B and C) but was included in the model of anal-
ysis on the linked file (Model_LF1). This case clearly showed that strategies B1 and C1
outperformed strategies B and C. Moreover, the use of an interaction term in the prediction
models helps in providing better quality model estimates in the linked file (LF) as it is shown
in the simulation. This is something record linkage users should consider, with the aim that
the linked file may be used for further multivariate analysis. We also add that strategies B
and B1 might perform better if there are dependencies between the matching variables as the
propensity score can replace those variables as a combination and better approximate the
F&S model.
Future work will take into account other types of models, such as flexible non-linear models

to generate predictions. Our strategies can be extended to these cases too, and further work will
aim to evaluate them.
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