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ABSTRACT
This paper discusses and compares various answers to the question
when argumentation is deductive. This includes an answer to the
questions when argumentation is defeasible and whether defeasible
argumentation is a subclass of deductive argumentation or whether
it is a distinct form of argumentation. It is concluded that deduc-
tive and defeasible argumentation as conceived by Philosophers
like Pollock and Rescher and as formalised in the ASPIC+ frame-
work and systems like Defeasible Logic Programming, are semanti-
cally different categories. For this reason, purely syntactic base logic
approaches to formal argumentation are unsuitable for characteris-
ing this distinction.

ARTICLE HISTORY
Received 30 August 2022
Accepted 2 June 2023

KEYWORDS
Argumentation; deduction;
defeasibility

1. Introduction

In May 2013 I had an email exchange with Philippe Besnard, continued in Septem-
ber that year, on his paper with Amgoud and Besnard (2013) and its relevance for the
ASPIC+ framework (Modgil & Prakken, 2013, 2014; Prakken, 2010). At some point in our
discussion I mentioned that ASPIC+ is meant to capture both deductive and defeasi-
ble argumentation. Philippe then asked me ‘What do you exactly mean by deductive
argumentation?’ I answered as follows.

Informally I mean any form of argumentation where all fallibility of an argument is
in the premises. Or in other words, any form of argumentation in which one cannot
rationally accept all premises but not the conclusion of an argument. So in deductive
argumentation an argument can only be attacked on its premises.

Formally I can think of two ways to define deductive argumentation.

Semantically: any form of argumentation where the premises of an argument entail their
conclusion in the usual, truth-preserving sense, so (given a model-theoretic semantics
of the underlying logical language in terms of truth) where the conclusion is true in all
models of the premises.

More abstractly: any form of argumentation where the conclusion of an argument is a
consequence of its premises according to some chosen Tarskian abstract logic over the
underlying logical language.
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Philippe replied that he agreed with these statements except for two of them. First,
he found the semantic definition less convincing since ‘it depends on what models
are defined to be’. He initially also disagreed with the second sentence of my informal
definition but when I rephrased it as ‘. . . argumentation in which it is rationally impos-
sible to accept all premises of an argument but not its conclusion . . . ’ he agreed with
that, too, at least if correctly interpreted his reply ‘Thanks Henry!’ as such. In any case,
earlier he had written ‘It looks like we agree on the meaning of deductive argumen-
tation’. Note also that the informal definition of deductive argumentation to which
Philippe agreed seems to fits well with general definitions of deductive reasoning that
can be found in introductions to logic, in which deductive inferences are equated with
deductively valid inferences. For example, Copi and Cohen (1990, p. 46) write

A deductive argument is valid when its premises, if true, do provide conclusive grounds for
the truth of its conclusion. In a deductive argument (. . . · · · ) premisses and conclusion are
so related that it is absolutely impossible for the premises to be true unless the conclusion
is true also.

Or, more recently and more concisely:

An argument with premises and conclusion C is deductively valid just in case it is
impossible for the premises to be true while the conclusion is false (Starr, 2021, p. 381).

So it seems that the question what is deductive argumentation is a special case of
the question what is deductively valid reasoning (but see Section 6 below for some
subtleties).

So why come back to this issue now? One reason is that Tony Hunter, one of the
long-time collaborators of Philippe Besnard, has in various publications associated
John Pollock work on formal argumentation (Pollock, 1987, 1992, 1995) with deductive
argumentation. For example, Hunter and Woltran (2013) write ‘Pollock was perhaps the
first proponent of deductive arguments’. This is surprising, since Pollock was always
clear that he did not model deductive but defeasible reasoning. Accordingly, the
main aim of this paper is to discuss and clarify the various ways in which the terms
‘defeasible’ and ‘deductive’ are used in the literature on formal argumentation.

In doing so, I will first summarise Pollock’s approach to formal argumentation and
the way it influenced the ASPIC+ framework for argumentation. I will then describe
Hunter’s so-called base-logic approach to argumentation, which he uses to model
defeasible reasoning as a form of deductive argumentation. Subsequently I will use my
summaries to argue that the base logic approach is unsuitable for modelling defea-
sible argumentation as modelled by Pollock and in ASPIC+. I will then explore an
alternative way of looking at the matter by combining my above reply to Philippe
Besnard with Besnard and Hunter (2018)’s description of deductive argumentation,
which differs from Hunter’s base logic approach. This will yield an answer to the
question in the title of this paper; an important part of the answer is that the dis-
tinction between deductive and defeasible argumentation is essentially a semantic
one.

2. Pollock and ASPIC+ on deductive and defeasible argumentation

Here are some of Pollock’s quotes on the nature of argumentation:
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Defeasible reasoning is, a fortiori, reasoning. Reasoning proceeds by constructing argu-
ments, where reasons provide the atomic links in arguments. Conclusive reasons logically
entail their conclusions. Defeasibility arises from the fact that not all reasons are conclu-
sive. Those that are not are prima facie reasons. Prima facie reasons create a presumption
in favour of their conclusion, but it is defeasible. Pollock (1995, p. 85)

Pollock thus depicts arguments as inference graphs, where the nodes are state-
ments and the links are applications of ‘reasons’. He thus regarded reasons as inference
rules, but he did not identify inference rules with deductive inference rules alone.
Pollock strongly emphasised the importance of prima facie or defeasible reasons in
argumentation.

It is logically impossible to reason successfully about the world around us using only
deductive reasoning. All interesting reasoning outside mathematics involves defeasible
steps. Pollock (1995, p. 41)

. . . we cannot get around in the world just reasoning deductively from our prior beliefs
together with new perceptual input. This is obvious when we look at the varieties of rea-
soning we actually employ. We tend to trust perception, assuming that things are the way
they appear to us, even though we know that sometimes they are not. And we tend to
assume that facts we have learned perceptually will remain true, as least for a while, when
we are no longer perceiving them, but of course, they might not. And, importantly, we
combine our individual observations inductively to form beliefs about both statistical and
exceptionless generalisations. None of this reasoning is deductively valid. Pollock (2009,
p. 173)

To the best of my knowledge, Pollock has never attempted to give a formal definition of
the distinction between deductive and defeasible reasons. Instead he simply assumed
that reasons, that is, inference rules, can be classified as either deductive or defeasible.
Almost all examples of deductive reasons he gave were valid propositional or first-
order inferences while his collection of defeasible reasons captured stereotypical forms
of presumptive reasoning, largely based on his earlier work in epistemology.

Pollock based an important design decision on his distinction between deductive
and defeasible reasons. In his formalism only applications of defeasible reasons can
be attacked, and there are two kinds of attacks: rebutting defeaters attack the conclu-
sion of a defeasible inference by favouring a conflicting conclusion, while undercutting
defeaters attack the defeasible inference itself, without favouring a conflicting con-
clusion. The concept of undercutting can be illustrated with Pollock’s own favourite
example: if the object looks red, that is a reason for concluding, defeasibly, that the
object is red; but the presence of red illumination interrupts the reason relation with-
out suggesting any conflicting conclusion. Note that this use of the term undercutter
is different from the use in the work of Besnard, Hunter and others on classical argu-
mentation, in which it denotes attack on the premises of an argument. In Pollock’s
system an undercutting attack instead claims that there is an exception to a defeasible
rule.

Pollock’s formal work on argumentation heavily influenced the design of the
ASPIC+ framework, which also distinguishes between deductive (or ‘strict’) and defea-
sible inference rules and which handles rebutting and undercutting attack in the
same way as Pollock, except that, unlike in Pollock’s approach, in ASPIC+ undercut-
ting attacks need not be at least as preferred as their target to succeed as defeat.
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ASPIC+ adds to Pollock a category of attackable (‘ordinary’) premises, which yields
a third kind of premise or ‘undermining’ attack. I conjecture that it is easy to show
that ASPIC+ instantiations without preferences and without attackable premises are
equivalent to Pollock’s formalism.

3. The base logic approach

How can Hunter describe Pollock’s work as being on deductive argumentation while
Pollock himself clearly described his work as being on not just deductive but also
defeasible argumentation? For this we have to look at how Hunter defines deductive
arguments.

‘A deductive argument (. . . ) is a tuple 〈�, α〉 where � is a set of premises, and α is a claim
such that for a consequence relation �i , � �i α holds.’ Hunter and Woltran (2013)

Hunter (2018) phrases this slightly differently by saying that � �i α holds for a base
logic, which he describes as ‘a logic that specifies the logical language for the knowl-
edge, and the consequence (or entailment) relation for deriving inferences from the
knowledge’. Hunter thus regards an argument with premises � and conclusion α as
deductive if � implies α according to some base logic. Note that he does not impose
properties on the base logic for an argument to be deductive. He does consider the
constraints on arguments that their premises are jointly consistent (in the base logic)
and are subset-minimal in implying their conclusion. Since these constraints are for
present purposes not essential, I will ignore them in the remainder of this paper.

Another key idea of Hunter’s use of base logics is that notions of conflicts between
arguments are defined in terms of ‘logical contradiction between the claim of the
counterargument and the premises or claim of the attacked argument’. Here it is cru-
cial that logical contradiction is also defined in terms of the consequence notion �i of
the adopted base logic.

Hunter introduced his ideas on base logics in Hunter (2010). Among other things,
he showed that definitions of argument construction in terms of two kinds of infer-
ence rules (like the deductive and and defeasible ones of ASPIC+ or Defeasible logic
Programming Garcia & Simari, 2004) can be reconstructed as a base logic. In his 2010
paper Hunter does not formally define conflict notions between arguments in terms of
base logics but he does note that this is another intended use of base logics. He starts
his paper with

Proposals for logic-based argumentation rely on an underlying logic, which we call
a base logic, for generating logical arguments and for defining the counterargument
relationships (using inference of conflict or existence of inconsistency).

The same ideas are adopted by Amgoud and Besnard (2013) except that they do not
recognise any base logic as deductive but only those with a consequence notion that
satisfies the conditions of a Tarskian abstract logic.

Definition 3.1 (Abstract Logic): An abstract logic is a pair (L, Cn), where L is a lan-
guage and the consequence operator Cn is a function from 2L to 2L satisfying the
following conditions for all X ⊆ L:
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(1) X ⊆ Cn(X)

(2) Cn(Cn(X)) = Cn(X)

(3) Cn(X) = ⋃
Y⊆f X Cn(Y)

(4) Cn({p}) = L for some p ∈ L
(5) Cn(∅) �= L

Here Y ⊆f X means that Y is a finite subset of X. A set X ⊆ L is defined as consistent
if Cn(X) �= L, and as inconsistent otherwise.

It is this ‘more abstract’ formal definition of deduction that I alluded to in my reply
to Philippe Besnard.

Following Hunter’s base-logic approach, Amgoud & Besnard then define arguments
and various kinds of attack relations in terms of the notions of consequence and
consistency of a Tarskian abstract logic.

4. Deductive argumentation according to the base logic approach

Summarising the base-logic account of deductive argumentation as I understand it, it
regards a formal model of argumentation as being for deductive argumentation if (1)
arguments are (at least) valid inferences according to the consequence notion of some
base logic; and (2) conflict notions between arguments are also defined in terms of
such a consequence notion.

Clearly, according to this definition the work of Besnard and Hunter on classical-
logic argumentation (starting with Besnard & Hunter, 2001) counts as models of
deductive argumentation, just as Amgoud and Besnard (2013)’s generalisation of this
work to Tarskian abstract logics. However, the formalisms of Pollock and ASPIC+ do not.
Although, as Hunter (2010) showed, their notions of an argument can be reconstructed
in terms of a base logic, their notions of conflicts between arguments cannot. To see
this1, consider the following example of a murder investigation in which two witnesses
John and Mary, respectively testified that the killer was Bill (John), and that he was not
Bill (Mary). Let us regard this information as given and certain and let us then apply
a defeasible reason corresponding to the witness testimony argument scheme (that
witness W testifies that P is a defeasible reason for believing P) to both facts. Apply-
ing this reason to John’s testimony (J) yields an argument K for the conclusion that
Bill was the killer while applying the same reason to Mary’s testimony (M) yields an
argument K’ for the conclusion that Bill was not the killer. In both Pollock’s system
and ASPIC+ these two arguments rebut each other since they have logically contradic-
tory conclusions and since both of these conclusions were derived with a defeasible
inference rule. This situation is visualised in Figure 1, in which the vertical arrows are
defasible inferences and the horizontal arrows are attack relations. So far so good. How-
ever, if we apply (Hunter, 2010)’s base logic ideas to Pollock’s system and ASPIC+, we
see that both systems should regard the information that John testified that the killer
was Bill while Mary testified that the killer was not Bill as jointly inconsistent, since from
these statements arguments for contradictory conclusions can be constructed. And if
argument construction equates inference in the base logic, this means that argument
K attacks argument M while argument K’ attacks argument J. This situation is visualised
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Figure 1. Correct modelling of the example.

Figure 2. Incorrect modelling of the example.

in Figure 2. This in turn would mean that the sets {J, M, K} and {J, M, K ′} are not admis-
sible since they are not conflict-free. However, this is not what happens in Pollock’s
system or ASPIC+ since they do not define argument attack in terms of a base logic
that equates argument construction in their systems. Moreover, this is as it should be,
since it is simply true that as a matter of fact John testified that the killer was Bill while
Mary testified that he was not Bill. It happens often in real life that multiple witnesses
testify to contradictory statements. So it should be possible to consistently express that
this has happened.

It thus turns out that the base logic approach as applied in this way is not suitable
for modelling defeasible argumentation as described by Pollock and as modelled in
ASPIC+. However, it might be thought that some of the spirit of the base logic approach
can be saved by making a distinction between arguments and argumentation. Then
we could say that the arguments of Pollock and ASPIC+ are deductive (since they can
be constructed according to a base logic) but the kind of argumentation they model is
not deductive, since their way of defining and handling conflicts makes the reasoning
defeasible. This idea I discuss in the next section.

5. When is an argument deductive?

It is interesting to note that Besnard and Hunter (2018) start their overview of systems
of argumentation based on deductive arguments with

In deductive reasoning, we start with some premises, and we derive a conclusion using
one or more inference steps. Each inference step is infallible in the sense that it does not
introduce uncertainty.
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This definition comes close to my second informal definition in my above email reply to
Philippe Besnard, namely, that argumentation is deductive if it is rationally impossible
to accept all premises of an argument but not its conclusion. The similarity is that if one
accepts all premises of a deductive argument, then there is no reason not to accept its
conclusion since the deductive inferences made in the argument cannot introduce any
uncertainty.

Note that Besnard and Hunter (2018)’s informal definition differs from the above one
in terms of base logics. In fact, what counts as a deductive argument in the base logic
approach may well be a non-deductive argument according to this definition. With this
definition, Pollock’s account of defeasible reasoning should not be called deductive,
since clearly his defeasible reasons introduce uncertainty in an argument, as do the
defeasible inference rule of ASPIC+. Moreover, we now see that the base logic approach
to the question ‘when is an argument deductive’ has inherent limitations since it can-
not identify whether an inference introduces uncertainty or not: it treats the deductive
and defeasible reasons of Pollock and inference rules of ASPIC+ or Defeasible Logic
Programming in exactly the same way.

So how can we recognise whether an inference rule is deductive or defeasible? It
seems to me that here we cannot escape looking at semantics (something which the
base logic approach, being purely syntactic, does not allow). Why is the fact that a
witness says P only a defeasible reason for P? This is since it is part of the meaning
of the expression ‘Witness W says that P’ that the witness can be mistaken. The same
holds, for instance, for Pollock’s perception principle (that an object looks like having
property P is a defeasible reason to believe that the object has property P). The same
also holds for versions of the statistical syllogism (If P then normally Q, P, so presumably
Q). Here the meaning of ’normally’ leaves open the possibility that there are cases of P
where Q does not hold. So my semantical answer to Philippe Besnard’s question what
I mean with defeasible argumentation was not so bad at all. What I attempted to say
(but did not express clearly enough) was that defeasible argumentation is a form of
argumentation in which defeasible arguments are constructed and evaluated and that
an argument is defeasible if its conclusion is not semantically entailed by its premises
according to the meaning of these premises.

How can we recognise a semantics as being for defeasible inference? This is not so
easy to answer. A possible answer is: if its notion of entailment is nonmonotonic. And
indeed, there are many nonmonotonic semantics for defeasible reasoning, cf. Kraus
et al. (1990) and Beierle (2016), often based on the idea of preferential entailment: in
checking whether a conclusion follows from a set of premises we don’t look at all mod-
els of the premises to see if the conclusion is true in all of them but we only look at a
preferred subset of these models, namely, those models that are as normal as possible
given the available information. However, it is unclear how these semantics apply in
an argumentation context, since they usually model conflict resolution as part of the
semantics while in formal argumentation conflict resolution is instead modelled in the
interaction between arguments. To illustrate this difference with an informal example,
consider the well-known Tweety example.

Birds typically fly, Penguins typically do not fly, all penguins are birds, Tweety is a penguin.
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A semantics of preferential entailment would simply say that this preferentially entails
that Tweety cannot fly, while an argumentation system would reach the same con-
clusion by first allowing the construction of two arguments Tweety can fly since it’s a
bird and Tweety cannot fly since it’s a penguin and by then preferring the second argu-
ment on the grounds that it is based on the more specific information. If, by contrast,
the argumentation system would naively use a system of preferential entailment to
construct arguments, then only the second argument would be constructed, which
would give up the idea of argumentation as a rational way of conflict resolution. So
Philippe Besnard’s worry in his reply to me about my attempted semantic definition
was justified in that it is not obvious how my informal definition can be formalised to
recognise whether an argument is deductive or defeasible. Having said so, I do believe
that a fully satisfactory answer to the question ‘when is an argument deductive?’ must
involve semantical considerations.

It should be noted that Hunter (2018) studies the incorporation of systems for
preferential entailment (in particular Kraus et al., 1990’s system P) in his base logic
approach. However, he only uses the proof theory of system P (namely, for argument
construction) and he does not discuss whether the notions of argument attack that
he adds to his use of system P result in an argumentation system that agrees with
the semantics of system P. This is unlike, for instance, Dung (1995), who defines the
notion of a default-logic argument and a notion of attack between such arguments
and then proves a full correspondence between Reiter (1980)’s default logic and his
reconstruction. Other work of this kind is Baker and Ginsberg (1989), who developed
an argumentation-theoretic proof theory for semantical versions of circumscription,
Geffner and Pearl (1992), who did the same for their semantics of so-called conditional
entailment, and Bondarenko et al. (1997), who reconstructed several nonmonotonic
logics in assumption-based argumentation.

6. Defeasibility and notions of argument conflict

The idea that the difference between deductive and defeasible arguments is a seman-
tic one also has implications for the design of attack relations between arguments. As
observed by Hunter (2010), as regards argument construction there is no difference
between deductive and defeasible arguments: both have premises and both draw
inferences from the premises to support the conclusion. However, as regards argu-
ment attack they are different. As noted by Besnard and Hunter (2018), only defeasible
inferences introduce uncertainty; deductive inferences are infallible in that they do
not introduce uncertainty. Any fallibility of a deductive argument is in its premises
and therefore it seems that the only sensible way to attack a deductive argument is
on its premises. By contrast, the fallibility of a defeasible argument may also be in its
defeasible inferences, so it makes sense to allow attacks at a defeasible argument on
its defeasible inferences, either by way of Pollock’s rebutting attack (attacking the con-
clusion of a defeasible inference) or by way of Pollock’s undercutting attack (attacking
the defeasible inference itself on the grounds that there is an exception to the rule).
However, to apply these ideas in the design of argumentation systems, it is necessary
to distinguish between deductive and defeasible inferences in an argument, hence the
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distinction in Pollock’s system, ASPIC+ and systems like Defeasible Logic Programming
between two kinds of inference rules.

At first sight, once a distinction is made between deductive and defeasible infer-
ence rules on the basis of semantical considerations, the definition of attack would
seem to be easy: all arguments can be attacked on their premises (except if these are
declared to be certain, as are all premises in Pollock’s system and the subset of neces-
sary premises in ASPIC+) while defeasible arguments can in addition be attacked on
their applications of defeasible inference rules. Given these ideas, there is still some
room for technically different solutions, for instance, whether conflict only occurs if
conclusions and/or premises directly negate each other (as in ASPIC+) or whether such
conflicts can also occur if a conclusion deductively implies the negation of the other (as
in Defeasible Logic Programming). See Garcia et al. (2020) for a comparison between
ASPIC+ and Defeasible Logic Programming on these and other technical issues.

However, things are more subtle than that. In Prakken (2016) I discussed the
relevance of the lottery paradox, a well-known paradox in formal epistemology
(Kyburg, 1961) for formal systems of argumentation. I concluded that this paradox sug-
gests that it may sometimes be rational to jointly accept a set of propositions but not
all of their deductive consequences. Here is what I wrote.

Imagine a fair lottery with one million tickets and just one prize. If the principle is accepted
that it is rational to accept a proposition if its truth is highly probable, then for each ticket
Ti it is rational to accept that Ti will not win while at the same time it is rational to accept
that exactly one ticket will win. If we also accept that everything that deductively follows
from a set of rationally acceptable propositions, then we have two rationally acceptable
propositions that contradict each other: we can join all individual propositions ¬Ti into a
big conjunction ¬T1 ∧ · · · ∧ ¬T1,000,000 with one million conjuncts, which contradicts the
certain fact that exactly one ticket will win.

The problem does not only arise in precisely defined probabilistic settings (cf.
Poole, 1991). First, non-statistical examples of the lottery paradox can easily be imag-
ined. For example, for each arbitrary part of a complex machine we can rationally accept
that it will not malfunction but at the same time we know that some part will at some
point in time malfunction. Moreover, the problem arises in any model of ’fallible’ ratio-
nal acceptance. Rational acceptance is usually fallible, either because one starts from
uncertain premises or because one applies defeasible inferences. Now whenever a deduc-
tive inference is made from at least two ‘fallible’ pieces of information, the deductive
inference can be said to aggregate the degrees of fallibility of the individual elements
to which it is applied. This in turn means that the deductive inference may be weaker
than either of these elements, so that a successful attack on the deductive inference does
not necessarily imply a successful attack on one of the fallible elements to which it was
applied.

As a way to formalise these insights, I modified ASPIC+ to allow attacks on the conclu-
sions of deductive inferences provided that the strict inference rule was applied to the
conclusions of at least two fallible subarguments. How does this square with my above
description of deductive inferences in an argument as inferences of which it is irrational
to accept all premises while not accepting it conclusion? And how does it square with
my above design recommendation not to allow attacks on the conclusion of deduc-
tive inferences? I now believe that something I overlooked in my 2016 paper was that,
although an argument with a deductive final inference can be weaker than each of the
subarguments to which the deductive inference is applied, it cannot be weaker than



JOURNAL OF APPLIED NON-CLASSICAL LOGICS 221

the aggregated weakness of all these subarguments. With defeasible inferences this
is different: even if applied to infallible subarguments, they can create a fallible argu-
ment. In other words, while deductive inferences only propagate existing uncertainty,
defeasible inferences add new uncertainty. (An interesting question is how the aggre-
gated uncertainty in a collection of arguments can be formally characterised but that is
beyond the scope of the present paper). So when defining deductive inferences in an
argument as inferences of which it is irrational to accept all premises while not accept-
ing their conclusion, the terms ‘accept’ and ‘acceptance’ have to be read as denoting
full acceptance, without leaving any room for uncertainty. It is this sense in which my
informal definition of deductive argumentation agrees with the standard philosophi-
cal definitions of deductive validity as quoted above in Section 1. Now since arguments
often apply deductive inferences to sets of premises or intermediate conclusions that
are less than certain, this leaves some room for attacks on the conclusions of deductive
inferences. Having said so, an alternative solution may be to modify the ASPIC+ notion
of undermining attack into Besnard and Hunter (2001)’s defeaters or undercuts, which
attacks do not negate of imply the negation of a particular premise but only negate or
imply the negation of some subset of the premises.

7. Conclusion

In this paper I have aimed to meet a challenge posed to me by Philippe Besnard,
namely, to explain when argumentation is deductive. The core of my answer was
that deductive argumentation is argumentation in which all arguments are deduc-
tive. I then answered the question what are deductive arguments in two ways: with
Philippe’s own answer with Tony Hunter that deductive arguments are arguments in
which no inference introduces uncertainty, and by my (arguably equivalent) answer
that deductive arguments are arguments of which it is irrational to accept all premisses
but not the conclusion. I then argued that to verify whether this is the case, the seman-
tics of the language in which information and over which inference rules are expressed
should be taken into account. A purely syntactic base logic approach may have its mer-
its but is not suitable for expressing the philosophers’ (Pollock, 1995; Rescher, 1977)
distinction between deductive and defeasible arguments, which is essentially a seman-
tic distinction. For similar reasons a purely syntactic base logic approach is not suitable
for defining notions of attack on defeasible arguments.

To conclude this paper, I would like to say something about what I have learned from
Philippe’s work on formal argumentation. First, his work with Tony Hunter (Besnard
& Hunter, 2001, 2008) has taught me a lot about how classical-logic argumentation
can be formalised. As I was quoted on the book cover:

This book makes an impressive case for the power and richness of a deductive approach
to argumentation. It demonstrates true scholarship, and is a must for logicians, computer
scientists, and AI researchers studying argumentation.

Second, his work with Leila Amgoud in Amgoud and Besnard (2013) has taught me
how this work on classical argumentation can be generalised into a general account
of deductive argumentation. With Sanjay Modgil I have in Modgil and Prakken (2013)
tried to incorporate this work in ASPIC+.
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Finally, Amgoud and Besnard (2013)’s results on embedding deductive argumen-
tation in Dung (1995)’s theory of abstract argumentation frameworks have made me
even more aware of the limitations of a fully deductive approach to argumentation.
Among other things they show for abstract-logic argumentation, under the assump-
tion that a Dung framework contains all arguments that can be logically constructed,
that with suitable notions of premise attack the stable extensions of an abstract argu-
mentation framework coincide with maximally consistent subsets of the knowledge
base. This result is not only technically significant but, in my opinion, has the important
philosophical implication that a truly rich and general formal theory of argumentation
should leave room for defeasible arguments in the sense of Pollock. I am not sure if
Philippe would agree with this but in our email discussions he at least agreed with me
that non-deductive argumentation can be rational.

To end on a personal note, while I have not interacted much with Philippe at a per-
sonal level during conferences, in my email discussions during 2013 I was particularly
impressed by his intellectual honesty. He gave me a hard time but on good grounds
and always with full respect. This is how it should be.

Note

1. The same point was made with a different example in Modgil and Prakken (2013,
Section 6.1).

Disclosure statement

No potential conflict of interest was reported by the author(s).

ORCID

Henry Prakken http://orcid.org/0000-0002-3431-7757

References

Amgoud, L., & Besnard, P. (2013). Logical limits of abstract argumentation frameworks. Journal of
Applied Non-classical Logics, 23(3), 229–267. https://doi.org/10.1080/11663081.2013.830381

Baker, A., & Ginsberg, M. (1989). A theorem prover for prioritized circumscription. In Proceed-
ings of the 11th international joint conference on artificial intelligence (pp. 463–467). Morgan
Kaufmann Publishers Inc.

Beierle, C. (2016). Systems and implementations for solving reasoning problems in conditional
logics. In M. Gyssens & G. Simari (Eds.), Proceedings of the 9th international symposium on foun-
dations of information and knowledge systems (FoIKS 2016) (pp. 83–94). Springer lecture notes
in computer science, 9616. Springer Verlag.

Besnard, P., & Hunter, A. (2001). A logic-based theory of deductive arguments. Artificial Intelli-
gence, 128(1–2), 203–235. https://doi.org/10.1016/S0004-3702(01)00071-6

Besnard, P., & Hunter, A. (2008). Elements of argumentation. MIT Press.
Besnard, P., & Hunter, A. (2018). A review of argumentation based on deductive arguments. In P.

Baroni, D. Gabbay, M. Giacomin, & L. van der Torre (Eds.), Handbook of formal argumentation,
(Vol. 1, pp. 435–482). College Publications.

Bondarenko, A., Dung, P., Kowalski, R., & Toni, F. (1997). An abstract, argumentation-theoretic
approach to default reasoning. Artificial Intelligence, 93( 1–2), 63–101. https://doi.org/10.101
6/S0004-3702(97)00015-5

Copi, I., & Cohen, C. (1990). Introduction to logic (8th ed.). Macmillan Publishing Company.

http://orcid.org/0000-0002-3431-7757
https://doi.org/10.1080/11663081.2013.830381
https://doi.org/10.1016/S0004-3702(01)00071-6
https://doi.org/10.1016/S0004-3702(97)00015-5


JOURNAL OF APPLIED NON-CLASSICAL LOGICS 223

Dung, P. (1995). On the acceptability of arguments and its fundamental role in nonmonotonic
reasoning, logic programming, and n–person games. Artificial Intelligence, 77(2), 321–357.
https://doi.org/10.1016/0004-3702(94)00041-X

Garcia, A., Prakken, H., & Simari, G. (2020). A comparative study of some central notions of
ASPIC+ and DeLP. Theory and Practice of Logic Programming, 20(3), 358–390. https://doi.
org/10.1017/S1471068419000437

Garcia, A., & Simari, G. (2004). Defeasible logic programming: An argumentative approach. The-
ory and Practice of Logic Programming, 4(1–2), 95–138. https://doi.org/10.1017/S1471068403
001674

Geffner, H., & Pearl, J. (1992). Conditional entailment: Bridging two approaches to default reason-
ing. Artificial Intelligence, 53(2–3), 209–244. https://doi.org/10.1016/0004-3702(92)90071-5

Hunter, A. (2010). Base logics in argumentation. In P. Baroni, F. Cerutti, M. Giacomin, & G. Simari
(Eds.), Computational models of argument. Proceedings of COMMA 2010 (pp. 275–286). IOS
Press.

Hunter, A. (2018). Nonmonotonic reasoning in deductive argumentation. In C. Chesñevar, M. A.
Falappa, E. Fermé, A. J. García, A. G. Maguitman, D. C. Martínez, M. V. Martinez, R. O. Rodríguez,
& G. I. Simari (Eds.), Argumentation-based proofs of endearment: Essays in honor of Guillermo R.
Simari on the occasion of his 70th birthday (pp. 237–260). College Publications.

Hunter, A., & Woltran, S. (2013). Structural properties for deductive argument systems. In Pro-
ceedings of the 12th European conference on symbolic and quantitative approaches to reasoning
with uncertainty (ECSQARU 2013) (pp. 278–289). Springer lecture notes in computer science,
7958. Springer Verlag.

Kraus, S., Lehmann, D., & Magidor, M. (1990). Nonmonotonic reasoning, preferential models and
cumulative logics. Artificial Intelligence, 44(1–2), 167–207. https://doi.org/10.1016/0004-3702
(90)90101-5

Kyburg, H. (1961). Probability and the logic of rational belief. Wesleyan University Press.
Modgil, S., & Prakken, H. (2013). A general account of argumentation with preferences. Artificial

Intelligence, 195, 361–397. https://doi.org/10.1016/j.artint.2012.10.008
Modgil, S., & Prakken, H. (2014). The ASPIC+ framework for structured argumentation: A tutorial.

Argument and Computation, 5(1), 31–62. https://doi.org/10.1080/19462166.2013.869766
Pollock, J. (1987). Defeasible reasoning. Cognitive Science, 11( 4), 481–518. https://doi.org/10.12

07/s15516709cog1104_4
Pollock, J. (1992). How to reason defeasibly. Artificial Intelligence, 57(1), 1–42. https://doi.org/10.

1016/0004-3702(92)90103-5
Pollock, J. (1995). Cognitive carpentry: A blueprint for how to build a person. MIT Press.
Pollock, J. (2009). A recursive semantics for defeasible reasoning. In I. Rahwan & G. Simari (Eds.),

Argumentation in artificial intelligence (pp. 173–197). Springer.
Poole, D. (1991). The effect of knowledge on belief: Conditioning, specificity and the lottery para-

dox in default reasoning. Artificial Intelligence, 49(1–3), 281–307. https://doi.org/10.1016/000
4-3702(91)90012-9

Prakken, H. (2010). An abstract framework for argumentation with structured arguments.
Argument and Computation, 1(2), 93–124. https://doi.org/10.1080/19462160903564592

Prakken, H. (2016). Rethinking the rationality postulates for argumentation-based inference.
In P. Baroni, T. Gordon, T. Scheffler, & M. Stede (Eds.), Computational models of argument.
Proceedings of COMMA 2016 (pp. 419–430). IOS Press.

Reiter, R. (1980). A logic for default reasoning. Artificial Intelligence, 13(1–2), 81–132. https://doi.
org/10.1016/0004-3702(80)90014-4

Rescher, N. (1977). Dialectics: A controversy-oriented approach to the theory of knowledge. State
University of New York Press.

Starr, W. (2021). Conditional and counterfactual logic. In M. Knauff & W. Spohn (Eds.), The
handbook of rationality (pp. 381–394). MIT Press.

https://doi.org/10.1016/0004-3702(94)00041-X
https://doi.org/10.1017/S1471068419000437
https://doi.org/10.1017/S1471068403001674
https://doi.org/10.1016/0004-3702(92)90071-5
https://doi.org/10.1016/0004-3702(90)90101-5
https://doi.org/10.1016/j.artint.2012.10.008
https://doi.org/10.1080/19462166.2013.869766
https://doi.org/10.1207/s15516709cog1104_4
https://doi.org/10.1016/0004-3702(92)90103-5
https://doi.org/10.1016/0004-3702(91)90012-9
https://doi.org/10.1080/19462160903564592
https://doi.org/10.1016/0004-3702(80)90014-4

	1. Introduction
	2. Pollock and ASPIC+ on deductive and defeasible argumentation
	3. The base logic approach
	4. Deductive argumentation according to the base logic approach
	5. When is an argument deductive?
	6. Defeasibility and notions of argument conflict
	7. Conclusion
	Note
	Disclosure statement
	ORCID
	References


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /PageByPage
  /Binding /Left
  /CalGrayProfile ()
  /CalRGBProfile (Adobe RGB \0501998\051)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings false
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.90
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.90
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Average
  /MonoImageResolution 300
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects true
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /ENU ()
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [493.483 703.304]
>> setpagedevice


