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Abstract – The development of the Internet and smart end systems, such as smartphones and portable laptops, along with the 
emergence of cloud computing, social networks, and the Internet of Things, has brought about new network requirements. To meet 
these requirements, a new architecture called software-defined network (SDN) has been introduced. However, traffic distribution in 
SDN has raised challenges, especially in terms of uneven load distribution impacting network performance. To address this issue, 
several SDN load balancing (LB) techniques have been developed to improve efficiency. This article provides an overview of SDN and 
its effect on load balancing, highlighting key elements and discussing various load-balancing schemes based on existing solutions 
and research challenges. Additionally, the article outlines performance metrics used to evaluate these algorithms and suggests 
possible future research directions.
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1.  INTRODUCTION

The exponential growth of the internet and mobile 
devices has led to diverse network traffic requirements, 
necessitating more agile and flexible networks. To ad-
dress this need, software-defined networking (SDN) 
[1] has emerged as an innovative network model that 
separates the network control plane from the data 
forwarding plane [2], allowing for adaptability in net-
works. SDN abstracts physical network devices and 
moves decision-making to the control plane, where all 
network intelligence, including packet forwarding and 
network management policies [3], takes place. The SDN 
controller enables the entire network to be controlled 
from a centralized point, simplifying network design 
and making network control vendor-independent.

Load balancing is an essential aspect of network de-
sign and management, which aims to distribute traffic 

among network devices efficiently [4]. In traditional 
networks, a dedicated server is used for load balanc-
ing. However, dynamic load balancing [5] servers have 
been implemented to address constantly changing 
network requirements. Load balancing in SDN is a rela-
tively new research area that focuses on data plane and 
control plane load balancing. SDN-based load balanc-
ing techniques aim to optimize network parameters 
such as latency, resource utilization, throughput, and 
fault tolerance while minimizing power consumption.

Several load-balancing techniques [6] have been 
proposed in SDN to distribute traffic among network 
devices efficiently. For instance, research studies have 
proposed techniques such as dynamic load balancing, 
traffic-aware load balancing, machine learning-based 
load balancing, and many more. The primary objec-
tive of this review paper is to provide a comprehen-
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sive overview of load balancing in SDN. The paper in-
troduces a thematic taxonomy for organizing current 
SDN load-balancing techniques, analyses existing SDN 
load-balancing techniques based on the proposed tax-
onomy, and discusses recent research on SDN load bal-
ancing, including key challenges and future research 
opportunities.

Load balancing is a critical task in network manage-
ment, particularly in modern software-defined net-
works that rely on a centralized controller to manage 
network resources. Load balancing involves distribut-
ing network traffic across multiple network resources 
to prevent congestion, optimize resource utilization, 
and enhance network performance. In SDN, the con-
troller uses a global view of the network to intelligently 
allocate resources based on the network's needs and 
requirements.

The effectiveness of load-balancing techniques can 
be measured using various performance metrics such 
as response time, resource utilization, throughput, and 
packet loss. Researchers use different tools and simula-
tors to evaluate the performance of these techniques. 
Mininet is one of the commonly used tools for emulat-
ing SDN networks, while OpenFlow is a widely used 
protocol for implementing SDN networks.

This review paper aims to motivate and guide future 
research in SDN-based load-balancing techniques. It 
provides a thorough literature review of existing re-
search on load balancing in SDN, highlighting the key 
features of different load-balancing techniques and 
their respective strengths and limitations. By present-
ing a comprehensive overview of load balancing in SDN 
[7], this review paper aims to contribute to the growing 
body of research on SDN-based load balancing and to 
help researchers and network engineers develop effec-
tive load-balancing solutions for their networks.

1.1. MOTIvaTION aND RESEaRCh QUERIES

The growing demand for efficient and scalable net-
work architectures has led to the emergence of SDN as 
a promising solution. SDN offers dynamic control and 
management capabilities, enabling more effective load 
balancing in network environments. In recent years, 
several SDN-based load-balancing methods have been 
proposed by researchers and practitioners. However, 
there is a need to review and evaluate these methods 
comprehensively to gain insights into their strengths, 
limitations, and potential for further improvement. In 
light of this, our research review paper aims to address 
the following key research queries:

1. What are the existing SDN-based load-balancing 
techniques, and what are their major contribu-
tions?

2. How does SDN architecture facilitate load balanc-
ing, particularly in the context of SDWAN [8] imple-
mentation?

3. What are the different classification criteria for SDN 
load-balancing methods, and how do they contrib-
ute to the overall load-balancing performance?

4. What are the challenges associated with SDN-
based load balancing, and what are the potential 
research areas for future investigation?

5. Based on the analysis of existing techniques and 
identified challenges, what is the proposed roadmap 
for future research in SDN-based load balancing?

1.2. RESEaRCh hIghlIghTS aND 
 CONTRIBUTIONS

This research review paper makes significant contri-
butions to the understanding of SDN-based load-bal-
ancing methods, offering valuable insights and paving 
the way for further advancements in this field. The key 
highlights and contributions of this paper include:

Comprehensive Review and analysis: This paper 
thoroughly examines major SDN load-balancing tech-
niques. It goes beyond merely describing these tech-
niques and critically analyses their features, advantag-
es, and limitations. By synthesising existing literature 
and major contributions from various authors, this re-
view offers a consolidated understanding of state-of-
the-art SDN-based load balancing.

Classification Framework: The paper introduces a 
novel classification framework for SDN load balancing 
methods, which enables a systematic categorization 
based on various attributes. This framework encom-
passes link-based load balancing, distributed and cen-
tralized approaches, performance-based techniques, 
virtualized load balancing, and machine learning-based 
strategies. By providing this classification, the paper fa-
cilitates a comprehensive understanding of the diverse 
approaches and helps researchers and practitioners in 
selecting the most appropriate load-balancing method 
for specific network scenarios.

Identification of Challenges and Future Research 
areas: One of the significant contributions of this pa-
per is the identification and discussion of challenges 
associated with SDN-based load balancing. By high-
lighting these challenges, such as scalability, adaptabil-
ity, and complexity, the paper guides future research 
efforts towards addressing these issues and improving 
the overall performance of SDN load-balancing solu-
tions. Additionally, the paper identifies potential re-
search areas that can further enhance the effectiveness 
and efficiency of load balancing in SDN architectures.

Proposed Roadmap: Based on the analysis of exist-
ing techniques and identified challenges, the paper 
presents a comprehensive roadmap for future research 
in the domain of SDN-based load balancing. This road-
map outlines key directions and priorities for further 
investigation, including the development of novel al-
gorithms, integration of machine learning techniques, 
enhancement of scalability, and the exploration of 



1033Volume 14, Number 9, 2023

emerging technologies that can augment load balanc-
ing capabilities in SDN.

The contributions of this research review paper aim 
to benefit researchers, network practitioners, and in-
dustry professionals by providing a consolidated over-
view of existing SDN-based load-balancing methods, 
addressing key challenges, and offering a roadmap 
for future research. By advancing our understanding 
of SDN load balancing, this paper seeks to contribute 
to the development of more efficient, scalable, and 
adaptable network architectures.

1.3. aRTIClE ORgaNIzaTION

This subsection provides an overview of the organi-
zation of the research review paper. Fig. 1 below gives a 
summary of the flow of the paper.

Fig 1. The flow of the paper

Section 1: Introduction: Provides an introduction to 
the research topic, highlighting the motivation, research 
queries, and the overall organization of the paper.

Section 2: Previous Work: Reviews the available litera-
ture and major contributions of various authors, focus-
ing on significant SDN load balancing techniques.

Section 3: SDN Architecture: Presents an overview 
of SDN and its major implementation as Software-De-
fined Wide Area Networking (SDWAN), highlighting its 
relevance to load balancing.

Section 4: SDN Load Balancing: Introduces the con-
cept of SDN load balancing, discussing its key princi-
ples, benefits, and challenges.

Section 5: Classification of SDN Load Balancing Meth-
ods: Provides a comprehensive classification frame-

work for SDN load balancing techniques based on 
various attributes, such as link-based load balancing, 
distributed and centralized approaches, performance-
based methods, virtualized load balancing, and ma-
chine learning-based strategies.

Section 6: Findings: Summarizes the findings derived 
from the analysis of existing SDN load balancing tech-
niques, their classification and utility.

Section 7: Challenges and Future Research Areas: Ex-
plores the challenges faced by SDN-based load balanc-
ing methods and identifies potential research areas for 
future investigations.

Section 8: Proposed Roadmap: Presents a detailed 
roadmap outlining the suggested direction for future 
research endeavours in the field of SDN-based load bal-
ancing.

Section 9: Conclusion: Summarizes the main findings 
and contributions of the research review paper, em-
phasizing the importance of SDN-based load balanc-
ing and its potential impact on network performance.

2. RElaTED WORK

Software-defined networking (SDN) has garnered 
substantial attention in the networking domain due to 
its potential to enhance network adaptability, agility, 
and programmability. Numerous researchers have con-
ducted reviews to delve into the structure, elements, 
and applications of SDN. Rowshanrad et al. [7] offered 
a synopsis of SDN architecture and discussed program-
mable networks along with widely-used controllers and 
simulators for simulating such architecture. Their review 
encompassed SDN trends like software-defined ICN, 
virtualization, wireless and mobile networks, cloud and 
data centres, multimedia over SDN, and SDN security.

Fellow et al. [9] carried out an extensive survey of SDN, 
examining the network architecture from top to bottom. 
They investigated the advantages of SDN and network 
functions virtualization. Jammal et al. [10] emphasized the 
challenges related to reliability, security, and scalability in 
SDN, exploring solutions proposed by various research-
ers. Other researchers have addressed the challenges and 
security solutions in SDN, including the current state and 
deployment approaches for this architecture.

Some researchers, such as those in [11], surveyed ar-
ticles based on the data, controller, and application lay-
ers. Farhady et al. [12] scrutinized various SDN compo-
nents and analysed associated open-source and com-
mercial products. In [13], the authors investigated dif-
ferent methods to enhance the quality of service (QoS) 
in SDN. Karakus et al. [14] reviewed the challenges and 
approaches to scalability in SDN, while the authors [15] 
provided an overview of upgrade techniques in SDN.

Other researchers have classified programming lan-
guages in SDN [16] and explored the challenges and 
approaches of SDN in wide-area networks. Jungmin 
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Son et al. [17] study focused on the use of SDN in cloud 
computing, specifically on power optimization, traffic 
engineering, network virtualization, and security in 
data centre networks.

These reviews have examined SDN from various 
perspectives, offering valuable insights into the archi-
tecture, components, and applications of SDN. The re-
searchers in these surveys have introduced SDN com-
ponents and categorized them into commercial and 
open-source groups. They have also presented SDN 
simulators, controllers, and platforms in their reviews. 
Additionally, they have discussed the necessity and re-
quirements for implementing SDN.

Based on the recent studies evaluated in these sur-
veys, SDN has potential applications in diverse fields, 
such as ICN, virtualization, wireless and mobile net-
works, and cloud and data centre networks. This archi-
tecture plays a significant role in networking due to its 
ability to make networks programmable, flexible, and 
agile. In conclusion, the numerous surveys conducted 
on SDN demonstrate its importance and potential in 
improving network performance and efficiency. Table 
1 below has a timeline of major milestones achieved 
by respective Authors and their main approach chosen.

The table demonstrates that the proposed approach-
es and algorithms for SDN-based load balancing have 
progressed and become increasingly sophisticated 
over time. They have also introduced load-balancing 
algorithms employing machine learning techniques 
like deep learning and reinforcement learning to pre-
dict network traffic and allocate resources accordingly.

Besides cloud computing, SDN-based load balancing 
has been applied to edge computing as well. Wu et al. 
(2019) [18] suggested a software-defined networking-
based load-balancing scheme for edge computing to 
enhance network performance and mitigate network 
congestion.

Year Milestone author(s) approach/
algorithm

2009 Introduction of SDN 
concept - -

2011 Proposal of OpenFlow 
protocol

McKeown 
et al. -

2012 First commercial SDN 
product launched - -

2014 Release of first SDN 
standard (OpenFlow 1.3) ONF -

2015 First SDN-based products 
for data centers released - -

2016
Proposal of SDN-

based load balancing 
architecture

Wang et al.

Adaptive 
dynamic load 

balancing 
algorithm

2016 Comprehensive survey on 
SDN and its applications Yu et al. -

2017 Proposal of load balancing 
method for VM migration

Wang and 
Chen -

2017 Proposal of efficient load 
balancing scheme Chang et al. -

2017

Proposal of traffic-aware 
SDN-based load balancing 

approach for cloud 
datacenters

Yu et al. -

2017

Proposal of SDN-based 
load balancing approach 
for scaling applications 
across geographically 

distributed data centers

Katsifodimos 
et al.

Machine 
learning-based 

approach

2017

Proposal of intelligent 
load balancing framework 

for SDN-based cloud 
computing

Ghorbani et al. -

2017

Proposal of novel load-
balancing algorithm 

based on SDN for cloud 
computing

Ouyang et al. -

Table 1. Summary of Previous Work in a TimeLine

2017

Proposal of reinforcement 
learning-based load 

balancing algorithm for 
SDN

Park and Lee
Reinforcement 
learning-based 

approach

2018
Proposal of load balancing 
algorithm for SDN-based 

cloud computing
Wang et al. -

2018 Comprehensive survey on 
load balancing in SDN Liu et al. -

2018
Proposal of adaptive load 

balancing algorithm based 
on deep learning in SDN

Wang et al. Deep learning-
based approach

2019

Proposal of machine 
learning-based load 

balancing algorithm for 
SDN

Shi et al.
Machine 

learning-based 
approach

2019
Comprehensive survey on 
load balancing in SDN for 

cloud computing
Ngo et al. -

2019
Proposal of SDN-based 

load balancing algorithm 
for cloud computing

Zhou et al. -

2019

Proposal of intelligent load 
balancing algorithm based 
on reinforcement learning 

in SDN

Huang et al.
Reinforcement 
learning-based 

approach

2019
Proposal of SDN-based 

load balancing scheme for 
edge computing

Wu et al. -

2019
Comprehensive survey on 

dynamic load balancing 
for SDN

Li et al. -

2020

Proposal of dynamic 
load balancing algorithm 

for SDN based on 
reinforcement learning

Tao et al.
Reinforcement 
learning-based 

approach

2020

Proposal of dynamic load 
balancing algorithm for 

SDN based on correlation 
analysis

Zhang et al.
Correlation 

analysis-based 
approach

2020
Proposal of energy-

efficient load balancing 
algorithm for SDN

Zhang et al. Energy-efficient 
approach

2020
Proposal of traffic-aware 
load balancing algorithm 

based on SDN
Li et al. Traffic-aware 

approach

2021

Proposal of hybrid load 
balancing algorithm based 

on deep reinforcement 
learning in SDN

Guo et al.

Deep 
reinforcement 
learning-based 

approach
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As research on SDN-based load balancing continued 
to advance, thorough reviews of the field were under-
taken. Yu et al. (2016) and Ngo et al. (2019) [19] carried 
out extensive surveys on SDN and its applications, 
encompassing load balancing. Liu et al. (2018) [20] of-
fered an exhaustive survey explicitly focusing on load 
balancing in SDN. Li et al. (2019) [21] conducted a com-
prehensive survey on dynamic load balancing for SDN 
and categorized load balancing algorithms into four 
types: static, dynamic, reactive, and proactive.

Software-Defined Networking (SDN) has emerged as 
a promising technology that decouples the control and 
data planes in network devices, enabling more program-
mability and flexibility in network management. Load 
balancing is a critical aspect of network management 
that aims to distribute network traffic efficiently across 
multiple paths to avoid congestion and optimize re-
source usage. Over the years, several research works have 
been conducted on SDN-based load-balancing methods. 
Some major path-breaking research works are as follows:

1. CONGA: Microsoft's CONGA [22] (Consolidated 
Group-based Assignment) is a distributed load-
balancing solution for data centres. It relies on 
SDN to perform group-based assignment of traffic 
flows to paths based on congestion information, 
minimizing the negative effects of congestion on 
application performance. This approach uses in-
band congestion feedback in the form of Explicit 
Congestion Notification (ECN) marks to drive the 
load-balancing decisions.

2. Hedera: A well-known SDN-based load balancing 
solution, Hedera [23] is designed for data centre 
networks with large numbers of flows. It collects 
flow information and utilizes a central controller 
to make routing decisions. By employing various 
algorithms, such as Global First-Fit and Simulated 
Annealing, Hedera effectively distributes network 
traffic to maximize network utilization and mini-
mize congestion.

3. ElasticTree: This approach focuses on energy effi-
ciency in data centre networks. ElasticTree [24] en-
ables SDN controllers to adapt the network's active 
topology by turning off unnecessary network ele-
ments (e.g., switches) when they are not needed. 
It maintains load balancing and reliability by redis-
tributing traffic over the remaining active network 
elements, resulting in energy savings without com-
promising network performance.

4. DIFANE: DIFANE [25] (Distributed Flow Architecture 
for Network-wide Enforcement) is a scalable SDN-
based load balancing solution that divides the con-
trol plane's responsibility among multiple controllers. 
It uses a distributed hash table for flow rule storage, 
which allows for fast rule lookups and load balancing 
across the network. DIFANE reduces the load on the 
central controller and provides an efficient load-bal-
ancing method for large-scale networks.

5. DRILL: DRILL [26] (Distributed Reconfigurable In-
network Load Balancer) is an SDN-based solution 
that employs in-network load balancing using pro-
grammable switches. By leveraging P4 program-
mable data planes, DRILL dynamically adapts to 
changing traffic patterns and maintains an optimal 
load-balancing state. It also provides flow-level 
fairness and low flow completion times.

These research works have significantly contributed 
to the advancement of SDN-based load balancing 
techniques, addressing various challenges such as scal-
ability, energy efficiency, and congestion mitigation. 
However, there is still room for improvement and fur-
ther research in areas like security, fault tolerance, and 
real-time traffic adaptation.

CONGA is a distributed load-balancing solution for 
data centre networks designed by Microsoft. It operates 
on a leaf-spine network topology, where leaf switches 
connect to servers and spine switches connect to leaf 
switches. The Architecture is depicted in Fig. 2 below. 

Fig 2. CONGA Architecture

The primary components of the CONGA architecture 
[27] include:

1. Leaf switches: These switches are responsible for 
monitoring congestion, making load-balancing de-
cisions, and encapsulating packets with appropri-
ate path information. They use Explicit Congestion 
Notification (ECN) marks to identify congestion in 
the network and gather feedback on the network's 
state. The leaf switches perform load balancing at 
the flow let level, which are sequences of packets 
from a flow with no significant gaps.

2. Spine switches: Spine switches serve as the back-
bone of the network and are responsible for for-
warding packets between leaf switches based on 
the encapsulated path information. They do not 
make any load-balancing decisions; their primary 
role is to route traffic across the network.

3. Servers: Servers are connected to the leaf switches 
and host applications or services that generate and 
consume network traffic. They communicate with 
each other using standard TCP/IP protocols.

Hedera is an SDN-based load-balancing solution for 
data centre networks. It operates on a Fat-Tree topology, 
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which is a multi-rooted, hierarchical topology designed 
to provide high bandwidth and fault tolerance. The pri-
mary components of the Hedera architecture[28] in-
clude:

1. End-hosts: End-hosts (servers) host applications or 
services that generate and consume network traf-
fic. They communicate with each other using stan-
dard TCP/IP protocols.

2. Edge switches: Edge switches connect to end hosts 
(servers) and are responsible for forwarding traffic 
from end hosts to the aggregation layer.

3. Aggregation switches: Aggregation switches form 
the middle layer of the Fat-Tree topology and con-
nect edge switches to core switches. They are re-
sponsible for forwarding traffic between edge and 
core switches.

4. Core switches: Core switches form the top layer of 
the Fat-Tree topology and are responsible for rout-
ing traffic between different aggregation switches, 
ensuring that traffic can reach any part of the net-
work.

5. SDN controller: The SDN controller is a centralized 
control plane that manages the network. It moni-
tors network traffic, collects flow information, and 
makes routing decisions based on load-balancing 
algorithms (e.g., Global First-Fit or Simulated An-
nealing).

The Hedera architecture is depicted in Fig. 3 below:

Fig 3. Fat tree Architecture formed by Hedera and 
ElasticTree approaches

ElasticTree is an energy-efficient, SDN-based load 
balancing [29] solution for data centre networks. It op-
erates on a Fat-Tree topology just like Hedera depicted 
in Fig. 3 above, which is a multi-rooted, hierarchical to-
pology designed to provide high bandwidth and fault 
tolerance. The primary components of the ElasticTree 
architecture include:

1. End-hosts: End-hosts (servers) host applications or 
services that generate and consume network traf-
fic. They communicate with each other using stan-
dard TCP/IP protocols.

2. Edge switches: Edge switches connect to end hosts 
(servers) and are responsible for forwarding traffic 
from end hosts to the aggregation layer.

3. Aggregation switches: Aggregation switches form 
the middle layer of the Fat-Tree topology and con-
nect edge switches to core switches. They are re-
sponsible for forwarding traffic between edge and 
core switches.

4. Core switches: Core switches form the top layer of 
the Fat-Tree topology and are responsible for rout-
ing traffic between different aggregation switches, 
ensuring that traffic can reach any part of the net-
work.

5. SDN controller: The SDN controller is a centralized 
control plane that manages the network. It moni-
tors network traffic, collects flow information, and 
makes routing decisions based on energy-efficient 
algorithms. The SDN controller adapts the net-
work's active topology by turning off unnecessary 
network elements (e.g., switches) when they are 
not needed and redistributes traffic over the re-
maining active network elements.

DIFANE is an SDN-based load-balancing solution 
designed for scalable flow management in large-scale 
networks. The primary components of the DIFANE ar-
chitecture include:

1. End-hosts: End-hosts (servers) host applications or 
services that generate and consume network traf-
fic. They communicate with each other using stan-
dard TCP/IP protocols.

1. Switches: Network switches are responsible for 
forwarding traffic within the network. In DIFANE, 
switches are divided into two categories: ingress 
switches and internal switches.

1. Ingress switches: Ingress switches are responsible 
for receiving packets from end hosts and forward-
ing them to the appropriate internal switches. They 
also enforce flow rules received from the authority 
switches.

1. Internal switches: Internal switches, also known as 
authority switches, are responsible for storing flow 
rules and forwarding them to ingress switches. 
They communicate with the central controller to 
obtain and update flow rules.

1. Central controller: The central controller is a cen-
tralized control plane that manages the network. 
It is responsible for creating and maintaining flow 
rules, as well as distributing them to authority 
switches.

The Architecture of DIFANE corresponds to Fig. 4 below:
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Fig 4. DIFANE Architecture

DRILL is an SDN-based load-balancing solution that 
employs in-network load-balancing using program-
mable switches. The primary components of the DRILL 
architecture [30] include:

1. End-hosts: End-hosts (servers) host applications or 
services that generate and consume network traf-
fic. They communicate with each other using stan-
dard TCP/IP protocols.

2. Switches: Network switches are responsible for for-
warding traffic within the network. In DRILL, these 
switches are programmable, allowing them to dy-
namically adapt to changing traffic patterns and 
maintain optimal load-balancing states.

3. SDN controller: The SDN controller is a centralized 
control plane that manages the network. It moni-
tors network traffic, collects flow information, and 
makes routing decisions based on load-balancing 
algorithms. It also communicates with the program-
mable switches to update their configurations, en-
abling them to adapt to changing traffic patterns.

4. P4 programmable data planes: DRILL leverages 
P4 programmable data planes to implement load-
balancing algorithms directly within the network 
switches. P4 is a domain-specific language that al-
lows developers to define the packet processing 
behaviour of network devices, providing greater 
flexibility and control over the data plane.

DRILL architecture is defined in Fig. 5 below:

Fig 5. DRIL L architecture

A summary comparison table on the various Load-
balancing methods mentioned in the previous re-
search is below in Table 2:

Table 2. Comparison & Summary of various SDN 
load-balancing methods

load 
Balancing 
Solution

Description Key Features

CONGA

Microsoft's CONGA (Consolidated 
Group-based Assignment) is 
a distributed load-balancing 
solution for data centres that uses 
SDN to perform group-based 
assignment of traffic flows based 
on congestion information.

•	Group-based 
assignment

•	In-band congestion 
feedback

•	Minimizes 
congestion impact 
on performance

Hedera

Hedera is an SDN-based load 
balancing solution designed for 
data centre networks with large 
numbers of flows. It collects flow 
information and uses a central 
controller to make routing 
decisions.

•	Central controller

•	Global First-Fit 
and Simulated 
Annealing 
algorithms

•	Maximizes network 
utilization

Elastic Tree

ElasticTree focuses on energy 
efficiency in data centre networks, 
enabling SDN controllers to adapt 
the network's active topology by 
turning off unnecessary network 
elements when they are not 
needed.

•	Energy efficiency

•	Adaptable network 
topology

•	Maintains load 
balancing and 
reliability

DIFANE

DIFANE (Distributed Flow 
Architecture for Network-wide 
Enforcement) is a scalable SDN-
based load balancing solution 
that divides the control plane's 
responsibility among multiple 
controllers.

•	Distributed control 
plane

•	Fast rule lookups

•	Load balancing 
across the network

DRILL

DRILL (Distributed Reconfigurable 
In-network Load balancer) is an 
SDN-based solution that employs 
in-network load balancing using 
programmable switches and 
leverages P4 programmable data 
planes to dynamically adapt.

•	In-network load 
balancing

•	P4 programmable 
data planes

•	Flow-level fairness 
and low completion 
times

Recent research in SDN-based load balancing has 
continued to focus on improving network perfor-
mance, reducing network congestion, and maximizing 
resource utilization. Tao et al. (2022) [31] proposed a 
dynamic load-balancing algorithm based on reinforce-
ment learning, while Chen et al. (2022) [32] also pro-
posed a dynamic load-balancing algorithm based on 
correlation analysis and reinforcement learning.

Overall, SDN-based load balancing has become an 
important research area in computer networking, and 
it has the potential to significantly improve network 
performance, reduce network congestion, and en-
hance resource utilization in cloud and edge comput-
ing environments.

3. aRChITECTURE OF SDN

Moreover, SDN offers numerous advantages to net-
work management and operations. It facilitates cen-
tralized network management, simplifying configura-
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tion, monitoring, and troubleshooting. This centralized 
management also allows for more effective resource 
allocation and utilization. Additionally, SDN's program-
mability enables increased flexibility and agility in 
adapting to evolving network demands and require-
ments, making it especially valuable for cloud com-
puting and data centre environments where network 
resources are in constant flux.

SDN has also laid the foundation for new network-
ing paradigms such as network functions virtualization 
(NFV) [33]and software-defined WAN (SD-WAN). SD-
WAN (Software-Defined Wide Area Network) [34] is a 
technology that simplifies the management and oper-
ation of a wide area network (WAN) by decoupling the 
network control plane from the underlying data plane. 
It enables organizations to build high-performance, 
cost-effective, and agile WANs using a combination of 
transport services, such as MPLS, LTE, and broadband 
internet connections. SD-WAN provides centralized 
management, policy-based control, and enhanced vis-
ibility into the network, making it easier for administra-
tors to optimize network performance, reliability, and 
security. Fig. 6 below shows the basic SDWAN architec-
ture with 2 Branch gateways and 1 Hub gateway hav-
ing one or more WAN links. The dotted lines towards 
the controller show the control plane tunnels while the 
bold dotted line from branches to the Hub shows the 
data plane overlay tunnels.

Fig 6. Basic SDWAN Architecture

SD-WAN utilizes SDN-based load balancing to opti-
mize network traffic distribution and enhance applica-
tion performance across the WAN. Here's how SD-WAN 
incorporates SDN-based load balancing:

1. Centralized Control and Management: SD-WAN le-
verages a central controller that manages and con-
figures all the devices in the WAN. This centralized 
control enables administrators to apply load-bal-
ancing policies and make routing decisions based 
on real-time network conditions, traffic demands, 
and application requirements.

2. Dynamic Path Selection: SD-WAN can automatical-
ly choose the best path for each traffic flow based 
on various factors such as latency, jitter, packet 
loss, and available bandwidth. By intelligently dis-
tributing traffic across multiple links, SD-WAN en-

sures optimal utilization of available resources and 
prevents network congestion, improving overall 
network performance.

3. Application-Aware Routing: SD-WAN is capable 
of identifying different types of applications and 
their specific performance requirements. It uses 
this information to prioritize critical applications 
and route their traffic over the most suitable paths, 
ensuring consistent performance and quality of 
service (QoS).

4. Link Aggregation and Failover: SD-WAN can aggre-
gate multiple WAN links to increase the available 
bandwidth and provide redundancy. In case of 
link failure, it automatically reroutes traffic to the 
remaining operational links, maintaining network 
uptime and minimizing the impact of failures on 
application performance.

5. Network Visibility and Monitoring: SD-WAN pro-
vides administrators with comprehensive visibility 
into the network's performance, enabling them to 
monitor the status of individual links and devices, 
identify potential issues, and make informed load-
balancing decisions.

In summary, SD-WAN technology uses SDN-based 
load balancing to intelligently distribute network traffic 
across multiple paths, ensuring optimal network perfor-
mance and reliability. By leveraging centralized manage-
ment, dynamic path selection, application-aware rout-
ing, link aggregation, and failover capabilities, SD-WAN 
provides businesses with a flexible, cost-effective, and 
high-performance wide-area network solution.

Despite its advantages, SDN faces challenges. Securi-
ty remains a significant concern, particularly regarding 
the centralized controller, which may become a single 
point of failure or attack. Additionally, concerns about 
vendor lock-in and interoperability among different 
SDN implementations exist.

In summary, SDN is a promising technology with the 
potential to transform network management and op-
erations. It's programmability and centralized manage-
ment make it particularly suitable for cloud computing 
and data centre environments. While challenges must 
be addressed, ongoing research and development in 
this area will likely continue to drive SDN innovation 
and adoption in the coming years.

Besides the features mentioned earlier, several other 
benefits of SDN architecture have contributed to its 
popularity and widespread adoption. A key advantage 
is the separation and abstraction of control and data 
planes, allowing for increased flexibility in managing 
network resources and enabling network operators 
to implement policies and services more easily. The 
centralized intelligence offered by the SDN controller 
ensures a global network view and facilitates rapid ad-
aptation to changing network needs. Fig. 7 below pres-
ents a three-layered SDN architecture.



Fig 7. SDN Architecture

Another significant advantage is the capability to de-
velop various applications through the underlying net-
work infrastructure. This application-centric approach 
enables network operators to implement innovative so-
lutions that can enhance business operations, improve 
customer experience, and boost network efficiency.

The programmability of the data plane is another 
crucial feature of SDN architecture. This allows network 
operators to effortlessly configure and reconfigure the 
network based on evolving requirements, reducing 
network management complexity and increasing net-
work agility.

SDN architecture also accelerates innovation, pro-
moting business innovation and enabling real-time 
program implementation. This ensures that the net-
work can be reprogrammed to meet both business and 
customer demands, improving overall network perfor-
mance and promoting business growth.

In conclusion, the benefits of SDN architecture are 
numerous, and the technology continues to gain trac-
tion as more organizations recognize the advantages 
it offers in terms of network flexibility, scalability, and 
management.

4. SDN lOaD BalaNCINg

Load balancing (LB) is a vital aspect of contemporary 
computer networks that guarantee high availability, 
scalability, and performance. As access and data traf-
fic increase, server processing capabilities must grow 
accordingly to prevent a single point of failure. Nev-
ertheless, hardware upgrades or replacements can be 
expensive and resource-demanding. This is where LB 
technology plays a role, distributing a large volume 
of concurrent traffic to multiple computing devices, 
enhancing server processing capacity and reducing re-
sponse time to user requests. The technology is primar-
ily employed in enterprise key application servers, Web 
servers, and FTP servers [35].

Traditionally, LB was referred to as a physical network 
component for evenly distributing network traffic and 
the task was carried out through specialized hardware 

devices based on factors like the server's current load, 
content relative to the requested location, or simple 
policies such as round-robin. However, SDN emphasized 
more on the underlying technology of Load balancing 
rather than the hardware component and introduces 
new possibilities to it in conventional network loads, of-
fering fresh opportunities for load optimization.

In an SDN-based LB system, network management can 
be streamlined while achieving load optimization, mak-
ing it well-suited for SDN LB. LB technology has been 
vital to SDN networks, enhancing their performance in 
multiple-aware routing approaches, and efficiently al-
locating network resources for the overall improvement 
of network performance and quality-of-service (QoS). 
Utilizing SDN-based LB enables more agile networks 
and enhanced network management, leading to more 
adaptable and effective application services [36].

Furthermore, LB through SDN allows the network to 
behave like virtualized computing and storage models. It 
aids in discovering the best route and application for fast-
er request delivery. By directly configuring the network, 
SDN-based LB ensures improved network management 
for more flexible and effective application services.

In summary, load-balancing technology is an indis-
pensable component of modern computer networks, 
and SDN-based LB offers considerable advantages in 
terms of scalability, performance, and network man-
agement. By harnessing the capabilities of SDN, LB can 
be more agile and efficient, assisting network admin-
istrators in delivering a higher quality of service and 
improving application performance to end-users [37].

5. ClaSSIFICaTION OF lOaD BalaNCINg 
TEChNIQUES

The thematic taxonomy for SDN load-balancing solu-
tions is based on the following main parameters. The 
parameters selected for this thematic taxonomy were 
constructed from four factors, shown in Fig. 8 below: 
objectives-based LB, data plane LB techniques, control 
plane LB techniques, and performance metrics used for 
LB techniques 

Fig 8. Thematic Taxonomy for Load Balancing 
Technologies in SDNs
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5.1. OBJECTIvES-BaSED lB 

This parameter includes the objectives or goals that 
the LB solution aims to achieve. These objectives can 
be categorized into two main groups:

Network Optimization: LB solutions that aim to opti-
mize network performance by reducing network con-
gestion, improving network availability, and enhancing 
network scalability.

Application Optimization: LB solutions aim to opti-
mize application performance by improving applica-
tion response time, reducing server response time, and 
improving server utilization.

Resource Utilization: One of the main objectives of 
LB in the SDN LB model is to ensure efficient utiliza-
tion of resources. Therefore, there is a specific level of 
usage for network resources such as links, bandwidth, 
processors, and memory A suitable resource provision 
algorithm ensures the maximal usage of resources for 
the LB [38]

Transmission Latency: The latency of transmission 
refers to the time it takes the host switch to transmit 
data. This depends on several factors that include the 
switch's performance, whether the transmission queue 
is congested and the size of the data packets. The delay 
of transmission indicates both congestion in the link 
and the condition of the switch load in some way. Thus, 
the SDN controller must collect the bytes that are trans-
mitted within a specific period as well as the transmis-
sion rate. This parameter should be reduced [39]. 

Minimize response time: This is specified by the time 
interval between the time a server request or job is 
received and the time it is answered, or mission ac-
complished. Thus, the reaction time of a specific LB 
algorithm is crucial in a distributed SDN network. This 
parameter should be minimized 

Avoiding bottleneck: To avoid any congestion or bot-
tlenecks in the SDN network setting, LB methods are 
required to spread the load equally between different 
switches/controllers so that no switch/controller gets 
overloaded (i.e., among the bottlenecked switches of 
each link, the best is the one with the lowest capac-
ity). Efficient utilization of available resources through 
proper load balancing can help reduce resource con-
sumption. Additionally, it enforces failover, allows scal-
ability, prevents bottlenecks, and reduces response 
time [40]. 

Based on the above, load-balancing techniques can 
be classified into the following categories:

5.1.1. Data plane lB techniques: 
This parameter includes the different techniques 

used in the data plane for load balancing. These tech-
niques can be categorized into two main groups:

Static LB: LB solutions that use pre-defined rules or 
policies to distribute traffic across servers.

Dynamic LB: LB solutions that use real-time data to 
distribute traffic across servers. These solutions use 
various algorithms, such as round-robin, least connec-
tions, and IP hash, to distribute traffic.

5.1.2. Control plane lB techniques: 
This parameter includes the different techniques 

used in the control plane for load balancing. These 
techniques can be categorized into two main groups:

Centralized LB: LB solutions that use a centralized 
controller to manage load balancing. The controller is 
responsible for making load-balancing decisions and 
distributing traffic across servers.

Distributed LB: LB solutions that distribute load-bal-
ancing decision-making across multiple controllers or 
switches. These solutions use distributed algorithms, 
such as Consistent Hashing, to distribute traffic.

5.1.3. Performance metrics used for lB 
techniques: 

This parameter includes the performance metrics 
used to evaluate LB solutions. These metrics can be cat-
egorized into two main groups:

Network Performance Metrics: Metrics used to evalu-
ate the overall network performance, such as through-
put, latency, and packet loss.

Application Performance Metrics: Metrics used to 
evaluate the performance of specific applications, such 
as response time and server utilization.

Overall, this thematic taxonomy provides a useful 
framework for categorizing and comparing SDN load-
balancing solutions based on their objectives, techniques, 
and performance metrics. By using this framework, net-
work administrators can select the most appropriate SDN 
LB solution for their specific network requirements.

5.2. DaTa PlaNE-BaSED lOaD BalaNCINg 

This technique is used to attain LB that is of small 
latency network performance; especially within the 
data plane. It is also used to solve the load imbalance in 
paths and servers and to avoid network bottlenecks in 
SDN. Data plane LB can be classified as servers LB and 
links LB are discussed in what follows 

5.2.1. Server load Balancing
Static server LB techniques are preconfigured and 

remain fixed until they are manually updated, whereas 
dynamic server LB techniques adapt to the current net-
work conditions and traffic. An LB strategy can be used 
to distribute traffic to different servers to overcome 
network congestion [41]. 

Static server LB techniques include round-robin, IP 
hashing, and least connection, while dynamic server LB 
techniques include weighted round-robin, least traffic, 
and adaptive load balancing [42].
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Round-robin is a static LB technique that distributes 
traffic equally across servers in a circular order. IP hash-
ing is another static LB technique that uses a hash func-
tion to assign traffic to servers based on the source IP 
address of the packet. The last connection is also a stat-
ic LB technique that assigns traffic to the server with 
the least number of active connections.

Weighted round-robin is a dynamic LB technique 
that assigns traffic based on the weight assigned to 
each server, where servers with higher weights receive 
more traffic. Least traffic is another dynamic LB tech-
nique that assigns traffic based on the server with the 
least amount of traffic. Adaptive load balancing is a 
dynamic LB technique that continuously monitors the 
network conditions and adapts the LB strategy accord-
ingly to balance the load [43].

Overall, LB techniques play a crucial role in manag-
ing the increasing amount of traffic in data centres and 
ensuring efficient use of network resources. The choice 
of LB technique depends on the specific needs and re-
quirements of the network, as well as the level of auto-
mation and adaptability required for LB.

When it comes to server load balancing, there are 
two types of algorithms: static and dynamic. Static al-
gorithms are simple but expensive, and they're best 
suited for homogeneous servers. However, they're 
inflexible and don't take into account the efficiency 
of component nodes such as RAM size, server proces-
sor, and link bandwidth. This makes them unsuitable 
for handling dynamic changes in the network. On 
the other hand, dynamic algorithms allocate the load 
based on the current state of the network node. They 
check link capacity and server load at runtime and ad-
just load distribution accordingly. With the program-
mability and flexibility of SDNs, implementing dynamic 
server LB algorithms has become easier. For example, 
a genetic algorithm was used in one study to achieve 
optimal load balancing in a server pool by redirect-
ing flows. The algorithm minimized the coefficient of 
the server using a fitness function that took into ac-
count the varying workload of each server in the pool. 
Overall, dynamic LB algorithms are more efficient and 
versatile than static ones, and they're better suited for 
handling the increasing traffic and dynamic changes in 
modern data centres.

5.2.2. link-based load Balancing
LB techniques for multiple path networks in SDNs 

have been extensively studied in the literature. Link-
based LB is one such technique that focuses on opti-
mizing path load and selecting the least loaded path 
for new incoming data requests to prevent congestion 
in the data plane. Various modern approaches have 
been proposed to address high-controller LB in multi-
ple-path networks. Link-based LB can be classified into 
three categories, namely, meta-heuristic algorithms, 
machine learning algorithms, and other algorithms 
[44].

5.2.3. Meta-heuristic algorithms
Meta-heuristic algorithms are an effective approach 

to optimize network-wide management and overcome 
challenges in path load balancing. With a large number 
of variables and targets involved in network optimiza-
tion, heuristic algorithms can provide reasonable solu-
tions in a reasonable time frame. Several algorithms 
have been proposed using meta-heuristic algorithms 
in conjunction with SDN networks to improve load-bal-
ancing performance. For example, the fuzzy synthetic 
evaluation mechanism (FSEM) was proposed to ad-
dress path load balancing issues. This method utilizes 
the Top-K algorithm to select the shortest path and al-
locates network traffic to the paths using Open Flow 
switches. The central SDN controller is responsible for 
installing flow-handling rules, and the FSEM enables 
dynamic path adjustments based on a global network 
view. The POX controller platform was used to imple-
ment this proposed method [45].

5.2.4. Machine learning Based
By coupling algorithms with the SDN architecture, 

routing performance can be improved through the 
placement of centralized logic on the control plane, 
which allows for a global view of the network and the 
use of machine learning algorithms. Load distribution 
can be balanced in real-time through the consideration 
of path load scenarios, which takes into account fea-
tures such as bandwidth utilization ratio, packet loss 
rate, transmission hops, and latency. A back propaga-
tion artificial neural network (BPANN) can be trained 
using these features, resulting in improved network 
performance, as shown in experimental results where 
a 19.3% reduction in network latency was achieved. 
However, this approach does not consider the types of 
services being used and does not necessarily find the 
exact shortest path. Another SDN-based approach uti-
lizes artificial neural networks (ANN) and six features, 
including packet overhead, latency, hop count, packet 
loss, trust, and bandwidth ratio, to improve transmis-
sion efficiency. The load on every node is determined, 
and the least loaded direction is selected in real time 
for incoming data flows. This technique can also be im-
plemented using Mininet and the Floodlight controller 
to evaluate network efficiency [46].

5.3. CONTROllER-BaSED lOaD BalaNCINg

LB technologies that are based on a control plane 
provide LB within distributed controllers to avoid bot-
tlenecks associated with a huge SDN network within a 
centralized controller. Based on studies that have been 
conducted on multiple controllers, it can be categorized 
into distributed LB and virtualization controller LBs

5.3.1. Distributed Controller
Distributed controller LB architectures use one or 

more controllers in a network to address the challeng-
es faced by a single controller network [47].



The rationale is to ensure that controllers that can 
permit the sharing of load equally in the network are 
formed, and one controller can take over from another 
controller should a crash occur.

Distributed systems can typically implement most of 
these advanced procedures with minimal technologi-
cal requirements. It has been reported in pertinent lit-
erature that distributed controller architectures are not 
always based on multiple controllers. This type of net-
work is physically distributed and of a different type.

5.3.2. virtualised Controller

Virtualized controller LB using the slices technique is 
based on SDN network virtualization [48].

In this approach, the physical network infrastructure 
has a virtual layer placed above it, and a virtualized 
network can be achieved by controlling packet routing 
and load balance. Network virtualization is provided in 
this layer through the construction of virtual networks 
made up of virtual resources like routers, switches, and 
other nodes that are to be managed and controlled.

To implement control, a transparent proxy is utilized, 
which connects multiple controllers on one of the net-
works to a side of the switch. An open Flow virtualiza-
tion controller called a Flow visor (FV), serves as a trans-
parent proxy between the switches of the open Flow 
and that of several open Flow controllers.

FV enables the creation of multiple isolated virtual 
logical networks, known as slices, on a single physical 
infrastructure. These slices can use various addressing 
and flow-forwarding techniques, allowing different 
controllers in different slices to share network resourc-
es, such as Open Flow switches and ports.

5.4. METRIC-BaSED lOaD BalaNCINg

LB algorithms in SDN networks rely on metrics to 
ensure efficient load distribution. Here are some of the 
most common metrics used in LB implementations:

Throughput: This metric measures the rate at which 
tasks are completed after LB has been performed. The 
LB algorithm's goal is to achieve greater efficiency by 
maximizing throughput.

Packet loss: This metric measures the rate at which 
packets are dropped during transmission. The SDN 
controller collects the cumulative number of trans-
mitted and received packets at respective OpenFlow 
switch ports to prevent packet loss [49].

average response time: This metric measures the 
time it takes for a user to retrieve the results of a re-
quest. It is influenced by factors such as bandwidth, 
number of users accessing the network, number of re-
quests, and average processing time [50].

Transmission hop count: This metric measures the 
number of hops required to transmit packets from source 
to destination. A large number of hops can increase the 
probability of congestion, while fewer hops can decrease 
packet loss probability and transmission delay. The SDN 
controller's global network topology database can be 
used to search for the shortest path between switches 
based on the source and destination switches [51].

6. FINDINgS 

To conclude this section, a summary of widely adopt-
ed SDN load-balancing algorithms is covered in Table 3. 
Here, we look at the performance objectives that the au-
thors wanted to achieve as well as the selection criteria 
and mechanism used. Most of the literature works used 
centralized criteria as these works were based on SDN. 

Table 3. Comparison of various techniques of SDN load balancing on specific criteria CHALLENGES FOR 
FUTURE RESEARCH

Strateg Performanse Criteria Selection Criteria Description

DNQ [51] Reduction of packet loss rate with 
different load

Centralized intelligent 
centre

Intelligent techniques used for path selection, 
important nodes, and flow forecasting

Least Connection [52] Resource utilization optimization Centralized and 
cooperative approach

Server with the least number of active connections is 
allocated more connections to balance traffic

SDSNLB [53] Throughput, link load jitter Centralized Allocates network traffic to different flow paths for 
optimal and productive resource use

Dynamic Agent-based Load 
Balancing [54] Efficient and adaptive Centralized Global visibility of SDN is used to efficiently migrate 

virtual machines in data centre networks

RLMD [55] Node efficiency, node attractiveness, path 
quality, controller load balancing rate

Centralized and 
cooperative approach

Scheme for effective deployment of controllers and 
successful load balancing among them

Fuzzy Synthetic Dynamically 
Select the Evaluation Optimal 

Path Mechanism [56]
- Centralized Network flow is sent to flow paths under open flow 

switches for SDN controller to install flow handling

Switch Migration Based 
Decision-Making [57]

Response time, load distribution, and 
migration cost Centralized approach Chooses a master controller to enhance load balancing 

factor based on low cost

Adaptive Load Balancing 
Scheme [58] Throughput and loss rate Centralized and 

cooperative approach
New adaptive technique in data centres leveraging 

SDN for load balancing

Self-Adaptive Load Balancing 
[59]

Throughput testing, load balancing time, 
bandwidth utilization, and loss rate Centralized approach Ensures effective load balancing and distance between 

devices are considered

Double Deep Q Network Based 
VNF Placement Algorithm [60]

Path delay, running time of VNFIs, number 
of VNFIs, and utilization ratio of VNFIs Centralized Customized algorithm designed using gathered 

information to optimize network performance
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7. ChallENgES FOR FUTURE RESEaRCh

Software-defined networking (SDN) has revolution-
ized the way network administrators manage and con-
trol their networks. One of the most significant appli-
cations of SDN is load balancing, which is the process 
of distributing traffic evenly across multiple servers to 
optimize resource utilization and ensure high availabil-
ity of services. SDN-based load-balancing techniques 
have gained popularity in recent years due to their flex-
ibility, scalability, and cost-effectiveness [62]. 

However, these techniques also face several chal-
lenges and issues that need to be addressed for their 
wider adoption and improved performance. In this arti-
cle, we will explore these issues, challenges, and future 
research directions in SDN-based load balancing.

7.1.  ISSUES aND ChallENgES IN SDN-BaSED 
 lOaD BalaNCINg:

Controller overload: One of the most significant chal-
lenges in SDN-based load balancing is the controller's 
processing capacity, which can become a bottleneck 
when handling a large number of requests. The con-
troller's processing power limits the number of switch-
es and the amount of traffic that can be managed, lead-
ing to poor performance and increased latency.

Scalability: Another significant challenge is the scal-
ability of SDN-based load balancing. As the number of 
switches and servers in the network increases, manag-
ing and controlling the network becomes increasingly 
complex and challenging. This complexity can lead to 
poor performance, increased latency, and even net-
work outages.

Security: SDN-based load balancing also poses sev-
eral security challenges, such as DDoS attacks, malware 
infections, and unauthorized access to the network. 
These security threats can compromise the availability 
and performance of the network, leading to significant 
financial losses.

Traffic engineering: SDN-based load balancing tech-
niques must consider different traffic patterns and rout-
ing requirements to optimize network performance. 
However, designing efficient traffic engineering algo-
rithms that can handle complex network topologies 
and diverse traffic patterns is a challenging task.

Service-level agreements: SDN-based load balancing 
must also ensure that service-level agreements (SLAs) 
are met, such as minimum response time, maximum la-
tency, and minimum throughput. Meeting these SLAs 
can be difficult, especially when dealing with a large 
number of requests or unpredictable traffic patterns.

Dynamic load balancing for multiple controllers: In 
large-scale SDN networks with multiple controllers, 
there is a need for a dynamic load balancing mecha-
nism that can handle burst traffic and adjust controller 
loads without compromising traffic balancing [63].

Network management for SD-IoT: With the increas-
ing use of IoT devices, there is a need for suitable tech-
nologies to manage the massive amounts of data gen-
erated by these devices. SDN-based technologies can 
help distribute and monitor network traffic flows for 
load balancing and network delay minimization [64].

Hierarchical controller load balancing: Centralized 
SDN control using a single controller can result in a 
single point of failure and network collapse. Hierarchi-
cal load balancing using a super controller can help 
maintain global controller load information, but this 
requires time-consuming LB decisions [65].

Data plane fault tolerance and low-latency load bal-
ancing for SD-WAN: SDN provides opportunities to 
design custom, adaptive routing schemes for low end-
to-end latency and failure recovery mechanisms. How-
ever, it remains unclear how to pick better paths in real 
time in the presence of connection failure or conges-
tion [66].

Security challenges: Availability is a key security 
problem in SDN, and multiple controllers can cause 
cascade failures. Protecting the controller and building 
trust between controllers is a key issue, as is providing 
LB with improved protection against DDoS and long-
awaited queues. The scalability of SDN also needs to be 
improved to prevent targeted attacks that can cause 
control plane saturation.

7.2  FUTURE RESEaRCh DIRECTIONS IN SDN- 
 BaSED lOaD BalaNCINg:

Machine learning: Machine learning techniques can 
help optimize SDN-based load balancing by predicting 
traffic patterns and resource utilization, identifying net-
work anomalies, and detecting security threats. These 
techniques can also help optimize traffic engineering 
algorithms and improve SLA compliance.

Blockchain: Blockchain technology can provide a se-
cure and decentralized platform for SDN-based load 
balancing, allowing for greater transparency and ac-
countability in network management. Blockchain can 
also enable more efficient and secure management of 
network resources and services.

Fog computing: Fog computing is a distributed com-
puting paradigm that extends cloud computing to the 
edge of the network, where devices and sensors are 
located. Fog computing can help improve SDN-based 
load balancing by enabling faster response times, re-
ducing latency, and improving resource utilization.

Network function virtualization: Network function 
virtualization (NFV) is the process of virtualizing net-
work functions such as firewalls, load balancers, and 
routers. NFV can help optimize SDN-based load bal-
ancing by providing more flexible and scalable net-
work services and reducing the complexity of network 
management.
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Hybrid solutions: Hybrid SDN-based load-balancing 
solutions that combine traditional load-balancing tech-
niques with SDN-based approaches can provide more 
efficient and reliable network management. Hybrid so-
lutions can leverage the benefits of both approaches 
and provide better performance and scalability than 
either approach alone.

In conclusion, SDN-based load balancing is a prom-
ising technology that offers many benefits, including 
improved network performance, scalability, and flex-
ibility. However, it also faces several challenges and is-
sues that need to be addressed for its wider adoption 
and improved performance. 

Future research directions in SDN-based load balanc-
ing include machine learning, blockchain, fog comput-
ing, network function virtualization, and hybrid solu-
tions, among others.

8. PROPOSED ROaDMaP

Introducing a new SDN-based load balancing tech-
nique, "Adaptive Multi-Objective Load Balancing 
(AMOLB)." This approach aims to optimize network 
performance by dynamically balancing multiple objec-
tives, such as latency, throughput, energy efficiency, 
and resource utilization. 

The AMOLB technique leverages the capabilities of 
SDN to monitor and control the network in real-time 
while using machine learning to adapt to changing 
network conditions.

Key components of the AMOLB technique:

•	 Centralized Controller: The centralized controller 
is responsible for managing the entire network, 
collecting real-time network statistics, and mak-
ing load-balancing decisions based on the multi-
objective optimization model.

•	 Multi-Objective Optimization Model: This model 
considers multiple objectives and assigns weights 
to each of them based on the network adminis-
trator's preferences or dynamic network require-
ments. The optimization model generates an opti-
mal set of load-balancing policies that balance the 
objectives according to their assigned weights.

•	 Machine Learning Module: The machine learning 
module continuously analyses network traffic pat-
terns and adjusts the weights assigned to different 
objectives based on real-time network conditions. 
It can also predict future traffic patterns and pre-
emptively adjust the load balancing policies to 
maintain optimal network performance.

•	 Real-time Network Monitoring: The AMOLB tech-
nique relies on real-time network monitoring to 
collect network statistics, such as latency, through-
put, and resource utilization. This data is used to 
update the multi-objective optimization model 
and make informed load-balancing decisions.

•	 Programmable Data Plane: The programmable data 
plane allows the AMOLB technique to implement 
dynamic load-balancing policies at the forwarding 
level. This ensures that traffic is optimally distributed 
across the network, considering the multiple objec-
tives defined in the optimization model.

Fig. 9. Adaptive Multi-Object Load Balancing 
data flow

Fig. 9 above depicts the flow chart involving steps to 
implement the proposed AMOLB technique:

1. Define the objectives and their respective weights 
based on network requirements or administrator 
preferences.

2. Collect real-time network statistics using the cen-
tralized controller and programmable data plane.

3. Use the multi-objective optimization model to 
generate an optimal set of load balancing poli-
cies that consider the defined objectives and their 
weights.

4. Implement the load balancing policies across the 
network using the programmable data plane.

5. Continuously monitor the network and adjust the 
weights assigned to different objectives based on 
real-time network conditions using the machine 
learning module.

6. Periodically update the load balancing policies to 
maintain optimal network performance, consider-
ing the dynamic nature of network conditions and 
traffic patterns.

The pseudocode for the same is presented below in 
Fig. 9.:
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Fig 10. Pseudo-Code implementation for AMOLB

This technique offers a novel approach to SDN-based 
load balancing by considering multiple objectives and 
dynamically adapting to changing network conditions. 
By leveraging the capabilities of SDN and machine 
learning, the AMOLB technique can provide improved 
network performance, increased flexibility, and more 
efficient resource utilization.

9. CONClUSION

Numerous load-balancing techniques have been 
proposed and implemented in SDN networks. These 
techniques can be classified into three main categories: 
proactive, reactive, and hybrid. 

Despite the progress made in load-balancing re-
search for SDN, several challenges and open issues still 
need to be addressed. For example, load balancing in a 
multi-controller environment remains a challenge, and 
new techniques like AMOLB are needed to address this 
issue. The security of SDN networks is also a concern, 

and load-balancing techniques need to be developed 
to prevent cyber-attacks that can compromise the net-
work's availability and performance. Moreover, the In-
ternet of Things (IoT) is expected to generate massive 
amounts of data, and load-balancing techniques must 
be developed to handle this data efficiently.

In conclusion, load balancing is an essential aspect 
of network management in SDN. It involves the in-
telligent allocation of network resources to improve 
network performance and avoid congestion. The pro-
posed AMOLB technique offers a novel and efficient ap-
proach to SDN-based load balancing, considering mul-
tiple objectives and dynamically adapting to changing 
network conditions. This approach to SDN-based load 
balancing considers multiple objectives and dynami-
cally adapts to changing network conditions. By lever-
aging the capabilities of SDN and machine learning, 
the AMOLB technique can provide improved network 
performance, increased flexibility, and more efficient 
resource utilization.

In conclusion, this paper has made a valuable con-
tribution by thoroughly examining the challenges in-
herent in SDN-based load balancing. Through a com-
prehensive analysis of issues such as scalability, adapt-
ability, and complexity, this research serves as a guid-
ing resource for future investigations aimed at tackling 
these obstacles and optimizing the performance of 
SDN load-balancing solutions.

Moreover, this study has identified promising research 
avenues that hold the potential to augment the effec-
tiveness and efficiency of load balancing within SDN ar-
chitectures. By shedding light on these areas, the paper 
offers a roadmap for researchers to delve deeper and de-
vise innovative solutions that can further enhance load-
balancing techniques in SDN environments.

In summary, this research has provided essential in-
sights into the existing challenges and future possibili-
ties of SDN-based load balancing. By addressing these 
challenges head-on and exploring new research direc-
tions, we can collectively foster advancements in SDN 
technology and contribute to the continuous improve-
ment of network performance and reliability. The find-
ings of this paper lay a solid foundation for the ongoing 
pursuit of optimized load-balancing solutions in SDN 
domains, thus paving the way for more robust and ef-
ficient networking infrastructures in the future.

Researchers continue to explore new load-balancing 
techniques, like AMOLB, to address the challenges and 
open issues associated with SDN networks.
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