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Abstract – Identifying individuals from a facial image is a technique that forms part of computer vision and is used in various fields 
such as security, digital biometrics, smartphones, and banking. However, it can prove difficult due to the complexity of facial structure 
and the presence of variations that can affect the results. To overcome this difficulty, in this paper, we propose a combined approach 
that aims to improve the accuracy and robustness of facial recognition in the presence of variations. To this end, two datasets (ORL 
and UMIST) are used to train our model. We then began with the image pre-processing phase, which consists in applying a histogram 
equalization operation to adjust the gray levels over the entire image surface to improve quality and enhance the detection of features 
in each image. Next, the least important features are eliminated from the images using the Principal Component Analysis (PCA) 
method. Finally, the pre-processed images are subjected to a neural network architecture (CNN) consisting of multiple convolution 
layers and fully connected layers. Our simulation results show a high performance of our approach, with accuracy rates of up to 
99.50% for the ORL dataset and 100% for the UMIST dataset.

Keywords: Histogram equalization, PCA, CNN, facial recognition, variations

1.  INTRODUCTION

Facial recognition is a technology that allows the 
identification of a person by analyzing and comparing 
unique features of the face, such as the shape of the 
nose, the distance between the eyes, or the facial lines. 
This technology is increasingly used in various fields 
such as security [1, 2], Human face recognition and age 
estimation [3], video surveillance [4], gender identifica-
tion from an image [5], biometric identification [6] or 
individual identification [7-9]. However, the presence 
of variance that can occur in several forms (lighting, 
orientation, pose, accessories, etc.) in an image can 
affect facial recognition, since facial recognition algo-

rithms need a clear, sharp image of the face to identify 
unique features and compare them with a database of 
recorded faces [10]. This is why it is important to take 
variance into account when designing and evaluating 
facial recognition algorithms, and to ensure that they 
are capable of handling a wide variety of situations and 
image conditions to guarantee accurate and reliable 
identification.

Recently convolutional neural networks (CNN) have 
been very successful in many computer vision applica-
tions such as medicine [11, 12], agriculture [13], and en-
vironment [14, 15]. And also, among these applications, 
several works dealing with facial recognition are based 
on the use of CNNs due to their robustness in feature 
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extraction and classification such as [16-18]. CNNs are 
a category of deep neural networks used mainly in 
the field of computer vision. Inspired by the structure 
and functioning of the human visual system, CNNs are 
mainly used for classification tasks. Their architecture 
consists of several layers including convolution layers 
which are responsible for extracting features from the 
image using convolution filters applied on different 
parts of the image, then pooling layers which are used 
to reduce the dimensionality of the dataset by select-
ing the most important features and finally fully con-
nected layers which are responsible for the final classi-
fication. Thanks to these layers the CNNs can automati-
cally learn the discriminating features of a facial image.

In this paper, we propose a combined approach to 
improve the accuracy and robustness of our facial rec-
ognition model when multiple variance shapes are 
present in an image. This approach first uses histogram 
equalization technique pre-processing to improve 
the quality of the images as it adjusts the distribution 
of gray levels in an image to improve the visibility of 
details and increase the contrast this is beneficial as it 
enhances the contours and details of the face, thus fa-
cilitating the detection and identification of the unique 
facial features. Then the principal component analysis 
(PCA) method [19] is applied to extract the most im-
portant features from the images by reducing the di-
mensionality of the data set. PCA also simplifies and 
reduces the complexity of the face data by extracting 
the most important and discriminating features. And at 
the end, the set of processed images is transmitted to a 
CNN architecture for training our model. Our approach 
has been evaluated using two image databases which 
are ORL [20] and UMIST [21] which represent multiple 
variations in pose and lighting and accessories such 
as glasses, scarf, and beard... The performance of our 
model is evaluated using an accuracy metric.

The results of our simulations show that our method 
performed satisfactorily, with accuracy rates of up to 
99.50% for the ENT dataset and 100% for the UMIST da-
taset. These results are competitive with those of other 
research studies in the same field.

2. RELATED WORK

Facial recognition is a fast-growing research area 
that presents many challenges, including variation 
under different types such as occlusion, pose, and 
the presence of accessories (glasses, cap, scarf ...). To 
remedy this problem several relevant works have ad-
dressed this problem. The authors in [22] proposed an 
efficient face recognition system incorporating genet-
ic algorithms.  Their model is based on two steps: the 
first one consists in extracting the face features and 
the second one consists in matching the face mod-
els. The results of the simulations have allowed us to 
obtain quality results with an accuracy that reaches 
a value of 88.9%. In [23] the authors proposed a face 
recognition algorithm based on depth map transfer 

learning to efficiently recognize face images taken in 
an unrestricted environment. This method was able 
to record an accuracy rate that reached a value of 
98.31%. On the other hand, another model based on 
transfer learning has been designed [24]. Its goal is to 
design a facial recognition model invariant to the ac-
tivated age. For this a preprocessing is performed on 
the facial images to improve their quality, then a BES-
DTL-AIFR model which is based on the Inception V3 
model is also used to learn deep features and at the 
end, the features are passed to the optimal deep be-
lief network model DBN. The model recorded an accu-
racy rate of a value of 99.14%. The authors in [25] pro-
posed penalized competitive deep rival learning RPCL 
for deep face recognition in a low-resolution image. 
Their model achieved an accuracy value of 95.13%. 
Another hybrid biometric system for face recognition 
considering uncontrollable environmental conditions 
was developed in [26]. The proposed system uses two 
features which are discrete wavelet transform based 
on the Gaussian Laplace filter and Log Gabor filter. 
Both features were used by a multi-class support vec-
tor machine. The system was able to achieve an accu-
racy rate of a value of 94.68%.

3. METHODOLOGY

The figure below presents the steps of our approach. 
It consists of four steps which are:

•	 Application of histogram equalization on the set 
of images used

•	 Application of dimension reduction by the PCA 
method

•	 Labeling and data preparation

•	 Feature extraction and classification by CNN ar-
chitecture

Fig. 1. Graphic representation of the different steps 
of our method



995Volume 14, Number 9, 2023

3.1. HISTOGRAM EqUALIzATION

The equalization of the histogram is a technique of 
image processing made by Gonzalez and Woods in ref 
which allows the uniform adjustment of the distribu-
tion of gray levels on the entire surface of an image. For 
this, we begin by calculating the histogram of an image 
(X) which is a graphical representation of the distribu-
tion of gray levels (L) in the form of a curve that indi-
cates the number of pixels that have a particular level 
of gray in an image. Then the cumulative distribution 
function CDF of the histogram is calculated to deter-
mine the transformation to be applied to the image to 
equalize its histogram. We define the number NK which 
is the number of occurrences of the level XK it gives 
that the probability of occurrence of a pixel of level XK 
in an image is presented by the following equation

(1)

With: n presents the total number of pixels of an im-
age and px presents the histogram normalized on [0,1].

Finally, an equalization transformation (T) is applied 
to the image using the CDF. It aims to replace each gray 
level of the image by its equivalent value in the CDF. For 
this we associate a new value SK=T(Xk) has this trans-
formation T on each pixel of value XK as shown in the 
following equation:

(2)

With  showing the cumulative histogram 
of an image.

The resulting image will have a uniform histogram 
which will allow the increase of contrast and brightness 
of the image. Fig. 2 below shows an example of the use of 
this technique on an image belonging to the ORL dataset 
and as can be seen the cumulative histogram distributed 
over the entire surface so that it becomes uniform.

Fig. 2. Application of histogram equalization on an 
image belonging to the ORL database

3.2. PRINCIPAL COMPONENT ANALYSIS

Principal Component Analysis PCA [19] is a dimen-
sionality reduction technique that decomposes a data 
matrix into principal components while retaining the 
maximum amount of information contained in the 
data. It aims to improve the performance of Deep 
Learning algorithms because it keeps just the uncorre-
lated variables and eliminates the correlated ones that 
do not contribute to a decision.

For this purpose, each image is represented by a vec-
tor Ii containing pixels, which will later be treated as a 
one-dimensional array were

(3)

where 1 ≤ aij ≤ 255
a represents the pixels of an image

Then the matrix will be converted to a one-dimen-
sional array as follows:

(4)

Where τi is an array that will contain many pixels.

By the soot, the average of all the images is deter-
mined by the elimination of all that is in common with 
the individuals, as shown by the following equation:

(5)

Where  is the sum of the values for each image.

Then the matrix ∅i constructed by performing a sub-
traction between the one-dimensional array of pixels τi 
the average ψmoy as shown in the equation below:

(6)

Then another modified image matrix this time of cova-
riance representing the interaction between the images 
of a single individual as shown in equation (7) Below:

(7)

where A=(∅1, ∅2,....,∅M)(N2×M)
Where C is the covariance matrix, M is a set of vectors 

and ∅n ∅n
T represents the tensor product of the feature 

vectors ∅n and ∅n
T.

Subsequently, the eigenvectors Ui, are calculated from 
the covariance matrix C, then a sorting of these vector ver-
ticals is formed based on their eigenvalue where ‖Ui‖=1 
which corresponds to the importance of the direction of 
the data set. A selection of the first K eigenvectors that 
contain the most information for the projected of the da-
taset on the selected K eigenvectors to reduce the dimen-
sionality of the dataset. At the end a reconstruction of the 
image using the K-selected eigenvectors.

As shown in Fig. 3 below, even if we apply the PCA 
method, we can see that the appearance of the image 
is preserved, but the dimensions are reduced.
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Fig. 3. Application of PCA on images belonging to 
the ORL database

3.3. DATA PREPARATION

Once the dataset is processed a preparation is per-
formed on it aiming to unify the size of the images 
(48x48) then all the images will be labeled where each 
image will be labeled by the class that corresponds to 
it, then we proceed to the formation of two subsets of 
data. Each of these two will be used in a learning phase 
the first part will be used in the training phase of our 
model will contain 80% of the images is will be called 
TRAIN, while the second subset called TEST will con-
tain 20% of the images is will be used in the validation 
phase of our model.

Fig. 4. Labeling of the ORL data set

3.4. CONvOLUTIONAL NEURAL NETWORK 
 ARCHITECTURE CNN

The final phase aims at building an architecture of 
convolutional neural networks (CNN) which are a class 
of deep neural networks mainly used in the field of 
computer vision. Their structure and operation are in-
spired by the human visual system. They are used for 
classification tasks as they are designed for automatic 
extraction of image features. Their complex architec-
ture consists of several layers in our case we used con-
volution layers that are responsible for the extraction 
of features from an image by applying convolution 
filters on different parts of the image. Also, the POOL-

ING layer’s role is to reduce the dimensionality of the 
dataset by selecting the most important features, so a 
FLATTEN layer has a very important role in our architec-
ture because it allows us to convert the output of the 
last convolution layer into a 1D vector so that they can 
be used as input data by the layer of fully connected 
neurons DENSE to perform classification based on the 
extracted features. The DENSE layer consists of neurons 
that are connected to all the neurons of the previous 
layers which will allow us to learn complex relations 
between the features extracted by the previous convo-
lution layers by applying linear and non-linear opera-
tions to transform the input vector into an output that 
can be interpreted as a prediction with the help of an 
activation function. In our case, we used the Rectified 
Linear Unit (RELU) activation function which is one of 
the most popular activation functions used in CNN. Its 
role is to introduce nonlinearity into the neural net-
work because the convolution layers perform linear 
operations, which means that the output of the layer is 
a linear combination of the inputs. Adding a nonlinear 
function will allow the neural networks to learn more 
complex nonlinear representations of the input data. 
This is done using the following equation:

(8)

x represents the output of the layer.

One of the advantages of using this activation func-
tion is that it allows us to deal with complex input data 
because it avoids the disappearance of gradients and 
also it helps in a good regularization of our model. Also, 
we used the SOFTMAX optimization algorithm in the 
output layer to perform a multi-class classification to 
classify the data into several categories. Its main role 
is to normalize the scores of each output class into a 
probability distribution that represents the probability 
of each class being the correct prediction using the fol-
lowing equation:

(9)

Z is a vector of real numbers that represents a score 
for a particular class j and k is the class number.

Fig. 5 below summarizes our adopted architecture. It is 
composed of three convolution layers, three pooling lay-
ers, and a flattened layer. All these layers will be respon-
sible for the extraction of features from the images. Then 
a fully connected layer is used to perform a classification.

Our model was compiled using a categorical_cros-
sentropy loss function which is widely used in machine 
learning and in particular to solve multi-class classifica-
tion problems. Its role is to measure the divergence be-
tween the probability distribution predicted by a mod-
el and the actual distribution of classes by computing 
the output probability of a model and the labels that 
correspond to the classes. This operation is performed 
using the following equation:
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(10)

Where j(θ) presents the total loss calculated from the 
predictions of the model, yi represents the true value 
of class i(0 or 1) and yî represents the probability pre-
dicted for class i by a model.

Fig. 5. CNN architecture adopted for our approach

The main objective of using this loss function is to 
minimize the value of the loss by adjusting the weights 
and biases of our model to obtain predictions that are 
as close as possible to the actual labels.

The classification performance evaluation of our 
model is performed using an accuracy metric which 
has as its main objective to measure the proportion 
of correct predictions about the set of predictions re-
sulting from our model. This measure represented in 
percentage (%) is performed by comparing the predic-
tions of our model with the real labels belonging to the 
data set used as shown in the following formula:

(11)

Where Nc represents the correct number of predic-
tions predicted by our model and Nt is the total num-
ber of items in the data set used.

We also note the use of the Adam optimization algo-
rithm. Its role is to update the weights of our model by cal-
culating the gradients of our model for a training batch of 
data, then updates the first-moment (Mt) and the second 
moment (Vt) using the following two formulas:

(12)

(13)

Where g represents the gradients, β1 and β2 repre-
sents the exponential decay parameters.

Then the moment biases Mt and Vt are corrected us-
ing the following two formulas:

(14)

(15)

Namely, t is the iteration number.

And finally, the Adam algorithm will update all the 
weights of our model using the following formula:

In the formula, θ represents the weights of our model, 
α corresponds to the learning rate and ε is a small value 
added to avoid division by 0 (in our case we used 10-8).

All these operations will allow our model to adjust 
the learning rates adaptively based on the estimates of 
the first and second moments, which guarantees rapid 
convergence and stability during the training phase of 
our model.

4. RESULT AND DISCUSSION

Our model was trained using two databases ORL and 
UMIST which each represent the presence of variations 
of different types, over a total of 150 epochs, where each 
epoch corresponds to an iteration on the TRAIN train-
ing data set. Also, the batch_Size parameter was set to 8 
which means that the model is trained using mini-batch-
es of a sample of 8 mages at a time. We also note that the 
TEST dataset is used for the validation of our model dur-
ing the training phase. The loss function and evaluation 
metrics are calculated for this dataset after each epoch. 

(16)
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The results of our simulations shown in Table 1 below 
have demonstrated a remarkable performance recorded 
in both cases (ORL and UMIST) as shown in Table 1 be-
low. In the case of the ORL database which represents the 
presence of variations in contrast, lighting, and occlusion 
(glasses, sling ...) our approach recorded an accuracy rate 
of up to 99.50% which is the best score recorded among 
the other techniques while a value of 0.07 was recorded 
by our model as the precision of the loss function which 
indicates that our model has succeeded in minimizing the 
value of the loss function. In the case of the UMIST data-
base which represents a variation at the pose level (from 
profile to front view), our model was able to achieve 100% 
value in accuracy and a value of 0.0000093 was recorded 
by our model as the accuracy of the loss function.

Table 1. Simulation results on both databases

Database ORL UMIST

Technique Accuracy Loss Accuracy Loss

CNN 93,75% 0.25 99,13% 0.15

ACP 93,75% 0.15 100% 0.00065

Equalization + CNN 92,50% 0.31 99,13% 0.081

Method 99,50% 0.07 100% 0.0000093

In the case of the ORL database, as illustrated in Fig-
ure 6 below, the analysis of the graph representing the 
evolution of the two values Accuracy and Loss during 
the two training and validation phases shows that the 
accuracy value increases constantly and that the loss 
value also decreases constantly, which indicates that 
our model is gradually improving until it reaches opti-
mal values (99.50% for accuracy and 0.07 for loss value) 
on the two data sets Train and Test.  On the other hand, 
in the case of using the histogram equalization tech-
nique combined with the CNN, the two values (preci-
sion and loss) do not reach interesting values (92.50% 
as the maximum precision value and 0.31 as the mini-
mum loss value) which makes the model resulting from 
this technique weak compared to our method.
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Fig. 6. Graph representing the evolution of precision and loss values a: in the case of our approach and b: in 
the case of using histogram equalization + CNN

In the case of the UMIST database as illustrated in 
Fig. 7 below the analysis of the graph representing the 
evolution of the two values Accuracy and Loss during 

the two phases Training and Validation we note the sta-
bility of the curves over the periods and also that the 
value of accuracy increases in a constant way and that 
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the value of loss also decreases constantly until reach-
ing a final value of accuracy of 100% and 0.0000093 as 
the final value of a loss on the two sets of data Train 
and Test. It is also noted that in the case of using the 

PCA technique combined with the CNN, the model also 
reaches a final accuracy value of 100% but the final val-
ue recorded by this model 0.00065 shows that it is not 
effective as the case of our method.
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Fig. 7. Graph representing the evolution of the precision and loss values a: in the case of our approach and 
b: in the case of using the PCA + CNN method

A comparison aimed at evaluating our approach with 
other research works using the same databases (ORL 
and UMIST) has been carried out as illustrated in Table 
2 below. The analysis of this comparison shows that our 
approach is competitive with other results of various re-
search works done in the same direction and achieves 
convincing results in terms of the accuracy rate of facial 
recognition with the presence of variations and occlu-
sion of different types.

Table 2. Comparison of the accuracy rates of others 
research works with our approach

ORL UMIST

Method Accuracy Method Accuracy

LBP+CNN [8] 100% Genetic algorithm [27] 100 %

HSL [28] 96.67 % SESRC&LDF [29] 99.13 %

GABOR [30] 100% Fusion Local& Glob [31] 99.4 %

Modified PSO [32] 99 % CRHM [33] 99.51%

LTP-Deep CNN [34] 98.75 % SIFT+SVM [35] 99.44%

Method 99.50 % Method 100%

5. CONCLUSION

Facial recognition, part of the artificial intelligence 
sector, is a technique that aims to identify an individual 
from an image. This identification can be ineffective in 
the presence of variation or occlusion. In this paper, we 
propose a new approach aimed at improving the per-
formance of face recognition in the presence of differ-
ent types of variation or occlusion. To this end, we have 
used two image datasets (ENT and UMIST) that present 
the presence of several variations and occlusions. Our 
method begins with a pre-processing phase performed 
on the images used, which consists in applying histo-
gram equalization to increase the contrast and visibility 
of facial image details, thereby improving recognition 
accuracy. Next, the PCA method was also applied to all 
the images used, reducing the dimensionality of all the 
facial image data while retaining the most important 
information. The second phase consists of passing all 
the pre-processed images from the first phase to our 
own CNN architecture, which consists of several convo-
lution layers for extracting image features and also fully 
connected layers for image classification. The results of 
our simulations demonstrated the effectiveness of our 



1000 International Journal of Electrical and Computer Engineering Systems

approach, recording an accuracy value of 100% when 
using the UMIST dataset and 99.50% when using the 
ENT dataset. These results make our approach compet-
itive with others developed by other researchers. This 
combination can be used in biometric face recognition 
systems, as it has demonstrated high performance. It 
should also be noted that in the future, we plan to use 
other techniques to improve the performance of our 
model in face recognition in the presence of variance 
or occlusion, such as the use of reinforcement learning 
techniques to improve CNN efficiency and reduce de-
pendence on training data, as well as exploring other 
deeper and more complex CNN architectures.

6. REFERENCES

[1] T. Bagchi et al. “Intelligent security system based 

on face recognition and IoT”, Materials Today: Pro-

ceedings, Vol. 62, 2022, pp. 2133-2137.

[2] F. Majeed et al. “Investigating the efficiency of 

deep learning based security system in a real-time 

environment using YOLOv5”, Sustainable Energy 

Technologies and Assessments, Vol. 53, 2022, p. 

102603.

[3] Kvita, R. S. Chhillar, "Human Face Recognition and 

Age Estimation with Machine Learning: A Criti-

cal Review and Future Perspective", International 

Journal of Electrical and Computer Engineering 

Systems, Vol. 13, No. 10, 2022.

[4] R. M. Alairaji, I. A. Aljazaery, H. T. S. Alrikabi, A. H. 

M. Alaidi, “Automated Cheating Detection based 

on Video Surveillance in the Examination Classes”, 

International Journal of Interactive Mobile Tech-

nologies, Vol. 16, No. 8, 2022, pp. 124-137.

[5] M. J. Al Dujaili, H. T. H. S. Al Rikabi, N. K. Abed, I. R. 

N. Al Rubeei, “Gender Recognition of Human from 

Face Images Using Multi-Class Support Vector 

Machine (SVM) Classifiers”, International Journal 

of Interactive Mobile Technologies, Vol. 17, No. 8, 

2023, pp. 113-134.

[6] A. Thapliyal, O. P. Verma, A. Kumar, “Multimodal 

Behavioral Biometric Authentication in Smart-

phones for Covid-19 Pandemic”, International 

Journal of Electrical and Computer Engineering 

Systems, Vol. 13, No. 9, 2022, pp. 777-790.

[7] K. Romic, C. Livada, A. Glavas, "Single and Multi-

Person Face Recognition Using the Enhanced Eigen-

faces Method", International Journal of Electrical and 

Computer Engineering Systems, Vol. 7, No. 1, 2016.

[8] J. Tang, Q. Su, B. Su, S. Fong, W. Cao, X. Gong, “Par-

allel ensemble learning of convolutional neural 

networks and local binary patterns for face recog-

nition”, Computer Methods and Programs in Bio-

medicine, Vol. 197, 2020, p. 105622.

[9] S. B. R. Prasad, B. S. Chandana, “Human Face Emo-

tions Recognition from Thermal Images Using 

DenseNet”, International Journal of Electrical and 

Computer Engineering Systems, Vol. 14, No. 2, 

2023, pp. 155-167.

[10] H. Benradi, A. Chater, A. Lasfar, “A hybrid approach 

for face recognition using a convolutional neural 

network combined with feature extraction tech-

niques”, International Journal of Artificial Intelli-

gence, Vol. 12, No. 2, 2023, p. 627.

[11] A. Chattopadhyay, M. Maitra, “MRI-based brain 

tumour image detection using CNN based deep 

learning method”, Neuroscience Informatics, Vol. 

2, No. 4, 2022, p. 100060.

[12] C. B. Gonçalves, J. R. Souza, H. Fernandes, “CNN 

architecture optimization using bio-inspired al-

gorithms for breast cancer detection in infrared 

images”, Computers in Biology and Medicine, Vol. 

142, 2022, p. 105205.

[13] V. Singh, A. Chug, A. P. Singh, “Classification of 

Beans Leaf Diseases using Fine Tuned CNN Mod-

el”, Procedia Computer Science, Vol. 218, 2023, pp. 

348-356.

[14] P. Mei, M. Li, Q. Zhang, G. Li, L. Song, “Prediction 

model of drinking water source quality with po-

tential industrial-agricultural pollution based on 

CNN-GRU-Attention”, Journal of Hydrology, Vol. 

610, 2022, p. 127934.

[15] M. Mentet, N. Hongkarnjanakul, C. Schwob, L. 

Mezeix, “Method to apply and visualize physical 

models associated to a land cover performed by 

CNN: A case study of vegetation and water cool-

ing effect in Bangkok Thailand”, Remote Sensing 

Applications: Society and Environment, Vol. 28, 

2022, p. 100856.

[16] M. L. Prasetyo et al. “Face Recognition Using the 

Convolutional Neural Network for Barrier Gate 

System”, International Journal of Interactive Mo-

bile Technologies, Vol. 15, No. 10, 2021, p. 138.



[17] G. Revathy, K. Bhavana Raj, A. Kumar, S. Adibatti, P. 
Dahiya, T. M. Latha, “Investigation of E-voting sys-
tem using face recognition using convolutional 
neural network (CNN)”, Theoretical Computer Sci-
ence, Vol. 925, 2022, pp. 61-67.

[18] A. Chater, H. Benradi, A. Lasfar, “Method of opti-
mization of the fundamental matrix by technique 
speeded up robust features application of differ-
ent stress images”, International Journal of Elec-
trical and Computer Engineering, Vol. 12, No. 2, 
2022, p. 1429.

[19] M. Turk, A. Pentland, “Eigenfaces for Recognition”, 
Journal of Cognitive Neuroscience, Vol. 3, No. 1, 
1991, pp. 71-86.

[20] F. S. Samaria, A. C. Harter, “Parameterisation of a 
stochastic model for human face identification”, 
in Proceedings of 1994 IEEE Workshop on Appli-
cations of Computer Vision, Sarasota, FL, USA, 5-7 
December 1994, pp. 138-142.

[21] D. B. Graham, N. M. Allinson, “Characterising Vir-
tual Eigensignatures for General Purpose Face 
Recognition”, Face Recognition, Springer Berlin 
Heidelberg, 1998, pp. 446-456.

[22] N. Asha, A. S. S. Fiaz, J. Jayashree, J. Vijayashree, 
J. Indumathi, “Principal component analysis on 
face recognition using artificial firefirefly swarm 
optimization algorithm”, Advances in Engineering 
Software, Vol. 174, 2022, p. 103296.

[23] D. Tang, J. Hao, “A deep map transfer learning meth-
od for face recognition in an unrestricted smart city 
environment”, Sustainable Energy Technologies 
and Assessments, Vol. 52, 2022, p. 102207.

[24] S. Alsubai, M. Hamdi, S. Abdel-Khalek, A. Alqa-
htani, A. Binbusayyis, R. F. Mansour, “Bald eagle 
search optimization with deep transfer learning 
enabled age-invariant face recognition model”, 
Image and Vision Computing, Vol. 126, 2022, p. 
104545.

[25] P. Li, S. Tu, L. Xu, “Deep Rival Penalized Competi-
tive Learning for low-resolution face recognition”, 
Neural Networks, Vol. 148, 2022, pp. 183-193.

[26] Vijaya K. H. R., Mathivanan M., “A novel hybrid bio-
metric software application for facial recognition 

considering uncontrollable environmental condi-

tions”, Healthcare Analytics, Vol. 3, 2023, p. 100156.

[27] P. Sukhija, S. Behal, P. Singh, “Face Recognition 

System Using Genetic Algorithm”, Procedia Com-

puter Science, Vol. 85, 2016, pp. 410-417.

[28] S. Zhao, W. Liu, S. Liu, J. Ge, X. Liang, “A hybrid-

supervision learning algorithm for real-time un-

completed face recognition”, Computers and Elec-

trical Engineering, Vol. 101, 2022, p. 108090.

[29] M. Liao, X. Gu, “Face recognition approach by sub-

space extended sparse representation and dis-

criminative feature learning”, Neurocomputing, 

Vol. 373, 2020, pp. 35-49.

[30] R. Hammouche, A. Attia, S. Akhrouf, Z. Akhtar, “Ga-

bor filter bank with deep autoencoder based face 

recognition system”, Expert Systems with Applica-

tions, Vol. 197, 2022, p. 116743.

[31] A. M. Sahan, A. S. Al-Itbi, “The Fusion of Local and 

Global Descriptors in Face Recognition Applica-

tion”, Advances in Communication and Compu-

tational Technology, Lecture Notes in Electrical 

Engineering, Vol. 668, Springer Nature Singapore, 

2021, pp. 1397-1408.

[32] Y. Zhang, L. Yan, “Face recognition algorithm 

based on particle swarm optimization and image 

feature compensation”, SoftwareX, Vol. 22, 2023, 

p. 101305.

[33] H. Li, Z. Zhou, C. Li, C. Y. Suen, “A near effective and 

efficient model in recognition”, Pattern Recogni-

tion, Vol. 122, 2022, p. 108173.

[34] A. Zeroual, M. Amroune, M. Derdour, A. Bentahar, 

“Lightweight deep learning model to secure au-

thentication in Mobile Cloud Computing”, Journal 

of King Saud University - Computer and Informa-

tion Sciences, Vol. 34, No. 9, 2022, pp. 6938-6948.

[35] B. Hicham, C. Ahmed, L. Abdelali, “Face recogni-

tion method combining SVM machine learning 

and scale invariant feature transform”, Proceed-

ings of the 10th International Conference on Inno-

vation, Modern Applied Science & Environmental 

Studies, 2022, p. 01033.

1001Volume 14, Number 9, 2023


