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Summary

Classical deep learning has demonstrated remarkable accomplishments in var-
ious domains. However, these achievements have primarily been in isolated
single-task learning scenarios, assuming a stationary data distribution and ne-
cessitating a large number of training examples upfront. The rapid change in
the real world, accompanied by the generation of new data across various do-
mains, highlights the need for deep neural networks to possess the ability to
continually learn and adapt over time. This capability enables various applica-
tions, including autonomous vehicles that can adjust to new road conditions and
traffic patterns, as well as chatbots that can stay updated with the emergence of
new vocabulary and evolving user behavior. However, such a dynamic learning
regime has many challenges. For instance, networks tend to forget previously
learned knowledge when they are adapted to new data. Over time, networks
also lose their ability to effectively adapt to new information. Additionally, in
order to learn continuously, it is crucial to utilize a network’s capacity efficiently
to accommodate all the data encountered, while also ensuring that the training
process remains memory and computationally efficient.

In this thesis, we analyze the underlying factors contributing to the chal-
lenges of continuous learning through the lens of learned representations, train-
ing regimes, and network capacity utilization. Using these insights, we propose
novel methods for training deep neural networks on continuous data. We study
two learning paradigms. First, Continual Learning (CL), where a model sequen-
tially learns new tasks over time. Second, Deep Reinforcement Learning (DRL),
where a model is trained on a single environment (task); however, it continually
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learns new samples that are collected during training while interacting with the
environment. The main contributions of this thesis are summarized as follows:

• SpaceNet: We propose the first dynamic sparse training method for contin-
ual learning. SpaceNet trains a sparse sub-network from scratch for each
task and optimizes the sparse topology during training to learn sparse rep-
resentations. Our results demonstrate that dense representations learned
by conventional training contribute to forgetting past tasks. In contrast,
sparse representations effectively reduce interference among tasks and
forgetting. Furthermore, we show that the capacity of over-parameterized
models can be utilized efficiently to learn multiple tasks sequentially.

• SAM: We investigate the characteristics of useful representations that help
to learn new tasks. Our analyses show that having prior generic knowl-
edge before learning the continual sequence helps to improve perfor-
mance. In addition, selecting the relevant representation from the past
while learning new tasks promotes forward transfer and reduces forget-
ting via selective update of networks’ parameters. We demonstrate these
findings using our proposed Self-Attention Meta-learner (SAM).

• DST for DRL: We introduce for the first time Dynamic Sparse Training
(DST) to the reinforcement learning paradigm and study the adaptability
of networks to changing distributions. A sparse neural network is trained
from scratch, and its topology is dynamically adapted to the changing data
distribution during training. We show that networks trained using dy-
namic sparse training have faster adaptability and learning speed. More-
over, they outperform dense networks while reducing the floating-point
operations (FLOPs) required for training.

• ReDo: We investigate the underlying reasons behind the loss of adaptabil-
ity of dense networks to new samples over time. To this end, we analyze
changes in network utilization in deep reinforcement learning by monitor-
ing neuron activity. Our study reveals the existence of the dormant neuron
phenomenon, where an agent’s network suffers from an increasing num-
ber of inactive neurons, thereby affecting network expressivity. We found
that target non-stationarity is the main cause of this phenomenon. To
tackle this, we propose a simple method (ReDo) that Recycles Dormant
neurons during training. Our experiments demonstrate significant perfor-
mance improvements by reducing dormant neurons via recycling.
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We conclude this thesis by discussing our findings regarding effective rep-
resentations, training regimes, and network utilization for learning paradigms
with changing data distributions. We highlight the potential of sparse training
in addressing different challenges in such paradigms. We further discuss the
limitations of our proposed methods and present a range of promising direc-
tions for future work. These directions aim to contribute to developing more
accurate and efficient AI systems capable of adapting and improving over time
when encountering new information.
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Chapter 1
Introduction

Deep learning has achieved many recent breakthroughs in machine learning
[HZRS16, TL19, LMW+22, KNH+22, DBK+20]. Despite the remarkable perfor-
mance of deep neural network models, the learning paradigm of such models
has some limitations. These models are typically trained on individual isolated
tasks, assuming a static world, and rely on having a large number of train-
ing examples available before training. The data distribution remains constant
during the training process. After training, the model’s applicability is limited
to making inferences on data drawn from the same training distribution and
is inflexible to learning new data. Such limitations hinder the applicability of
these models to real-life applications in which data evolve over time. The rapid
change in the real world, accompanied by the generation of new data across
various domains, highlights the need for deep neural networks to possess the
ability to learn and adapt continually. This capability would push the advance
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in machine learning to the next level. It would enable the building of up-to-
date Artificial Intelligent (AI) systems, which are crucial for many applications.
Fraud detection systems provide an example of this concept, as they can im-
prove security by identifying newly emerging fraud patterns while simultane-
ously retaining their capability to detect older patterns. Another example that
highlights the necessity of continuous learning models is evident in autonomous
vehicles. These systems must constantly learn new situations on the road, evolv-
ing traffic patterns, and new environments. As a system operates and gathers
more experience, it can incorporate new knowledge to make more informed
decisions, enhancing overall performance.

A native solution to enable current deep neural networks to learn continu-
ally is retraining from scratch on old and new data. Although this approach is
straightforward, it comes with significant drawbacks. Recent successes in deep
learning have been achieved by large models with millions or even trillions of
parameters [HZRS16, BMR+20]. Retraining such models on massive data each
time new samples arrive requires prohibitive memory and computational costs,
as well as substantial energy consumption. For instance, it is estimated that
GPT-3 [BMR+20] costs 552 tons of CO2 equivalent emissions to train [PGL+21].
This hinders the building of greener AI systems. Moreover, the training of these
large models is extremely expensive. Recognizing these limitations has driven
the emergence of a novel learning regime for deep neural networks. In this
regime, a network continually learns new data over time while retaining previ-
ously acquired knowledge and leveraging it to facilitate future learning. Unlike
the classical learning paradigm, which assumes the availability of all data prior
to training, this new regime enables networks to learn incrementally without
the need for all data upfront. However, this introduces the challenge of train-
ing networks on changing data distributions, necessitating novel techniques to
address this dynamic nature of the learning process.

In this thesis, we study two learning paradigms that fall under this learn-
ing regime, which we dub “learning on changing data distributions”: contin-
ual learning and deep reinforcement learning. Before introducing our research
questions, we provide the problem formulation and main challenges for each
learning paradigm in the next two sections.

1.1 Continual Learning

In Continual Learning (CL), a neural network model learns a series of tasks
sequentially {1,2, ..., t , ...,T }; where T is the total number of tasks. Each task
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Figure 1.1: An illustration of the class-incremental learning scenario in the continual
learning paradigm. A model learns new tasks sequentially. Each task brings
a new set of classes. Task labels are not available at the test time. The model
can make inferences on all previously seen classes at any point.

t has its dataset D t . A model faces tasks one by one. All samples from the
current task are observed before switching to the next task. The goal is to learn
a function f parameterized by θ that minimizes the loss ℓ on the current task
without affecting previous tasks. Formally, at task t , the objective is as follows:

argmin
θ

ℓ( fθ ,D t ) s.t ℓ( fθ ,D i ) ≤ ℓ( f (t−1)
θ

,D i ) ∀i < t , (1.1)

where f (t−1)
θ

is the learned function till task t−1. In Section 1.1.2, we will discuss
current methods that address this objective along with other continual learning
desiderata. Before diving into that, we discuss different existing scenarios for
continual learning.

1.1.1 Scenarios for Continual Learning

Recent works have divided the continual learning paradigm into different sce-
narios based on incoming data [vdVT18, WZSZ23]. It includes the following
scenarios:

• Instance-Incremental Learning (IIL): Training samples are coming from
the same task and arrive in batches.

• Domain-Incremental Learning (DIL): Tasks have the same label space,
but the input distribution is different. Thus, new tasks contain the same
classes, but the data is drawn from different domains.
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• Task-Incremental Learning (TIL): Tasks have disjoint label space. New
tasks bring new classes. The task identity/label is available during training
and testing. Given a task label, the model should predict a label from the
set of classes within one task.

• Class-Incremental Learning (CIL): Similar to TIL, tasks have disjoint label
space. However, the task identity is available only during training. At
inference, the model should classify the input to one of all seen classes so
far.

In this thesis, we consider the supervised image classification problem and
focus on the most challenging scenario (class-incremental learning (CIL)) [vdVT18,
HLRK18]. An overview of this scenario is illustrated in Figure 1.1. Furthermore,
we address the even more challenging situation where a model operates with
no access to previous training samples, and its fixed-capacity is utilized without
expansion. These constraints address multiple CL desiderata, as we will discuss
next.

In Section 1.2, we will discuss the reinforcement learning paradigm, wherein
the scenario of instance incremental learning (IIL) finds its manifestation.

1.1.2 Desiderata of Continual Learning

The goal of continual learning is to optimize the objective function presented in
Equation 1.1 while taking into consideration the following desiderata [HRRP20,
DRLFM18]:

• Backward transfer. Learning new tasks should not negatively affect per-
formance on old tasks and may even enhance their performance.

• Forward transfer. The model should use the previously learned knowl-
edge to help in future learning.

• Minimal access to old task data. The model should not rely on the
availability of past data while learning new tasks to account for possible
privacy concerns and computational and memory efficiency.

• Minimal expansion of model capacity. The model should not get bigger
with every new task, and the capacity of the model should be utilized
efficiently.
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• Task agnostic. The model should not rely on the availability of task iden-
tity at inference.

• Computational and memory efficiency. To achieve scalability and ef-
ficient learning of a sequence of tasks, the computational and memory
requirements of the training approach should be considered.

Addressing multiple desiderata simultaneously is challenging. For instance,
forward and backward transfers may be competing. Changing the model param-
eters to adapt to a new task causes forgetting the previously learned knowledge
(negative backward transfer). On the other hand, limiting the change of the
model parameters would hinder learning new tasks. This challenge is known as
the stability-plasticity dilemma [MBB13]. The competition increases when we
consider other CL requirements, such as restrictions in expanding the model ca-
pacity or having no or limited access to old data. Moreover, recent studies have
demonstrated that deep neural networks lose their plasticity over time, making
continual learning more challenging [DMS21,AZM+23].

Research in continual learning can be categorized into three main direc-
tions: rehearsal-based, architectural-based, and regularization-based strategies
[WZSZ23, LAM+19]. The rehearsal-based strategy involves replaying old data
while using a fixed-capacity model. Although it has been successful in achieving
better performance compared to other strategies, it has limitations related to ac-
cessing old data and managing memory and computational costs. On the other
hand, the regularization-based strategy relies on constraining the changes of
network weights through regularization techniques and employs fixed-capacity
models without access to previous data. However, many of these methods en-
counter issues such as the stability-plasticity dilemma, leading to suboptimal
performance. The architectural-based strategy focuses on balancing forward
and backward transfer by modifying the model architecture, typically by ex-
panding the model capacity when learning a new task. Despite these efforts,
achieving a balance that fulfills all CL requirements remains an ongoing and
challenging problem.

1.2 Deep Reinforcement Learning

Deep reinforcement learning (DRL) is another form of learning on changing
data distributions. In this paradigm, there are no training samples upfront. An
agent (model) collects the samples incrementally during training while interact-
ing with the environment. This represents an example of instance-incremental
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learning discussed above, where all samples belong to one task (environment)
and arrive in batches of size 1. There is no labeled data, and the agent learns
by trial and error. These introduce changes in the data distribution throughout
training, as we will discuss next.

Formally, we consider a Markov decision process [Put14], M= 〈S,A,R,P,γ〉,
defined by a state space S, an action space A, a reward function R : S×A→ R,
a transition probability distribution P(s′|s, a) indicating the probability of tran-
sitioning to state s′ after taking action a from state s, and a discounting factor
γ ∈ [0,1). An agent’s behaviour is formalized as a policy π : S→ Di st (A); given
any state s ∈ S and action a ∈A, the value of choosing a from s and following
π afterwards is given by Qπ(s, a) = E[

∑∞
t=0γ

tR(st , at )]. The goal in RL is to find a
policy π∗ that maximizes this value: for any π, Qπ∗ :=Q∗ ≥Qπ.

In deep reinforcement learning, the Q-function is represented using a neu-
ral network Qθ with parameters θ. During training, an agent interacts with the
environment and collects trajectories of the form (s, a,r, s′) ∈ S×A×R×S. These
samples are typically stored in a replay buffer [Lin92], from which batches are
sampled to update the parameters of Qθ using gradient descent. The optimiza-
tion performed aims to minimize the temporal difference loss [Sut88]: L =
Qθ(s, a)−QT

θ
(s, a); here, QT

θ
(s, a) is the bootstrap target [R(s, a)+γmaxa′∈AQθ̃(s′, a′)]

and Qθ̃ is a delayed version of Qθ that is known as the target network.
The number of gradient updates performed per environment step is known

as the replay ratio. This is a key design choice that has a substantial impact on
performance [VHHA19,FRA+20,KAM+21,NSD+22]. Increasing the replay ratio
can increase the sample-efficiency of RL agents as more parameter updates per
sampled trajectory are performed. However, prior works have shown that train-
ing agents with a high replay ratio can cause training instabilities, ultimately
resulting in decreased agent performance [NSD+22].

One important aspect of reinforcement learning, when contrasted with clas-
sical supervised learning on a single task, is that RL agents train on highly non-
stationary data, where the non-stationarity comes in a few forms [IFL+20]:

• Input data non-stationarity: The data the agent trains on is collected in
an online manner by interacting with the environment using its current
policy π; this data is then used to update the policy, which affects the
distribution of future samples.

• Target non-stationarity: The learning target used by RL agents is based
on its own estimate Qθ̃, which is changing as learning progresses.

The learning nature of DRL agents makes the training challenging. Most
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research focuses on providing algorithmic tricks to address training instabil-
ity, such as the use of target networks, prioritized experience replay, multi-step
targets, among others [HMVH+18]. Although these methods have shown suc-
cess in enhancing performance, gaining a deeper understanding of the behav-
ior of deep neural networks in the context of RL learning dynamics is valu-
able for addressing the underlying causes of the challenges. For instance, re-
cent works demonstrate that deep neural networks suffer from implicit under-
parameterization during RL training, affecting their expressivity and ability to
adapt and fit new targets [LRD21, KAGL21]. Thus, similar to the observations
made in continual learning, RL agents also experience a loss of plasticity over
time [LZN+23]. Another work shows deep networks’ tendency to overfit early
samples affecting the rest of the learning process. These observations may also
contribute to the fact that deep networks require a very long training time to
achieve good performance [VBC+19], which results in significant memory and
computational costs.

1.3 Research Questions

Enabling deep neural networks to adapt to changing data distributions is vital
for numerous applications; however, achieving this objective poses several chal-
lenging problems, as previously discussed. In this thesis, we aim to improve
the ability of deep networks to learn continually while enhancing memory and
computational efficiency. To this end, we address the main challenges in this
learning regime, including catastrophic forgetting, forward transfer, adaptabil-
ity, and the loss of expressivity and plasticity. We investigate these challenges
through the lens of learned representations, training regimes, and the utiliza-
tion of the model capacity. More specifically, we address the following research
questions:

(Q1) How to learn new tasks representations without affecting old ones?

One of the main obstacles in continual learning is that optimizing the
network weights for a new task overwrites the previously learned one,
especially when a fixed-capacity model is used, and there is no access to
past data. Learning effective representation without forgetting is crucial
for such a learning paradigm.

(Q2) How to make use of previously acquired knowledge to facilitate learn-
ing a new task?
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While most research focuses on mitigating forgetting, it is equally crucial
to consider the promotion of forward transfer, enabling faster learning of
new tasks. By analyzing the characteristics of representations that facil-
itate learning new tasks, we can develop training approaches that effec-
tively address both backward and forward transfer.

(Q3) How to improve the adaptability to new samples and training effi-
ciency to reduce training time?

Adapting to changing data distributions may prolong training time, es-
pecially when a model learns by trial and error (i.e., DRL training). Ex-
ploring an alternative technique to train these models in memory and a
computationally efficient manner while improving their adaptability has
great value for developing models with improved capabilities and effi-
ciency. Moreover, such advancements pave the way for training these
models on edge devices, further extending their applicability.

(Q4) What is the underlying reason behind the loss of adaptability over
time during training?

It has been observed that dense networks lose their expressivity and ability
to fit new targets over time, despite being over-parameterized. By gaining
insights into the behavior of deep neural networks in RL learning dynam-
ics, we can better understand this phenomenon and develop improved
DRL agents capable of learning effectively in non-stationary conditions.

1.4 Thesis Contributions and Outline

We conduct several studies to address the above-mentioned research questions.
In Chapter 2, we present a novel approach that learns sparse representations
for continual learning, effectively addressing forgetting without needing access
to past data. Chapter 3 centers around studying the characteristics of repre-
sentations that promote forward transfer in continual learning. To improve
the memory and computational efficiency of training RL agents while achieving
high performance, we introduce dynamic sparse training in DRL in Chapter 4. In
Chapter 5, we analyze potential causes for the loss of expressivity in RL training
and propose an effective method to mitigate this issue. We provide an outline
of the thesis and a summary of the main contributions below:
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1.4.1 Chapter 2

In Chapter 2, we introduce SpaceNet [SMP21b], the first dynamic sparse train-
ing approach that is designed to enable deep neural network models to learn
continually while satisfying multiple continual learning desiderata. Instead
of training a dense model on the continual sequence, we train a sparse sub-
network from scratch for each task. During training, the weights and the topol-
ogy (distribution of the sparse connections) are optimized to learn sparse repre-
sentations for the task. We show that sparse representations are very promising
for this learning paradigm as they significantly reduce interference between
tasks and forgetting. Moreover, the over-parameterized capacity of the model
can be utilized efficiently to learn multiple tasks by using a sparse subnetwork
for each one. Interestingly, we show that SpaceNet with a fixed capacity model
outperforms methods that expand the model size over time. Furthermore, we
demonstrate that SpaceNet outperforms other methods that learn dense repre-
sentations by a big margin.

1.4.2 Chapter 3

The insights from SpaceNet show the effectiveness of sparse representations
in reducing forgetting in the continual learning paradigm. Yet, there is a lack
of understanding of the characteristics of representations useful for promoting
forward transfer to future tasks. Is all the previously learned representation
useful for learning new tasks? To study this question, in Chapter 3, we pro-
pose SAM [SMP21a], a Self-Attention Meta-learner for continual learning. SAM
learns to calibrate the input features in each layer according to the input data.
We show that representation useful for learning a new task is sparse. Not all
previously learned knowledge might be useful for new tasks, and using dense
representations reduces performance. Interestingly, we demonstrate that se-
lecting the relevant knowledge while learning a new task is also beneficial for
reducing forgetting, as the weights are also selectively updated based on their
relevance. Finally, we show that having generic prior knowledge before learning
a sequence of tasks improves performance.

Based on our findings from this chapter, we further propose another method
based on sparse training that learns sparse representations to reduce forgetting
while also selecting the potential features from the past to increase forward
transfer [SMP22]. We demonstrate that the learned topology of each task plays
an important role in addressing both objectives. Moreover, new tasks can reuse
some learned components instead of allocating new sparse connections in each
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layer in the network. Additionally, we propose another effective sparse training
method that can quickly select informative features from the input [SAPM22].
We optimize the sparse topology to give more attention to important features,
estimated by their impact on the loss and the magnitude of their connected
weights. We show that our proposed method can identify important features in
a few training iterations, even for high-dimensional feature space.

1.4.3 Chapter 4

Training deep neural networks to adapt to changing data distributions is chal-
lenging. The challenge increases when a model learns a task with no true la-
bels. Deep reinforcement learning (DRL) exemplifies this scenario. Achieving
good performance with dense neural networks under these challenges requires
significant training time, resulting in the consumption of prohibitive computa-
tional and memory resources [VBC+19]. To address these limitations, in Chap-
ter 4, we introduce for the first time dynamic sparse training in this learning
paradigm [SMM+22]. A sparse neural network is trained from scratch, and
its topology is optimized during training to adapt to the changing data distri-
bution. Our study conveys that dynamic sparse agents have a faster learning
speed than dense agents. They can reach the performance of dense agents with
a 40 - 50% reduction in the training steps. Comparing our method to train-
ing sparse agents with fixed topology reveals that the dynamic adaptability of
the topology throughout training contributes to improved learning. Besides the
improved performance achieved by dynamic sparse agents, they significantly
reduce memory and computational costs during training and inference. Our
contributions open the door for DRL agents to be trained and deployed on low-
resource devices (e.g., mobile phones, tablets, and wireless sensor nodes) where
the memory and computation power are strictly constrained.

In [GSD+23], we further investigate the effectiveness of dynamic sparse
agents in more challenging scenarios where environments are extremely noisy.
Our analyses demonstrate that dense agents fail to maintain their performance.
In contrast, dynamic sparse agents are able to attend to task-relevant features,
outperforming their dense counterparts by a large margin. Moreover, we show
that sparse agents have faster adaptability when they face new tasks over time.

1.4.4 Chapter 5

The underlying reasons for the loss of the ability of dense models to adapt to
new samples are still not fully understood. To tackle this question, in Chap-
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ter 5, we analyze the utilization of network capacity throughout the training
process by tracking neuron activity [SACE23]. Our analyses reveal the exis-
tence of the dormant neuron phenomenon in DRL; an agent’s network suffers
from an increasing number of inactive neurons, thereby affecting network ex-
pressivity. Examining different components of RL training, we find that target
non-stationarity is the main source of this phenomenon. We find that networks
with a higher number of dormant neurons have less ability to fit targets, and
increasing the model size does not help to solve this issue.

Leveraging our findings, we propose a simple and effective method (ReDo)
that Recycle Dormant neurons periodically during training to maintain the uti-
lization of network capacity. We demonstrate that ReDo significantly improves
the agents’ performance across different algorithms, network architectures, and
network sizes. ReDo has higher effects when the network has a larger inactive
capacity. In contrast to the recent approach that periodically resets some or
all network layers [NSD+22], causing “forgetting” of previously learned knowl-
edge, ReDo maintains this knowledge and effectively utilizes the network ca-
pacity. It achieves higher performance than reset while eliminating the required
training time to recover performance after reset.

1.4.5 Chapter 6

In Chapter 6, we summarize the research questions investigated in this thesis,
our proposed methods to tackle these questions, and the key findings. We fur-
ther discuss the limitations of these methods. Finally, we conclude by outlining
several promising avenues for future research that can build upon the insights
and outcomes of this study.

1.5 Reading This Thesis

We have tried to make each chapter of this thesis self-contained to the greatest
extent possible. As a result, it is not mandatory to read the chapters in a strictly
sequential manner, although doing so might offer a more gradual introduction
to the presented concepts.





Chapter 2

SpaceNet: Make Free Space for
Continual Learning

In this chapter, we aim to explore the feasibility of simultaneously addressing mul-
tiple continual learning desiderata. We propose SpaceNet, a replay-free method
that uses a fixed-capacity model to learn a sequence of tasks. Under these desirable
restrictions, a model’s capacity has to be utilized efficiently to fit multiple tasks
without interference and forgetting. To address this objective, we introduce the
first dynamic sparse training method for continual learning. SpaceNet trains a
sparse subnetwork from scratch for each task and optimizes the sparse topology
during training to learn sparse representations. We demonstrate that sparse rep-
resentations effectively reduce forgetting for this paradigm, especially when past
data is not accessible. Additionally, the utilization of sparse networks leads to sub-
stantial reductions in computational costs. We evaluate SpaceNet on a variety of
well-known benchmarks and various network architectures, demonstrating its su-
periority over regularization-based methods that learn dense representations and
architectural-based methods that expand the model gradually. Our source code is
available at https: // github. com/ GhadaSokar/ SpaceNet .

This chapter is integrally based on Ghada Sokar, Decebal Constantin Mocanu, and Mykola
Pechenizkiy. SpaceNet: make free space for continual learning. Neurocomputing, 1–11, 2021.

https://github.com/GhadaSokar/SpaceNet
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2.1 Introduction

Deep neural networks (DNNs) have achieved outstanding performance across
various computer vision and machine learning tasks [HZRS15,ZVSL18,CPK+17,
KT19,LDG+17,GLO+16,LWL+17]. However, this remarkable success is achieved
within a static learning paradigm, where models are trained on a large dataset
specific to a single task and tested on data with similar distributions. This
paradigm contradicts the dynamic nature of the real world, which evolves rapidly.
Standard training of a neural network model on new data leads to signifi-
cant performance degradation on previously learned knowledge, a phenomenon
known as catastrophic forgetting [MC89]. Continual learning (CL) has emerged
as a solution to address this dynamic learning paradigm. It aims at building neu-
ral network models capable of learning sequential tasks while accumulating and
maintaining the knowledge from previous tasks without forgetting.

Several methods have been proposed to address the CL paradigm, focusing
on alleviating catastrophic forgetting. These methods generally follow three
strategies: rehearsal-based [SLKK17, MVE+16], regularization-based [KPR+17,
ZPG17], and architectural-based strategies [RRD+16,YYLH18]. Rehearsal-based
methods are effective in preserving the performance of previously learned tasks
by replaying their data during the learning of new tasks. However, these meth-
ods face limitations when access to old data is unavailable (e.g., due to privacy
concerns) or when computational and memory constraints hinder retraining
the data from all tasks. Regularization-based methods address forgetting by
constraining the change in the important parameters of past tasks. These meth-
ods do not store past data and typically use fixed-capacity models. However,
in challenging continual learning scenarios such as class incremental learning,
they suffer from sub-optimal performance [KMA+18, HLRK18, FG19, vdVT18].
Architectural-based methods dynamically expand the network capacity to re-
duce interference between tasks. They achieve a good performance at the ex-
pense of increasing the model capacity.

In this work, we propose a novel architectural-based method for the CL
paradigm named SpaceNet. We address the challenging scenario class incre-
mental learning, in which a model has a single-headed output layer, and the
task identity is not accessible during inference. We also assume that the data
from previous tasks is unavailable when learning new tasks. Unlike previous
architectural-based methods, SpaceNet effectively utilizes the fixed capacity of
a model instead of expanding the network.

SpaceNet is a new dynamic sparse training approach that continually learns
tasks sequentially in an efficient manner. It trains a sparse neural network
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Figure 2.1: An overview of SpaceNet for learning a sequence of tasks. All tasks have the
same shared output layer. The figure demonstrates the network states after
learning each of the first three tasks in the sequence. When the model faces
a new task t , sparse connections are allocated and compacted throughout
the dynamic sparse training in the most important neurons for this task,
making free space for learning more tasks. The fully filled circles indicate the
neurons that are highly important and specific to task t , while the partially
filled circles represent neurons that are less important and potentially shared
with other tasks. Multiple colored circles represent the neurons that are used
by multiple tasks. After learning task t , the corresponding weights are kept
fixed.

from scratch for each task and optimizes the sparse topology during training
to learn sparse representations. After learning the current task, the weights of
its sub-network are kept fixed. In addition, we reserve some neurons, based on
their importance, to be specific for that task, while others can be shared with
other tasks. This allows future tasks to use the previously learned knowledge
during their learning while reducing the interference between tasks. Figure
2.1 illustrates an overview of the proposed method. The usage of sparse net-
works in the continual paradigm has multiple advantages. The learned sparse
representations reduce interference between tasks and forgetting. Utilizing a
sparse subnetwork for a task leaves more space for future tasks. Additionally,
training this sparse subnetwork significantly reduces computational costs. We
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note that the proposed dynamic sparse training approach uses readily available
information during the standard training; no extra computational or memory
overhead is needed to learn new tasks or remember the previous ones. We
evaluate SpaceNet on the well-known benchmarks for CL: Split MNIST, Split
Fashion-MNIST, CIFAR-10/100, and iCIFAR100. Our empirical results demon-
strate that SpaceNet outperforms regularization-based methods by a big perfor-
mance gap. Moreover, it achieves better performance than architectural-based
methods without model expansion. Our main contributions are summarized as
follows:

• We propose the first dynamic sparse training approach for continual learn-
ing, named SpaceNet. SpaceNet utilizes the fixed capacity of a model effi-
ciently to learn a sequence of tasks. A sparse subnetwork is optimized for
each task to learn sparse representations.

• We demonstrate the effectiveness of sparse representations in reducing
the interference between tasks and forgetting, revealing its potential for
the continual learning paradigm.

• We address the challenging scenario, class incremental learning, while
considering more desiderata for continual learning, such as inaccessibility
of previous tasks data, reducing memory and computational costs, and
using fixed-capacity models.

• We demonstrate the effectiveness of the proposed approach on various
benchmarks and network architectures, showing its superior performance
to other regularization and architectural methods.

2.2 Background

2.2.1 Continual Learning

Problem Formulation. A continual learning problem consists of a sequence
of tasks {1,2, ..., t , ...,T }; where T is the total number of tasks. Each task t has
its dataset D t . A neural network model faces tasks one by one. All samples
from the current task are observed before switching to the next task. Once the
training for the current task is completed, its data becomes inaccessible. The
goal is to learn the sequence of the tasks without forgetting any of them.

In this work, we address the class incremental learning scenario in CL. The
task identity is not available at the test time. At any point, the model should
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classify the input to one of the classes learned so far, regardless of the task
identity.

2.2.2 Dynamic Sparse Training (DST)

DST is a line of research that aims to train a sparse neural network from scratch.
The idea was introduced in [MMN+16] for single-task unsupervised learning.
In recent years, DST proved its success in achieving the same performance as
dense neural networks in single-task standard supervised/unsupervised learn-
ing while having much faster training speed and much lower memory require-
ments [MMS+18, BKML18, DZ19, EGM+20, JZR+19, MW19]. In this training
regime, the training starts with a random sparse neural network, and dur-
ing training, the topology of the network dynamically evolves. The topology
evolves through drop-and-grow cycles in which a fraction of sparse connections
are dropped, and the same fraction is grown among other neurons. The criteria
used for dropping and growing determine the learned topology.

Works from [EGM+20, MW19] also showed that sparse training performs
better than iteratively pruning a pre-trained dense model and static sparse neu-
ral networks. Moreover, [LVdLY+21] demonstrated a plenitude of sparse sub-
networks with very different topologies that achieve the same performance.

2.3 Related Work

The interest in CL in recent years has led to a growing number of methods by
the research community. Methods can be generally categorized into three main
strategies: regularization, rehearsal, and architectural.

Regularization methods preserve the knowledge of old tasks by adding
regularization terms in the loss function to constrain the change in important
weights of past tasks. Multiple approaches have been proposed such as: Elas-
tic Weight Consolidation (EWC) [KPR+17], Synaptic Intelligence (SI) [ZPG17],
and Memory Aware Synapses (MAS) [ABE+18]. Each of these methods pro-
poses an estimation of weight importance relative to the learned task. During
the training of a new task, changes to the important weights associated with
previous tasks are penalized. Learning Without Forgetting (LWF) [LH17] is an-
other regularization method that limits the change of old tasks performance by
using a distillation loss [HVD15a]. The current task data is used to compute
the response of the model on old tasks. During learning new tasks, this re-
sponse is used as a regularization term to keep old tasks stable. Despite that
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regularization methods are suitable for situations where one can not access pre-
vious data, their performance degrades much in the class incremental learning
scenario [KMA+18,HLRK18,FG19,vdVT18].

Rehearsal methods replay old tasks data along with the current task data
to mitigate the catastrophic forgetting of old tasks. Deep Generative Replay
(DGR) [SLKK17] trains a generative model on the data distribution instead of
storing the original data from previous tasks. Similar work has been done by
Mocanu et al. [MVE+16]. Other methods combine the rehearsal and regular-
ization strategies, such as iCaRL [RKSL17]. iCaRL uses a distillation loss along
with an exemplar set to impose output stability on old tasks. The main draw-
backs of rehearsal methods are (1) the memory overhead of storing old data
or a model to generate them, (2) the computational overhead of retraining the
data from all previous tasks, and (3) the unavailability of the previous data in
some cases.

Architectural methods modify the model architecture in different ways
to make space for new knowledge while maintaining the old one. PathNet
[FBB+17] uses a genetic algorithm to find which parts of a network can be
reused for learning new tasks. While learning new tasks, the weights of old
tasks are kept frozen. This approach has high computational complexity. CLNP
[GKC19] uses a simpler way to find the parts that can be reused in a network by
calculating the average activity of each neuron. The least active neurons are re-
assigned for learning new tasks. Progressive Neural Network (PNN) [RRD+16]
is a combination of network expansion and parameter freezing. Catastrophic
forgetting is prevented by instantiating a new neural network model for each
task while keeping previously learned networks frozen. New networks can take
advantage of previous ones through inter-network connections. In this method,
the number of model parameters keeps increasing over time. Copy-Weights with
Reinit (CWR) [LM17] uses a fixed-capacity model but has limited applicability
and performance. Fixed shared parameters are used for all tasks, while the out-
put layer is extended and trained when the model faces a new task. Dynamic
Expandable Network (DEN) [YYLH18] keeps the network sparse via weight reg-
ularization. A subset of previously learned weights is jointly retrained with the
new task weights. This subset is chosen regardless of its importance to old
tasks. If the performance of old tasks degrades much, they try to restore it by
node duplication.

Recent methods have been proposed based on sparse neural networks [MDL18,
ML18]. PackNet [ML18] prunes the unimportant weights after learning each
task and retrains the network to free some connections for later tasks. A mask
is saved for each task to select the connections that will be used during the test
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Table 2.1: Comparison between different CL methods in terms of their fulfillment of dif-
ferent continual learning desiderata.

Strategy Method Fixed Model Capacity Memory Efficiency Fast Training Old Data Inaccessibility Old Tasks Performance

Regularization
EWC [KPR+17]

p p p p ×
SI [ZPG17]

p p p p ×
LWF [LH17]

p p p p ×
Rehearsal

iCaRL [RKSL17]
p × p × p

DGR [SLKK17]
p × × p p

Architectural

PNN [RRD+16] × × p p p
PackNet [ML18]

p × × p p
DEN [YYLH18] × × × p p

SpaceNet (Ours)
p p p p p

time. Instead of learning the network weights, Piggyback [MDL18] learns a
mask for each task to select some weights from a pre-trained dense network.
These methods require the task identity during inference to activate the corre-
sponding mask to a test input. Our method is different from these ones in many
aspects: (1) we address the class incremental learning scenario where the task
identity is unknown during inference, (2) we aim to avoid the computational
overhead of iterative pruning and fine-tuning the network after learning each
task, and (3) we aim to learn sparse representations on top of the topological
sparsity.

Most of these works use a certain strategy to address the catastrophic forget-
ting in the CL paradigm. However, there are more desiderata for CL as argued
by [SCL+18, FG19]. Table 2.1 provides a comparison of various algorithms in
terms of their fulfillment of different continual learning desiderata. The CL
algorithm should be constrained in terms of computational and memory over-
head. The model size should kept fixed, and additional unnecessary neural
resources should not be allocated for new tasks. New tasks should be added
without adding high computational complexity or retraining the model. The CL
problem should be solved without the need for additional memory to save old
data or a specific mask for each task. Lastly, the algorithm should not assume
the availability of old data.

2.4 SpaceNet

In this section, we introduce SpaceNet, our proposed method for enabling deep
neural networks to learn within the continual learning paradigm.

The main objectives of our approach are: (1) utilizing the fixed capacity of a
model efficiently by learning each task in a compact space, leaving room for fu-
ture tasks, (2) learning effective representations to reduce interference between
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Figure 2.2: An overview of the main three steps of SpaceNet illustrated on one layer.
(I) When a new task arrives, new sparse connections are allocated among
non-reserved (free) neurons. (II) During our proposed dynamic sparse train-
ing, the topology is optimized by redistributing the connections among the
important neurons for the current task (higher importance is represented via
darker colors. (III) After training, a subset of the most important neurons is
reserved, and the weights of the subnetwork are fixed.

tasks and forgetting without replaying old data, and (3) avoiding adding high
computational and memory overhead for learning new tasks.

To address these objectives, we propose a new training strategy for continual
learning based on dynamic sparse training. Unlike previous methods in which
the weights of a dense model are optimized on each task, we dynamically train
a sparse subnetwork from scratch for each task. The goal of this dynamic sparse
training is to learn sparse representations for each task. We hypothesize that
these sparse representations are more effective in reducing the interference be-
tween tasks than the typical dense representations. SpaceNet can be divided
into three main steps: (1) Connections allocation, (2) Task training, and (3)
Neurons reservation, as illustrated in Figure 2.2. When a model faces a new
task, new sparse connections are randomly allocated between a selected num-
ber of non-reserved neurons in each layer. The learning of this task is then
performed using our proposed dynamic sparse training method.
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Algorithm 1 SpaceNet for Continual Learning

1: Require: loss function L , training dataset for each task in the sequence Dt

2: Require: sparsity level ϵ, rewiring fraction r
3: Require: number of selected neurons sel t

l , number of specific neurons spec t
l

4: for each layer l do
5: h f r ee

l ←hl // Initialize free neurons with all neurons in l

6: hspec
l ←;

7: Wl ←;
8: W saved

L ←;
9: end for

10: for each available task t do
11: W ← ConnectionsAllocation(ϵ, sel t

l ,h f r ee)// Perform Algorithm 2
12: W t ← TaskTraining(W,D t ,L,r ) // Perform Algorithm 3

13: h f r ee
l ← NeuronsReservation(spec t

l ) // Perform Algorithm 4
14: W saved

L ← W saved
L ∪ W t

L // Retain the connections of last layer for
task t

15: WL ←WL \W t
L

16: end for

During training, the initial distribution of the connections is evolved, and
more connections are grouped in the important neurons for that task. After
training, the most important neurons from the initially selected ones are re-
served to be specific to this task, while the other neurons are shared between
tasks. The details of our proposed approach are illustrated in Algorithm 1. Next,
we will provide the details of each of the main steps of SpaceNet.

Connections allocation. Suppose that we have a neural network parameter-
ized by W = {Wl }L

l=1, where L is the number of layers in the network. Initially,

the network has no connections (W = ;). A list of free neurons h f r ee
l is main-

tained for each layer. This list contains the neurons that are not specific for a
certain task and can be used by other tasks for connections allocation. When
the model faces a new task t , the shared output layer hL is extended with the
number of classess in this task nt

c . New sparse connections W t = {W t
l }L

l=1 are al-
located in each layer for that task. A selected number of neurons sel t

l (which is

a hyperparameter) is picked from h f r ee
l in each layer for allocating the connec-

tions of task t . The selected neurons for task t in layer l is represented by hsel
l .

Sparse parameters W t
l with sparsity level ϵ are randomly allocated between hsel

l−1



22 SpaceNet: Make Free Space for Continual Learning

Algorithm 2 Connections allocation

1: Require: number of selected neurons sel t
l , sparsity level ϵ

2: hL ← hL ∪nt
c {Expand the shared single output layer with new task classes}

3: for each layer do
4: (hsel

l−1,hsel
l ) ← randomly select sel t

l−l and sel t
l neurons from h f r ee

l−1 and h f r ee
l

5: randomly allocate parameters W t
l with sparsity ϵ between hsel

l−1 and hsel
l

6: Wl ←Wl ∪W t
l

7: end for

and hsel
l . The parameters W t of task t is added to the network parameters W.

Algorithm 2 describes the connections allocation process.

Task training. The task is trained using our proposed dynamic sparse training.
The training data D t of task t is forwarded through the network parameters W.
The weights W t are optimized with the following objective function:

min
W t

L(W t ;D t ,W 1:t−1), (2.1)

where L is the loss function and W 1:t−1 =W\W t are the parameters of previous
tasks. The parameters W 1:t−1 are kept fixed during learning task t . During the
training process, the distribution of sparse connections of task t is adaptively
changed, ending up with sparse connections compacted in fewer neurons. Al-
gorithm 3 shows the details of our proposed dynamic sparse training algorithm.
After each training epoch, a fraction r of the sparse connections W t

l in each
layer is dynamically changed based on the importance of the connections and
neurons in that layer. Their importance is estimated using the information that
is already calculated during the training epoch; no additional computation is
needed for importance estimation, as we will discuss next. The dynamic change
in the connections consists of two phases: (1) Drop and (2) Grow.

Drop phase. A fraction r of the least important weights is removed from
each sparse parameter W t

l . Connection importance is estimated by its contri-
bution to the change in the loss function. The first-order Taylor approximation
is used to approximate the change in loss during one training iteration i as
follows:

L(Wi+1)−L(Wi ) ≈
m−1∑
j=0

∂L

∂W i
j

(W i+1
j −W i

j ) =
m−1∑
j=0

Ii , j , (2.2)
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where L is the loss function, W is the sparse parameters of the network, m
is the total number of parameters, and Ii , j represents the contribution of the
parameter j in the loss change during the step i , i.e., how much does a small
change to the parameter change the loss function [LLZY19]. The importance
Ω

j
l of connection j in layer l at any step is cumulative of the magnitude of Ii , j

from the beginning of the training till this step. It is calculated as follows:

Ω
j
l =

i ter∑
i=0

|Ii , j |, (2.3)

where i ter is the current training iteration.
Grow phase. The same fraction r of the removed connections are added

in each sparse parameter W t
l . The newly added weights are zero-initialized.

The probability of growing a connection between two neurons in layer l is pro-
portional to the importance of these two neurons. The importance a(i )

l of the
neuron i in layer l is estimated by the summation of the importance of incoming
connections of that neuron as follows:

a(i )
l =

Ci n−1∑
j=0

Ω
j
l , (2.4)

where Ci n is the number of incoming connections of a neuron i in layer l . The
importance matrix Gl is calculated as follows:

Gl = al−1aT
l . (2.5)

Let the number of growing connections in layer l be kl , the top-kl positions
which contain the highest values in Gl and zero-value in Wl are selected for
growing the new connections.

For convolutional neural networks, the drop and grow phases are performed
in a coarse manner to impose structure sparsity instead of irregular sparsity. In
particular, in the drop phase, we consider coarse removal for the whole kernel
instead of removing scalar weights. The kernel importance is calculated by the
summation over the importance of its k × k elements calculated by Equation
2.3. Similarly, in the grow phase, the whole connections of a kernel are added
instead of adding single weights. Analogous to multilayer perceptron networks,
the probability of adding a kernel between two feature maps is proportional
to their importance. The importance of the feature map is calculated by the
summation of the importance of its connected kernels.
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Algorithm 3 Dynamic sparse training

1: Require: loss function L , training dataset Dt , rewiring fraction r
2: for each training epoch do
3: perform standard forward pass through the network parameters W
4: update parameters W t according to Equation 2.1
5: for each sparse parameter W t

l do

6: W̃ t
l ← sort W t

l based on the importance Ωl in Equation 2.3

7: (W t
l ,kl ) ← drop (W̃ t

l ,r ) // Remove the weights with smallest importance
8: compute al−1 and al from Equation 2.4 // Neurons importance for task t
9: Gl ← al−1aT

l
10: G̃l ← sortDescending(Gl )
11: Gpos ← select top-kl positions in G̃l where Wl equals zero
12: W t

l ← grow(W t
l ,Gpos) // Grow kl zero-initialized weights in Gpos

13: end for
14: end for

Algorithm 4 Neurons reservation

1: Require: number of specific neurons spec t
l

2: for each layer l do
3: compute the neuron importance al for task t using Equation 2.4
4: ãl ← sortDescending(al )
5: h

tspec

l ← top-spec t
l from ãl

6: hspec
l ←hspec

l ∪h
tspec

l

7: h f r ee
l ←h f r ee

l \h
tspec

l
8: end for

Neurons reservation. After learning the task, a fraction of the neurons
from hsel

l in each layer is reserved for this task and removed from the list of free
neurons h f r ee

l . The choice of these neurons is based on their importance to the
current task calculated by Equation 2.4. These neurons become specific to the
current task, meaning no more connections from other tasks will go into these
neurons. The other neurons in hsel

l still exist in the free list h f r ee
l and could

be shared by future tasks. Algorithm 4 describes the details of the neurons
reservation process.

After learning each task, its sparse connections in the last layer (classifier)
are removed from the network and retained aside in W saved

L . Removing the
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classifiers (W 1:t−1
L ) of the old tasks during learning the new one contributes to

alleviating the catastrophic forgetting problem. If they are all kept, the weights
of the new task will try to get higher values than the weights of old tasks to
be able to learn, which results in a bias towards the last learned task during
inference. At deployment time, the output layer connections W saved

L for all
learned tasks so far are returned to the network weights WL. All tasks share the
same single-headed output layer.

Link to Hebbian Learning The way we evolve the sparse neural network
during the training of each task has a connection to Hebbian learning. Heb-
bian learning [HH49] is considered as a plausible theory for biological learning
methods. It is an attempt to explain the adaptation of brain neurons during the
learning process. The learning is performed in a local manner and the weight
update is not based on the global information of the loss. The theory is usu-
ally summarized as “cells that fire together wire together”. It means that if a
neuron participates in the activation of another neuron, the synaptic connec-
tion between these two neurons should be strengthened. Analogous to Hebb’s
rule, we consider changing the structure of the sparse connections in a way that
redistributes the connections between strong neurons.

2.5 Experiments

In this section, we evaluate our proposed method on the well-known bench-
marks for continual learning and compare it against methods from different
continual learning strategies.

2.5.1 Datasets

• Split MNIST [ZPG17]. It consists of five tasks. Each task contains two
consecutive classes from the MNIST dataset.

• Split Fashion-MNIST [XRV17,FG19]. The images show individual articles
of clothing. Same as Split MNIST, it consists of five tasks. Each task has
two consecutive classes of Fashion-MNIST.

• CIFAR-10/100 [ZPG17]. The benchmark is constructed from CIFAR-10
and CIFAR-100 datasets [KH+09]. It has six tasks. The first task contains
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the full dataset of CIFAR-10, while each subsequent task contains 10 con-
secutive classes from CIFAR-100. Note that the number of samples across
the first task and the rest is not equal, with the first task having a 10×
larger number of samples per class.

2.5.2 Architectures

To train on Split MNIST and Split Fashion MNIST, we use a multilayer percep-
tron network with two hidden layers. Each layer has 400 neurons with ReLU
activation.

For CIFAR-10/100, we follow the architecture used by [ZPG17, ML19] for a
fair and direct comparison. It consists of 4 convolutional layers (32-32-64-64
feature maps). The kernel size is 3×3. Max pooling layer is added after every
two convolutional layers. Two sparse feed-forward layers follow the convolu-
tional layers (512-60 neurons), where 60 is the total number of classes from all
tasks. We replace the dropout layers with batch normalization [IS15].

2.5.3 Experimental Details

Split MNIST and Split Fashion-MNIST. 10% of the network weights are used
for all tasks (2% for each task). The rewiring fraction r equals 0.2. Each task
in Split MNIST and Split Fashion-MNIST is trained for 4 epochs and 20 epochs,
respectively. We use a batch size of 128. The network is trained using stochastic
gradient descent with a learning rate of 0.01 and cross-entropy loss. The se-
lected number of neurons sel t

l in each hidden layer to allocate the connections
for a new task is 80. The number of neurons that are reserved to be specific for
each task spec t

l is 40. The hyperparameters are selected using a random search.
The experiment is repeated 10 times with different random seeds.

CIFAR-10/100. The model is optimized using stochastic gradient descent with
a learning rate of 0.1 and cross-entropy loss. Each task is trained for 20 epochs.
12% of the network weights is used for each task. Since the number of feature
maps in each layer in the used architecture is too small, the number of selected
feature maps for each task sel t

l equals the number of feature maps in this layer,
excluding the specific neurons in that layer. The number of specific feature maps
in each hidden layer spec t

l is as follows: [2, 2, 5, 6, 30]. The hyperparameters
are selected using a random search.
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2.5.4 Evaluation Metrics

To evaluate different CL requirements, we assess two metrics:

1. Average Accuracy (ACC). ACC is the average classification accuracy across
all tasks, calculated at the end of learning the whole sequence.

2. Backward transfer (BWT) [LPR17]. BWT measures the influence of learn-
ing new tasks on the performance of previous tasks. Large negative BWT
indicates catastrophic forgetting.

Formally, the ACC and BWT are calculated as follows:

ACC = 1

T

T∑
i=1

RT,i ,

BW T = 1

T −1

T−1∑
i=1

RT,i −Ri ,i ,

(2.6)

where R j ,i is the accuracy on task i after learning the j -th task in the sequence,
and T is the total number of tasks.

2.5.5 Experimental Results

Split MNIST and Fashion MNIST

Table 2.2 shows the average accuracy (ACC) and the backward transfer (BWT)
of different well-known approaches. The experiments reveal the following find-
ings:

SpaceNet outperforms regularization-based methods by a big gap. As
illustrated in the table, regularization methods fail to maintain the performance
of previously learned tasks in the class incremental learning scenario. They
have the lowest BWT performance. In contrast, SpaceNet manages to keep the
performance of previously learned tasks, causing a much lower negative back-
ward transfer. In terms of ACC, it outperforms regularization-based methods by
55.52% and 44.87% on Split MNIST and Split Fashion MNIST, respectively.

SpaceNet consumes less model capacity than DEN and achieves higher
performance. We compare our method to the DEN algorithm, which is the
most related to our work, both being architectural strategies. As discussed in
the related work section, DEN keeps the connections sparse by regularization
and restores the drift in old tasks’ performance using node duplication. The con-
nections are remarked with a timestamp (task identity). At inference, the task
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Table 2.2: ACC and BWT on Split MNIST and Split Fashion MNIST using different ap-
proaches. Results for regularization and rehearsal methods on Split MNIST
are adopted from [vdVT18,HLRK18].

Strategy Method Split MNIST Split Fashion MNIST
ACC (%) BWT (%) ACC (%) BWT (%)

Regularization
EWC 20.01 ± 0.06 -99.64 ± 0.01 19.47 ± 0.98 -99.13 ± 0.39

SI 19.99 ± 0.06 -99.62 ± 0.11 19.93 ± 0.01 -99.08 ± 0.51

MAS 19.52 ± 0.29 -99.73 ± 0.06 19.96 ± 0.01 -98.82 ± 0.10

Rehearsal
DGR 90.79 ± 0.41 -9.89 ± 1.02 73.58 ± 3.90 -32.56 ± 3.74

iCaRL 94.57 ± 0.11 -3.27 ± 0.14 80.70 ± 1.29 -10.39 ± 1.97

Architectural
DEN 56.95 ± 0.02 -21.71 ± 1.29 31.51 ± 0.04 -47.94 ± 1.69

SpaceNet 75.53 ± 1.82 -15.99 ± 1.83 64.83 ± 0.69 -23.98 ± 1.89

identity is required to select only the parameters trained up to this task identity.
This implicitly means that T different models are obtained using DEN, where T
is the total number of tasks. To make the comparison, we adapt the official code
provided by the authors to work on the class incremental learning scenario,
where there is no access to the task identity during inference. After training
all tasks, the test data is evaluated on the model created for each timestamp
t . The class with the highest probability from all models is the final prediction.
As shown in the table, SpaceNet obtains better performance and lower forget-
ting. It achieves an accuracy of 75.53% on Split MNIST, outperforming DEN by
18.5%. While the accuracy of DEN degrades much on the more complex bench-
mark Split Fashion MNIST, SpaceNet maintains a good performance, reaching
ACC of 64.83% and BWT of -23.98%. Furthermore, in our investigation, we ob-
served that DEN introduces an increase of approximately 35 neurons per layer
in Split MNIST. In contrast, SpaceNet retains unused neurons within the initially
allocated capacity. Specifically, SpaceNet has 92 and 91 unused neurons in the
first and second hidden layers, respectively. Similarly, in Split Fashion MNIST,
DEN expands each hidden layer by 37 neurons, while SpaceNet maintains 90
and 93 unused neurons in the first and second hidden layers, respectively.

Replaying old tasks’ data maintains their performance. Replaying the
data from previous tasks while learning a new task mitigates catastrophic forget-
ting, achieving the highest BWT. However, retraining old tasks data has the cost
of requiring additional memory for storing the data or the generative model.
Making rehearsal methods resource-efficient is still an open research problem.
The results of SpaceNet in terms of both ACC and BWT are promising compared
to rehearsal methods given that we do not use any of the old tasks data and
the number of connections is much smaller, i.e., SpaceNet has 28 times fewer
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Figure 2.3: Accuracy on each task of CIFAR-10/100 benchmark for different CL ap-
proaches after training the last task. Results for other approaches are
adopted from [ML19]. Task 1 is the full dataset of CIFAR10, while task 2
to task 6 are the first 5 tasks from CIFAR100. Each task contains 10 classes.
The absence of accuracy for certain tasks in some methods indicates zero
accuracy value. The “average” x-axis label shows the average accuracies
computed overall tasks for each method. SpaceNet managed to utilize the
available model capacity efficiently between tasks, unlike other methods that
have high performance on the last task but completely forget some other pre-
vious tasks.

connections than DGR.

CIFAR-10/100

Figure 2.3 shows the accuracy of each task of CIFAR-10/100 after training all
tasks using different popular CL methods. The results of other algorithms are
extracted from [ML19] and re-plotted. The “Naive” algorithm is defined by the
authors as simple finetuning where there is no mechanism for addressing for-
getting other than early stopping. As shown in the figure, SI totally fails to
remember all old tasks, and the model has a good performance only on the
last learned one. Other algorithms have a good performance on some tasks,
while the performance on the other tasks is very low. Despite that the architec-
ture used in this experiment is small, SpaceNet managed to utilize the available
space efficiently between all tasks. It outperforms all the other algorithms in
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terms of average accuracy. In addition, the standard deviation over all tasks ac-
curacy is much (a few times) smaller than the standard deviation of any other
state-of-the-art method. This means that the model is not biased towards the fi-
nal learned task, and the accuracy of all learned tasks is close to each other. This
highlights the robustness of SpaceNet and its strong capabilities to remember
old tasks.

This experiment shows that SpaceNet utilizes the small available capacity.
Yet, the model capacity could reach its limit after learning a certain number
of tasks. In this case, we can allocate more resources (units) to the network
to fit more tasks since we have fully utilized the existing ones. To show this
case on the same architecture and settings, we increase the number of sparse
connections allocated for each task in the second layer to 16.5% of the layer
weights. This leads the second layer to approximately reach its maximum ca-
pacity after learning the first five tasks. When the model faces the last task of the
CIFAR-10/100 benchmark, we allocate 8 new feature maps in the second and
third convolutional layers. SpaceNet continues to learn this task. The average
accuracy achieved in this experiment equals 27.89 ± 0.84.

2.6 SpaceNet Analysis

2.6.1 Learned Representation

We analyze the representations learned by SpaceNet via visualizing the activa-
tions of the two hidden layers of the network. We conduct this analysis on the
Split MNIST benchmark. After learning the first task, we examine the represen-
tations of a randomly selected subset of the test set from this task.

Figure 2.4 shows the representations of 50 random samples from class 0 and
another 50 samples from class 1. As illustrated in the figure, the representations
learned by SpaceNet are highly sparse. A small percentage of activations is
used to represent an input. These observations demonstrate that the proposed
sparse training algorithm not only optimizes the network’s capacity effectively
by employing a sparse network for each task but also generates sparse represen-
tations. These sparse representations play a crucial role in reducing interference
between tasks. It is worth highlighting that our findings are aligned with the
earlier work conducted by [Fre91]. French argued that catastrophic forgetting
arises as a result of the overlap in representations between different tasks and
that employing semi-distributed representations can mitigate the issue of catas-
trophic forgetting.
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(a) First hidden layer.
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(b) Second hidden layer.

Figure 2.4: Heatmap of the first and second hidden layers activations after forwarding a
subset of the test data of task 1 of Split MNIST. The y-axis represents the test
samples. The first 50 samples belong to class 0, while the other 50 belong to
class 1.

Table 2.3: Effect of learning sparse representation in the continual learning paradigm.

Method Split MNIST Split Fashion MNIST
ACC (%) BWT (%) ACC (%) BWT (%)

Static-SparseNN 61.25 ± 2.30 -29.32 ± 2.80 56.80 ± 2.30 -29.79 ± 2.22

SpaceNet 75.53 ± 1.82 -15.99 ± 1.83 64.83 ± 0.69 -23.98 ± 1.89

To further investigate the role of learning sparse representation in perfor-
mance, we compare SpaceNet with a baseline we dubbed as “Static Sparse-NN”.
This baseline allocates a sparse subnetwork for each task using the same strat-
egy as in SpaceNet. Yet, the initially allocated topology is kept fixed throughout
training. We conducted this analysis on Split MNIST and Split Fashion MNIST.
As shown in Table 2.3, redistributing the connections among the important neu-
rons and learning sparse representations via our proposed dynamic sparse train-
ing method increases performance by a good margin. The average accuracy is
increased by 14.28% and 8% on Split MNIST and Split Fashion MNIST, respec-
tively. While the backward transfer is increased by 13.3% and 6%.
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Figure 2.5: Connections distribution between the two hidden layers for one task of the
Split MNIST benchmark. The initial random distribution of the connections
on the selected neurons (a) and the learned distribution after training (b).
The connections are compacted in some of the neurons.

2.6.2 Learned Topology

We next investigate the effect of drop-and-growing cycles of our proposed dy-
namic sparse training method on the randomly initialized sparse topology of
a task. To this end, we analyze the distribution of the connections between
the first and the second hidden layers before and after training a task. We con-
ducted this analysis on the second task of the Split MNIST benchmark. As shown
in Figure 2.5a, the sparse connections are initially randomly distributed among
a set of chosen neurons. However, as training progresses, the optimization of
the topology leads to a redistribution of connections, grouping them within a
smaller number of neurons which are important for this task, as illustrated in
Figure 2.5b. This creates space to allocate new subnetworks for future tasks.

We further analyze whether the new distribution of the connections is among
the important neurons for a task. To qualitatively evaluate this, we examine the
number of outgoing connections after training from each neuron in the input
layer. Ideally, neurons with a high number of connections should correspond to
the important pixels in the image. We compare learned distribution by SpaceNet
with the Static-SparseNN baseline. Figure 2.6 shows the distribution of each
task topology over the 784 input neurons, reshaped to 28× 28 as the original
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(c) Task 5 (8 or 9).

Figure 2.6: Visualization of the number of outgoing connections from each input neuron
for three different tasks in Split MNIST in the case of the Static-SparseNN
baseline (top) and SpaceNet (bottom). SpaceNet redistributes the connec-
tions in the important neurons that identified the digits in each task.

input image. As we can see, SpaceNet reallocates the connections towards the
areas that correspond to digit identification, while there are only a limited num-
ber of connections in the background.

2.6.3 Memory Efficiency Improvement

Constraining the memory usage is necessary when learning a large number of
tasks continuously. We compare the memory consumed by neural network mod-
els used by each method by measuring the total number of model parameters.
As illustrated in Figure 2.7, among the methods studied, the rehearsal-based ap-
proach, DGR, has the highest memory requirement. This is due to the need for
both a classification model and a generative model to generate replayed data for
previous tasks. On the other hand, regularization-based methods employ dense
neural network models, resulting in a higher number of parameters compared
to the architectural-based method, DEN, which employs L1 regularization to
learn sparse connections. In contrast, SpaceNet leverages a highly sparse net-
work for each task, with at least one order of magnitude fewer parameters than
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Figure 2.7: Comparison between SpaceNet and other CL methods on split MNIST in
terms of model size.

Table 2.4: Comparison between different strategies across different continual learning
desiderata.

Strategy Method Old task data Extra memory Model expansion

Regularization
EWC

No No NoSI
MAS

Rehearsal
DGR

Yes Yes No
iCaRL

Architectural
DEN No Yes Yes

Static-SparseNN
No No No

SpaceNet

any other studied method examined in the study.

Table 2.4 shows a comparison between different methods in terms of other
requirements for CL. Regularization methods satisfy many desiderata of CL
while suffering from catastrophic forgetting as illustrated earlier. Rehearsal
methods require extra memory to store the old data or the generative model.
SpaceNet is able to compromise between performance and other requirements
that are not even satisfied by other architectural methods.
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Table 2.5: ACC and BWT on the iCIFAR100 benchmark using two different architectures.

CNN WRN
Strategy Method ACC (%) BWT (%) ACC (%) BWT (%)

Regularization
EWC 13.65 ± 0.15 -64.38 ± 0.71 16.09 ± 0.29 -73.10 ± 1.11

SI 14.45 ± 0.11 -66.47 ± 0.49 16.75 ± 0.30 -77.75 ± 0.90

MAS 14.51 ± 0.22 -66.61 ± 0.31 16.51 ± 0.20 -76.82 ± 0.19

Architectural SpaceNet 28.11 ± 0.74 -45.62 ± 0.88 34.10 ± 0.92 -34.18 ± 0.91

2.6.4 Utilizing Model Capacity

Can increasing the model size reduce forgetting? To study this question, we eval-
uate the performance of SpaceNet and the regularization methods using two
models: the conventional CNN network detailed in Section 2.5.2 and a more
modern architecture Wide Residual Networks (WRN) [ZK16]. We use WRN-28-
10, with a depth of 28 and a widen factor of 10. We perform this analysis on a
more challenging benchmark iCIFAR-100 [RKSL17], which consists of 5 tasks,
each has 20 classes from CIFAR-100.

Table 2.5 shows the average accuracy and the backward transfer using the
two architectures. As illustrated in the table, SpaceNet manages to utilize the
available capacity of the conventional CNN architecture achieving higher accu-
racy than the regularization methods by 13.5%. SpaceNet is also more robust to
forgetting, BWT is higher than the regularization strategy by 19%. Our results
also show that using a larger network, WRN, does not help the regularization
strategy to alleviate the catastrophic forgetting problem. A small increase is
gained in the average accuracy, probably due to achieving higher performance
in the last task using the larger model, while the forgetting (negative backward
transfer) is increased by around 11%. On the other hand, SpaceNet takes ad-
vantage of the larger capacity. The ACC of SpaceNet is increased by 6%, and
the forgetting is decreased by 11.5%.

2.7 Conclusion and Future Work

In this chapter, we proposed SpaceNet, a new technique for deep neural net-
works to learn a sequence of tasks in the continual learning paradigm. SpaceNet
learns each task using a sparse subnetwork, leaving a space for other tasks to
be learned by the model. We proposed a dynamic sparse training algorithm
that optimizes the sparse topology of each task throughout training to learn
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sparse representation. We addressed the challenging class incremental learning
scenario, where the task identity is unknown during inference. The proposed
method is evaluated on the well-known benchmarks for CL: Split MNIST, Split
Fashion-MNIST, CIFAR-10/100, and iCIFAR100.

We demonstrated that SpaceNet addresses multiple CL desiderata: (1) it re-
duces catastrophic forgetting, outperforming the regularization and architectural-
based methods by a big margin, (2) the achieved performance is obtained using
a fixed capacity model without network expansion, (3) it requires much less
memory and computational costs than rehearsal based methods, (4) and it does
not rely on old tasks data.

Our analyses illustrated the effectiveness of our proposed dynamic sparse
training method in learning a sparse topology that allocates the connections in
the important neurons for a task. Moreover, we showed the importance of learn-
ing sparse representations in reducing interference between tasks. Unlike other
methods that have a high performance on the last learned task only, SpaceNet
utilizes the capacity of the model efficiently among all seen tasks.

Despite the success of SpaceNet in reducing forgetting, there is no explicit
mechanism to promote forward transfer from past tasks. Addressing forward
transfer would further allow utilizing the capacity more efficiently by making
use of the learned connections of past tasks instead of allocating new sparse
connections for each new task. Moreover, combining SpaceNet with a memory-
efficient replay method could improve the performance even further while being
efficient.



Chapter 3
Self-Attention Meta-Learner for
Continual Learning

Although catastrophic forgetting is one of the main challenges in continual learn-
ing, enabling forward transfer from past tasks to the current one is another crucial
component in this learning paradigm. In this chapter, we focus on investigating
the characteristics of the representations that facilitate learning new tasks. Many
approaches in continual learning begin by training a model from scratch, opti-
mizing it at each step to learn task-specific representations without considering
their generalization to future tasks. Additionally, each task utilizes all knowl-
edge acquired from previous tasks, even though certain parts of this knowledge
may not be directly relevant to the current task. This leads to task interference,
particularly when the data from previous tasks is inaccessible. We aim to in-
vestigate these two limitations. To this end, we propose a new method, named
Self-Attention Meta-Learner (SAM), which learns prior knowledge for continual
learning that permits learning a sequence of tasks. SAM incorporates an attention
mechanism that learns to select the relevant representations for each future task.
Each task builds a specific representation branch on top of the selected knowl-
edge, avoiding interference between tasks. Our analysis demonstrates that useful
representations for future tasks are sparse. Moreover, by learning specific repre-
sentations on top of the selected knowledge from the past, we can perform better

This chapter is integrally based on Ghada Sokar, Decebal Constantin Mocanu, and Mykola
Pechenizkiy. Self-attention meta-learner for continual learning. Proceedings of the 20th International
Conference on Autonomous Agents and MultiAgent Systems (AAMAS), 2021.
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than several state-of-the-art methods. Finally, we demonstrate that popular ex-
isting continual learning methods gain a performance boost when incorporated
with SAM. Our source code is available at https: // github. com/ GhadaSokar/
Self-Attention-Meta-Learner-for-Continual-Learning.

3.1 Introduction

Continual learning aims to build machines that mimic human learning. The
main characteristics of human learning are (1) humans never learn in isolation,
(2) they build on top of the learned knowledge in the past instead of learning
from scratch, (3) and acquiring new knowledge does not lead to forgetting the
past knowledge. These capabilities are crucial for autonomous agents inter-
acting in the real world [PKP+19, LLS+20]. For instance, systems like chatbots,
recommendation systems, and autonomous driving interact with a dynamic and
open environment and operate on non-stationary data. These systems should
quickly adapt to new situations with the help of previous knowledge, acquire
new experiences, and retain previously learned experiences.

Deep neural networks (DNNs) have achieved outstanding performance in
different areas such as visual recognition, natural language processing, and
speech recognition [ZVSL18, CPK+17, KT19, LDG+17, GLO+16, LWL+17]. How-
ever, DNNs are effective in learning single tasks (static environments). Mean-
while, the performance degrades when a network is trained on non-stationary
data. Continual learning (CL) is a research area that addresses this problem and
aims to provide neural networks with continual learning capability.

The continual learning paradigm has many desiderata, including but not
limited to avoiding forgetting past tasks, allowing forward transfer to future
tasks, having a bounded system size, minimal or no access to past data, and not
relying on task labels during inference (see [LLS+20,SCL+18,DRLFM18] for the
complete list). Since these desiderata are competing with each other, most of
the previous methods target subsets of them, and the main focus is on address-
ing forgetting. In this work, we shift the focus to some desiderata which are not
widely addressed to the best of our knowledge and are discussed in [CL18]. The
first one is the necessity of having a good quantity of prior knowledge to facili-
tate learning new tasks. However, in most previous approaches, the model starts
from randomly initialized parameters, and then the parameters are optimized
to achieve the highest performance on the first task. The knowledge gained
from this task may contain only a bit or even no useful knowledge for future
tasks [CL18]. Second, selecting the useful and relevant parts only from previ-

https://github.com/GhadaSokar/Self-Attention-Meta-Learner-for-Continual-Learning.
https://github.com/GhadaSokar/Self-Attention-Meta-Learner-for-Continual-Learning.
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Figure 3.1: An overview of our proposed method, SAM. The network consists of two
sub-networks. The first sub-network, parameterized by θ, is trained using
an optimization-based meta-learning algorithm to learn the prior generic
knowledge. This learned representation is shared between all tasks. A self-
attention module is added after each layer to select the relevant representa-
tion for each task. The second sub-network contains a specific representation
parameterized by φi for each task ti that is learned on top of the selected rep-
resentation whenever the model faces this task.

ous knowledge to learn each future task instead of using the whole knowledge.
We draw inspiration from human learning. For instance, a computer science stu-
dent should have a mathematical background to learn other advanced courses
such as artificial intelligence, computer graphics, database management, sim-
ulation modeling, etc. This prerequisite knowledge facilitates learning each of
these courses quickly. However, in each course, one picks only the relevant
information from their mathematical background depending on the context of
each course instead of using the whole knowledge.

To address these desiderata, we propose to learn a prior representation for
continual learning that permits and is more proficient at learning future tasks.
We address the more realistic scenario where models might be deployed in an
environment different from the ones they were pre-trained on. Therefore, we
propose to learn this representation via meta-learning to permit generalization
to out-of-distribution tasks. Moreover, we take advantage of meta-learning to
allow the network to learn to pick the relevant representation from the currently
existing one, depending on the incoming data. To this purpose, we incorporate
a self-attention mechanism with the meta-learner. During the continual learn-
ing time, we train each task in the sequence by building on top of the selected
representation from prior knowledge. These tasks are sampled from new distri-
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butions different from the one used in constructing the prior knowledge. Our
empirical evaluation shows the importance of the proposed desiderata in the
continual learning setting and their effectiveness in promoting the learning of
each task and reducing interference. We also demonstrate that building on top
of the relevant knowledge helps identify the correct target in the more challeng-
ing scenario where task identity is not available during inference.

Our contributions in this work can be summarized as follows:

• We demonstrate the importance of having prior generic knowledge and
selective transfer in facilitating learning new tasks. We propose SAM, a
Self-Attention Meta learner that includes these two aspects.

• We address the more challenging and realistic scenario where the task
identity is not available during inference and assume that data from past
tasks are not accessible.

• Our empirical results demonstrate that SAM performs better than state-
of-the-art methods.

• We show the improved performance of popular existing continual learning
strategies when they are integrated with SAM.

3.2 Related Work

3.2.1 Continual Learning Strategies

Many works have been proposed to address the catastrophic forgetting issue
[MMO95, MC89] in deep neural networks. Regularization approaches add a
regularization term to the learning objective to constrain the changes in im-
portant weights of past tasks [ABE+18, KPR+17, ZPG17]. The metric used to
estimate the parameter importance differs between these approaches. In Elastic
Weight Consolidation (EWC) [KPR+17], weight importance is calculated using
an approximation of the diagonal of Fisher information matrix. In Synaptic In-
telligence (SI) [ZPG17], weight importance is computed online during training.
The importance is estimated by the amount of change in the loss by a weight
summed over its trajectory. On the other hand, in Memory Aware Synapses
(MAS) [ABE+18], the weights are estimated using the sensitivity of the learned
function rather than the loss. Learning Without Forgetting (LWF) [LH17] is an-
other regularization method that constrains the change of model predictions on
old tasks, rather than the weights, by using a distillation loss [HVD15b].
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Other existing methods modify the model architecture to adapt to new tasks.
Progressive Neural Network (PNN) [RRD+16] instantiates a new network for
each task and keeps previously learned networks frozen. CopyWeights with
Reinit (CWR) [LM17] uses a fixed number of shared parameters for all tasks.
The shared knowledge comes from freezing the shared weights after training the
first batch. They initialize the shared weights using random weights or from a
pre-trained model (ImageNet). Dynamic expandable network (DEN) [YYLH18]
expands the model when the performance of old tasks degrades.

3.2.2 Continual Learning and Meta Learning

Recently, a new direction has emerged by combining meta-learning methods
with the CL paradigm. In [FRKL19], a modification was proposed for the MAML
algorithm to adapt to the online setting. They focus on maximizing the forward
transfer and sidestep the problem of catastrophic forgetting by maintaining a
buffer of all observed data. MER [RCA+18] combines experience replay with
the Reptile [NS18] meta-learning algorithm in the online setting. Instead of
storing all the observed data, they keep a fixed-size memory for all tasks and up-
date the buffer with reservoir sampling. Another approach by [JW19] uses the
meta-learning paradigm to learn to continually learn. They pre-train a network
and continually learn tasks sampled from the same distribution. A more realis-
tic scenario was presented in [CRO+20], where the continual tasks may come
from a new distribution that is not encountered during pre-training. However,
they relax the assumptions by allowing for task revisiting and optimizing for
fast adapting. The setting of the CL problem differs in each of these methods.
Yet, meta-learning seems a promising direction for addressing CL in all these
different settings.

3.2.3 Attention

Attention has emerged as an improvement in machine translation systems in
natural language processing [BCB15]. Recently, attention mechanisms have
been addressed in many computer vision tasks [CZX+17, HWCW19, WJQ+17,
FLT+19, ZDS+18, HSS18, PRV+19]. Few works have used the attention mecha-
nisms in the CL paradigm. In [DSP+19], attention distillation loss is combined
with the distillation loss from [LH17] to constrain the changes in old tasks.
In [SSMK18], a hard attention mechanism was proposed to determine the im-
portant neurons for each task. These neurons are masked during learning future
tasks.
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3.3 Self-Attention Meta-Learner (SAM)

The ultimate goal of continual learning is to mimic human learning. The starting
point to address this goal is to collect and learn prior knowledge that can help
in continuously learning a sequence of tasks. This prior knowledge should be
characterized by the good generality that enables out-of-domain tasks to learn
on top of it. Moreover, each task in the continual sequence should pick the
relevant knowledge from the previously learned knowledge. In this section, we
describe the details of our proposed method, SAM, that addresses these two
goals.

Figure 3.1 shows an overview of SAM. A neural network consists of two
parts. The first part represents the prior knowledge parameterized by the shared
learned meta-parameters θ. An attention module follows each layer in this
shared sub-network which learns to pick the relevant features from that layer
corresponding to the input. The second part learns specific representation to
each task ti parameterized by φi . Each task uses a few layers to capture the
class-specific discriminative features. The input to this part is the selected rel-
evant knowledge from prior knowledge. At deployment time, the input x is
passed through the neural network f (x;θ,φ1,φ2, ..,φi ,..) to predict the corre-
sponding class from all learned classes so far.

We can divide our approach into two main phases: prior knowledge con-
struction and the continuous learning of tasks. The training procedure for these
two phases is shown in Algorithm 5. The details of each phase are discussed in
the following paragraphs.

Prior knowledge construction. As discussed earlier, prior knowledge should
generalize well to out-of-domain tasks. To this end, we train the shared param-
eters θ using the optimization-based meta-learning algorithm MAML [FAL17],
which proves its ability to generalize to out-of-distribution tasks [FL18]. MAML
learns parameters θ that can be quickly adapted to a new task using a small
number of fine-tuning steps. In particular, the MAML algorithm consists of an
“inner loop” (Algorithm 5, Lines 4-7) and an “outer loop” (Algorithm 5, Lines
2-8). In the inner loop, the parameters θ are adapted to multiple tasks using one
or a few steps of gradient descent to obtain the parameters θ′i which are specific
for task instance Ti . In the outer loop, the initialization θ is updated by dif-
ferentiating through the inner loop to obtain a new initialization that improves
inner-loop learning.

We train our meta-learner using tasks Ti ∼ p(Tmet a) from a certain domain
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Algorithm 5 SAM

Require: p (Tmet a): distribution over meta tasks
Require: α,β: meta step size hyperparameters
Require: Nmet a : number of training steps for meta-learning
Require: η: step size hyperparameter for continual learning
Require: NC L: number of training steps for continual learning
// Learning prior knowledge with self-attention meta-learner

1 Randomly initialize θ
2 for n=1,...,Nmet a steps do
3 Sample batch of tasks Ti ∼ p(Tmet a )
4 for all Ti do
5 Sample minibatches D tr

i , Dv
i uniformly from D tr ai n

i , Dval
i

6 Forward pass the minibatch through the meta-learner including the attention
modules using eq. 3.3, 3.4, and 3.2

// One or few steps of gradient descent
7 θ′i = θ−α∇θL(D tr

i ,θ)

8 θ = θ−β∇θ
∑
Ti

L(Dv
i ,θ′i )

// Learning continuously a sequence of tasks (t1, t2, t3, ...)
9 Keep the meta-learned parameters θ fixed and shared for all tasks

10 foreach ti in tasks (t1, t2, ...) do
11 Randomly initialize φi that represents the specific parameters to task ti
12 for j=1,...,NC L steps do
13 Sample minibatch D tr

ti
from Dti

14 φi =φi −η∇φi L(D tr
ti

,φi ;θ)
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and optimize the parameters such that when the model is faced with a new task,
the model can adapt quickly. The objective of the MAML algorithm is:

min
θ

∑
i
L(θ−α∇θL(θ,D tr ai n

i ),D val
i ), (3.1)

where D tr ai n
i corresponds to the training set for task Ti which is used in the in-

ner optimization and D val
i is the validation data that is used for evaluating the

outer loss L. The inner optimization is performed via one or a few steps of gra-
dient descent with a step size α. Further details for the meta-training procedure
are included in Algorithm 5. The Tmet a tasks are used only for constructing the
prior knowledge and are different from the sequence of CL tasks that may come
from another domain.

Selection of relevant knowledge. The learned prior knowledge is shared be-
tween all tasks. When the model faces a new task, it builds on top of this
knowledge. Instead of using all the learned knowledge, the task picks the ap-
propriate knowledge to use, which helps in its learning. To address this point,
we incorporate a self-attention mechanism [HSS18] in our meta-learner. Rather
than the standard training of the self-attention mechanism as in [HSS18], we
make use of meta-learning to allow the network to learn to recalibrate the use-
ful knowledge based on the input data. In particular, an attention block is added
after each layer in the meta-learner (shared sub-network). This block’s role is
to adaptively recalibrate the convolutional channels (or the hidden neurons)
in each layer. It learns to boost the informative features corresponding to the
input and suppress the less useful ones. The input of the attention block is the
feature maps X = {X1, X2, ...., Xc } resulted from applying the convolutional oper-
ator F on the output of the previous layer, where X ∈ Rh×w×c and h, w , and c
are the height, width, and depth of the feature maps. The output of each at-
tention block is a vector s of size c that contains the rescaling value for each
channel, where c is the number of channels (depth). The recalibrated feature
map X

′
i ∈Rh×w is obtained as follows:

X
′
i = Xi ◦ si , (3.2)

where si is the scalar value in the vector s corresponding to the channel i and
the operation ◦ represents a channel-wise multiplication between the feature
map Xi and the scalar si . The structure of the attention block is shown in
Figure 3.1. The attention and gating mechanism consists of two steps. The
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first step is to generate channel-wise statistics by compressing the global spatial
information using global average pooling, resulting in a vector z of c channels.
The i -th element of z is calculated by:

zi = 1

h ×w

h∑
k=1

w∑
j=1

Xi (k, j ). (3.3)

The second step is to model the interdependencies between channels. These
dependencies are captured using two feedforward fully connected layers. The
first layer is a bottleneck layer that reduces the dimension of the c channels with
a reduction ratio r (which is a hyperparameter), followed by a second layer that
increases the dimensionality back to c channels. A sigmoid activation is applied
to these c channels as a simple gating mechanism, producing the output vector
s, which can be calculated as follows:

s=σ(W2δ(W1z)), (3.4)

where the operation δ is the ReLU function, σ is the sigmoid function, and W1

∈R c
r ×c and W2 ∈Rc× c

r are the parameters of the two feedforward fully connected
layers respectively. The training of the attention mechanism is part of the meta-
learning phase (e.g., W1 and W2 are part of the shared parameters θ), therefore
we called it “meta-attention”.

Previously, we illustrated the attention mechanism in convolutional neural
networks. It is very easy to adapt it to multilayer perceptron networks by ig-
noring the global average pooling step. The recalibrated hidden neurons are
generated by performing element-wise multiplication between the output vec-
tor of the attention block s and the hidden neurons x.

Learning a sequence of tasks. When the model encounters a new task ti ,
a few specific layers to this task parameterized by φi are added to the model.
These layers can be any differential layers (e.g., convolutional or feedforward
fully connected layers). The input to these layers is the selected representation
from prior knowledge. The parameters φi are trained in an end-to-end manner
with a specific output layer for this task with the following objective:

min
φi

Li (φi ,D ti ;θ), (3.5)

where Li is the loss for task ti and D ti is the training set of task ti . The shared
parameters θ are kept fixed during learning each task.
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Final decision module. This module predicts the final output ŷ corresponding
to the test input x in the class incremental learning scenario. First, we aggregate
the output layers (ŷ1, ŷ2, ..., ŷN ) of all tasks, where N is the number of encoun-
tered tasks so far. Then, the final output is predicted by getting the index of the
highest value from the concatenated output vector. This index corresponds to
the predicted class by the learned model and is calculated as follows:

argmax
i d x

(ŷ1 ⊕ ŷ2 ⊕ ...⊕ ŷN ), (3.6)

where ŷi is the output layer of task ti , ⊕ represents the concatenation operation
over the output vectors, and i d x is the index of the element with the highest
value.

3.4 Experiments

In this section, we evaluate our method on the commonly used benchmarks for
CL. We compare our method with state-of-the-art approaches in regularization
and architectural strategies. We also consider another baseline, “Scratch”, where
an independent network is trained for each task individually from scratch. Each
independent network has the same architecture as the network trained across
all CL tasks. To get the predicted class using this baseline in the class incremen-
tal learning scenario, we use the final decision module of SAM. We name this
baseline Scratch (Task Agnostic) or “Scratch(TA)” for short.

3.4.1 Split CIFAR-10/100

The Split CIFAR-10/100 benchmark [ZPG17] consists of a combination of CIFAR-
10 and CIFAR-100 datasets [KH+09]. It contains 6 tasks. The first task contains
the full dataset of CIFAR-10, while each subsequent task contains 10 consecutive
classes from the CIFAR-100 dataset.

Experimental Setup

We follow the architecture used in [ZPG17, ML19]. The shared sub-network
consists of 2 blocks. Each block contains a 3×3 convolutional layer followed by
batch normalization [IS15], a ReLU activation, and an attention module with a
reduction ratio (r ) of 8. The convolutional layer in each block has 32 feature
maps. A max-pooling layer follows these two blocks. The shared sub-network is
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initialized by the self-attention meta-learner. The specific sub-network for each
task consists of two 3×3 convolutional layers with 64 feature maps, followed by
a max-pooling layer, one fully connected layer of 512 neurons, and an output
layer. The specific layers for each task are randomly initialized. We use cross-
entropy loss for training. Each experiment is repeated 5 times with different
random seeds. Additional training details are included in Appendix A.1.

Self-attention meta-learner: We trained a convolutional neural network on
MiniImagenet [RL16]. The MiniImagenet dataset is a common benchmark used
for few-shot learning. It contains 64 training classes, 12 validation classes, and
24 test classes. The model consists of 4 blocks with a max-pooling layer follow-
ing each block. The number of feature maps in the convolutional layers in the
first and second two blocks is 32 and 64, respectively. The learned weights of
the first two blocks are copied to the shared sub-network as prior knowledge.

Since there are differences between the structure of our architecture and
the regular network used in the baselines, we analyze another split for the
shared and specific sub-networks in our results and analysis, where the shared
sub-network contains all layers except the fully connected one. In particular,
the shared sub-network consists of all 4 blocks, initialized by the self-attention
meta-learner, with a max-pooling layer following every two blocks.

Results

Figure 3.2 shows the accuracy of each task after training all tasks, along with
the average accuracy computed over all tasks. The regularization methods
(EWC [KPR+17], LWF [LH17], and SI [ZPG17]) suffer from forgetting old tasks
while having a good performance on the last trained task. On the other hand,
the performance achieved by SAM on each task is close to each other. SAM
outperforms the regularization methods by a big margin. We also compare our
method to the counterpart architectural baseline, CWR [LM17], which uses a
fixed shared pre-trained knowledge for all tasks and trains an output layer for
each task. As shown in the figure, the learned representation by SAM gen-
eralizes better than the CWR method. The average accuracy of our proposed
method is higher than CWR by around 24.5%. It is worth highlighting that
SAM achieves better performance than optimizing a separate network for each
task from scratch (Scratch(TA)).

We perform another experiment where the shared sub-network consists of 4
blocks initialized by the self-attention meta-learner. Increasing the depth of the
shared sub-network while keeping it fixed decreases the performance of SAM to
30.40%. However, the prior knowledge learned by SAM is still more proficient;
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Figure 3.2: The accuracy of each task of the Split CIFAR-10/100 benchmark in the class
incremental learning scenario after training all tasks. The “Average” x-axis
label shows the average accuracy computed over all tasks for each method.
Results for other methods except “Scratch(TA)” are reported from [ML19].

it performs better than the second-best performer method by around 7%.

3.4.2 Split MNIST

Split MNIST [ZPG17] is the most commonly used benchmark for CL. It consists
of 5 tasks. Each task has two consecutive classes from MNIST. We study the
performance of SAM and the baselines in the case of class-incremental learning
and task-incremental learning.

Experimental Setup

We use multilayer perceptron networks. Our model follows the same architec-
ture used in [vdVT18]. The shared sub-network consists of 2 blocks. Each block
consists of one hidden layer with 400 neurons followed by a ReLU activation and
an attention module with a reduction ratio (r ) of 10. The shared sub-network
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is initialized by the self-attention meta-learner. A specific output layer for each
task follows the shared sub-network. The weights of the output layer are ran-
domly initialized. Since all layers in the used architecture are shared except the
output, we ensure a fair comparison with the baselines. We use cross-entropy
loss for training. Each experiment is repeated 5 times with different random
seeds. Additional training details are included in Appendix A.1.

Self-attention meta-learner: We train a multilayer perceptron network on the
Omniglot dataset [LSGT11]. The Omniglot dataset consists of 1623 characters
from 50 different alphabets. Each character has 20 instances. The images are
resized to 28 × 28. The model has the same architecture as our shared sub-
network, with a batch normalization that follows each hidden layer in each
block. The learned weights of the model are used as prior knowledge.

Results

Table 3.1 shows the average accuracy over all tasks after training the CL se-
quence. We report the average accuracy in class-incremental learning (CIL) and
task-incremental learning (TIL). As shown in the table, regularization methods
achieve a very good performance in TIL; however, they suffer from a huge drop
in accuracy in CIL. SAM outperforms the regularization methods by more than
38% in the latter case while achieving a comparable performance in the case
of TIL. We also compare our approach to one of the well-known architectural
approaches, DEN [YYLH18]. DEN restores the drift in old tasks’ performance
using node duplication. DEN is originally evaluated in TIL as the connections
in this method are remarked with a timestamp (task identity), and in the in-
ference, the task identity is required to test on the parameters that are trained
up to this task identity only. We adapt the official code provided by the authors
to evaluate the method in CIL and name it DEN(Task Agnostic) or DEN(TA) for
short. After training all tasks, we evaluate the test data on the model created
each timestamp. Then we use our final decision module to get the final pre-
diction. Similar to other baselines, SAM achieves a comparable performance to
DEN in TIL, while the performance of SAM is better than DEN(TA) by 6% in CIL.
Moreover, DEN expands each hidden layer by around 35 neurons, while SAM
has a fixed number of parameters. The detailed behavior of SAM for CL in CIL
is also included in Appendix A.2.
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Table 3.1: Average accuracy on the Split MNIST benchmark in TIL and CIL.

Method TIL CIL

Scratch 99.68 ± 0.06 -
Scratch(TA) - 67.8 ± 0.88
EWC 98.64 ± 0.22 20.01± 0.06

SI 99.09 ± 0.15 19.99± 0.06

LWF 99.57 ± 0.02 23.85 ± 0.44

DEN 99.26 ± 0.001 -
DEN(TA) - 56.95 ± 0.02

SAM (ours) 97.95 ± 0.07 62.63 ± 0.61

3.5 Analysis

In this section, we analyze: (1) the role of the meta-attention mechanism in
performance, (2) the selected representation by SAM for different classes, (3)
the importance of having prior knowledge in CL, and (4) the usefulness of the
representation learned by SAM for learning tasks from different domains.

3.5.1 Effect of the Meta-attention Mechanism on Performance

We conduct an ablation study to analyze the effect of the meta-attention mech-
anism on performance in CIL. We study two scenarios: (1) removing the atten-
tion modules from all layers in the shared sub-network, and (2) keeping the
attention module only in the last block. We perform this experiment on the
two studied benchmarks. For the Split CIFAR-10/100 benchmark, we analyze
the performance of the two splitting of the shared and specific sub-networks
discussed in Section 3.4.1. The results are summarized in Table 3.2.

When the meta-attention mechanism is excluded, and the entire knowledge
is used to learn each task, the lowest accuracy is consistently observed across
all cases. Utilizing an attention module solely at the last block of the shared
sub-network results in slightly improved accuracy. However, incorporating a
meta-attention module into each block of the shared sub-network provides sig-
nificant benefits. The effect of the attention mechanism is larger when the
shared sub-network is deeper (Shared: 4 blocks) as the features become more
discriminative at higher layers. Restricting the input to each specific classifier to
the relevant representation obtained from prior knowledge helps to select the
correct classifier and improve the classification accuracy.
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Table 3.2: Ablation study of SAM on the Split MNIST and Split CIFAR-10/100 bench-
marks in CIL.

Split MNIST Split CIFAR-10/100

Method Shared: 2 blocks Shared: 4 blocks

SAM without attention 51.33 ± 2.30 46.52 ± 0.33 24.21 ± 0.59

SAM with attention at the last block only 54.67 ± 0.80 46.58 ± 0.29 25.04 ± 0.14

SAM 62.63 ± 0.61 48.24 ± 0.30 30.40 ± 0.31

3.5.2 Learned Representation

We further investigate the effect of the meta-attention modules on the learned
representation. To this end, we visualize the learned representation of each
block in the shared sub-network before applying the attention module, the de-
cision (scores) of the attention module, and the recalibrated activation. We
draw these representations for random samples from different classes in differ-
ent tasks from the Split MNIST benchmark.

As shown in Figure 3.3, the relevant representation for each sample is sparse
and varies across different classes. Furthermore, more features are selected by
the attention module in the first block, indicating that various classes may share
numerous lower-level features with prior knowledge. On the other hand, many
features are suppressed in the second block, and only the relevant features for
the input are emphasized.

3.5.3 Role of Prior Knowledge

We hypothesize that having generic prior knowledge before learning the CL se-
quence and selecting the relevant representation from the past is more crucial
when the sequence has dissimilar tasks. To evaluate this hypothesis, we gen-
erate three tasks based on the CIFAR10 benchmark: two similar tasks and one
dissimilar task. Each task consists of two classes. The first task involves the air-
plane and automobile classes, the second task involves the bird and cat classes,
and the third task involves the ship and truck classes. Thus, the first and the sec-
ond tasks are dissimilar, while the first and third tasks are similar. We compare
SAM with the setting used in most of the previous continual learning meth-
ods, where the model starts from randomly initialized weights and sequentially
learns the tasks. We call this setting “Standard”. We perform this analysis on the
same architecture discussed in Section 3.4.1 with the two splittings of the shared
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Figure 3.3: The visualization of the activation in shared sub-network for Split MNIST.
The representation for each layer is reshaped to 20×20. Each row represents
a random sample of a class in a certain task. We illustrate the activation
before being calibrated, the output of the attention module, and the recal-
ibrated activation in the first (a) and second (b) blocks. The last column
represents the selected representation passed to the specific sub-networks.

and specific sub-networks. In the standard setting, the shared sub-network is
initialized with the weights learned from training the model on the first task and
then frozen. We evaluate the forward transfer (FWT) in this setting and SAM
on the second and third tasks. FWT is a metric proposed by [LPR17,DRLFM18]
to assess the ability of the CL model to transfer knowledge for future tasks.
It is estimated by the accuracy obtained on each task using the fixed shared
sub-network while allowing the training of the specific sub-network.

As shown in Figure 3.4c, the forward transfer is comparable between the
standard setting and SAM on the third task, as the previously learned knowledge
in the standard setting from the first task is useful for the third task (they have
some similarities). While in the case of dissimilar tasks, the FWT of SAM is
higher than the standard setting, as shown for the second task (Figure 3.4b).
Moreover, the performance gap increases when the shared sub-network gets
deeper. The FWT of SAM is higher than the standard setting by around 8%. The
analysis reveals the importance of having prior knowledge in the CL paradigm
to promote learning future tasks.

3.5.4 Knowledge Reusability

Is the representation learned by the self-attention meta-learner on a certain do-
main useful for learning a sequence of tasks from another domain? To answer



3.5 Analysis 53

this question, we compare SAM to the Extreme Learning Machine (ELM) [HZS04].
The authors proposed the “generalized” networks that provide the best general-
ization performance at a fast learning speed. The network parameters are ran-
domly initialized and are not updated, while the parameters of the output layer

(a) Task 1 (airplane, automobile)

(b) Task 2 (bird, cat) (c) Task 3 (ship, truck)

Figure 3.4: FWT comparison between SAM and the “Standard” setting used in most of
the previous CL methods. In the Standard setting, the shared sub-network
is initialized by the learned knowledge from Task 1 (airplane, automobile)
from the CIFAR10 benchmark (a). FWT is evaluated on a dissimilar task
(bird, cat) (b) and another similar task (ship, truck) (c). SAM promotes
forward transfer in case of dissimilar tasks. While in the Standard setting,
the knowledge learned by Task 1 contains less information useful for Task 2.
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Figure 3.5: Activations in the shared sub-network for the Split MNIST benchmark. The
representation is reshaped to 20× 20. The first and second rows show the
representations when the shared sub-network is initialized by SAM and a
random initialization (ELM), respectively.

Table 3.3: A comparison between the random initialization (ELM) and the initialization
by the generic prior knowledge (SAM) for the shared sub-network.

Method Split CIFAR-10/100 Split MNIST

ELM 37.95 ± 0.64 58.42 ± 0.91

SAM (ours) 48.24 ± 0.30 62.63 ± 0.61

are learned. This research is then extended by many works [BRF13, RBW+13,
FMR16,BKH15,HBKV15]. We compare SAM with ELM by initializing the shared
sub-network randomly and keeping its weights fixed. We visualize the repre-
sentation of each hidden layer in the shared sub-network on the Split MNIST
benchmark in SAM and ELM.

As shown in Figure 3.5, the self-attention meta-learner boosts and selects
some features, while the random initialization gives almost equal importance to
each feature. Table 3.3 compares the two methods in terms of performance on
the two studied benchmarks. As shown in the table, prior knowledge learned
by SAM generalizes better for the CL tasks despite the fact that the domain of
the prior knowledge is different from the CL sequence.

3.6 Improvements of CL Approaches with SAM

The experimental evaluation demonstrates the effectiveness of having prior
knowledge and selective transfer for the continual learning paradigm. In this
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Table 3.4: Enhancing existing continual learning strategies by SAM. “Standard” repre-
sents the original form of the methods. The accuracy is reported on the Split
MNIST and Split CIFAR-10/100 benchmarks in CIL.

Split MNIST Split CIFAR-10/100

Method Standard + SAM Standard + SAM

Fine-tuning 19.86 ± 0.04 53.87 ± 1.73 12.24 ± 0.05 25.45 ± 1.76

SI 19.99 ± 0.06 67.32 ± 0.43 13.39 ± 0.04 42.92 ± 1.01

MER 32.66 ± 2.33 50.04 ± 1.85 - -

section, we analyze the performance of popular CL methods when they are in-
tegrated with SAM.

We evaluate the performance of the regularization method SI [ZPG17] as
well as the optimization-based meta-learning method MER [RCA+18] when
they are combined with SAM as well as their original form. In particular, in-
stead of freezing the shared sub-network after learning the prior knowledge,
we allow for accumulating the knowledge from each CL task. The shared sub-
network is updated using a CL baseline (SI or MER). Accumulating the knowl-
edge from each task in the shared sub-network causes catastrophic forgetting of
the previously learned ones. The SI method addresses this problem by adding
a regularization term in the loss function to constrain the change in the impor-
tant weights of previous tasks. In MER, a small memory for experience replay
is used, and the parameters are trained using the Reptile meta-learning algo-
rithm [NS18]. We also add the simple fine-tuning method as another baseline,
where new tasks are trained continuously without any mechanism to avoid for-
getting in the shared sub-network. We perform this experiment on the Split
MNIST and Split CIFAR-10/100 benchmarks. We use the same architectures
and training details described in Section 3.4. To ensure a fair comparison with
the original form of the methods, for the Split CIFAR-10/100 benchmark, we
use the network split where the shared sub-network consists of 4 blocks. For
the MER algorithm, we adapt the official code provided by the authors to eval-
uate it on the Split MNIST benchmark. Following the notation of their paper,
we use a batch size (k −1) of 10, the number of batches per example of 5, γ of
1.0, and β of 0.01. We use a memory buffer of size 200 to learn 1000 sampled
examples across each task. The results are shown in Table 3.4.

Interestingly, when SAM is combined with the other methods, it always im-
proves their performance. It is interesting to observe that the combination of
SAM with the fine-tuning baseline increases its performance despite that there
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is no forgetting avoidance strategy. MER achieves good results despite using
only 1000 samples from each task. Although the regularization methods suffer
from a huge performance drop when applied in CIL, as shown before, combin-
ing SAM with SI leads to a significant improvement: around 47% and 29% on
the Split MNIST and Split CIFAR-10/100 benchmarks, respectively. SAM re-
duces forgetting by allowing an adaptive update for the weights. The update of
the weights becomes a function of the recalibrated activations by SAM. There-
fore, the knowledge accumulated by new tasks affects a subset of the previously
learned representation. Accumulating the knowledge in SAM while using the
SI method to constrain the change in the important weights of old tasks outper-
forms SAM alone by 5% and 13% on the Split MNIST and Split CIFAR-10/100
benchmarks, respectively. This analysis confirms the importance of our pro-
posed desiderata for continual learning. We believe that it would open up many
directions for CIL by adopting SAM as the starting point.

3.7 Conclusion and Future Work

In this chapter, we demonstrated the importance of two desiderata of continual
learning, which have not received much attention in current state-of-the-art
approaches. First, the necessity of having a good quantity of prior knowledge
to promote future learning. Second, selecting the relevant knowledge to the
current task from previous knowledge instead of using the whole knowledge.

To demonstrate their effectiveness on performance, we proposed SAM, a
self-attention meta-learner for continual learning. SAM learns prior knowledge
that can generalize to new distributions and learns to boost the features relevant
to input data. During the continual learning phase, we introduce out-of-domain
tasks. Our empirical evaluation and analysis demonstrated the role of our pro-
posed desiderata in improving performance. The experimental results showed
that the proposed method outperforms state-of-the-art methods from different
continual learning strategies in CIL. Remarkably, SAM achieved performance
on par with the Scratch(TA) baseline despite that in this baseline an indepen-
dent model is optimized for each task separately. Finally, we demonstrated
that combining SAM with the existing continual learning methods boosts their
performance, showing the importance of selective transfer in improving both
backward and forward transfer.

SAM addresses forgetting by design to enable assessing the studied desider-
ata. Further research on addressing forgetting and forward transfer jointly is
crucial for improving performance. Moreover, more analyses of the relationship
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between forward transfer and the speed of adaptability of a network to new
data would help build improved models.





Chapter 4
Dynamic Sparse Training for
Deep Reinforcement Learning

Training deep neural networks to adapt to changing data distributions presents
significant challenges, as demonstrated earlier. These challenges are further in-
creased when a model learns a task without access to true labels. Such difficulties
are particularly evident in the context of deep reinforcement learning (DRL), where
agents are trained through trial-and-error interactions with an environment, and
new training samples are collected over time. In this case, achieving satisfactory
performance with dense neural networks often requires substantial training time
due to the inherent training difficulties involved. Hence, prohibitive computation
and memory resources are consumed. In this chapter, we aim to improve the train-
ing time of DRL agents by exploring a new training strategy for this paradigm.
More specifically, we introduce for the first time a dynamic sparse training ap-
proach for deep reinforcement learning to accelerate the training process. The
proposed approach trains a sparse neural network from scratch and dynamically
adapts its topology to the changing data distribution during training. Experi-
ments on continuous control tasks show that our dynamic sparse agents achieve
higher performance than the equivalent dense ones, reduce the parameter count

This chapter is integrally based on Ghada Sokar, Elena Mocanu, Decebal Constantin Mocanu,
Mykola Pechenizkiy, and Peter Stone. Dynamic sparse training for deep reinforcement learning. In-
ternational Joint Conference on Artificial Intelligence (IJCAI), 2022. The Adaptive and Learning
Agents Workshop at the International Conference on Autonomous Agents and Multiagent Systems
(AAMAS), Best Paper Award, 2022.
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and floating-point operations (FLOPs) by 50%, and have a faster learning speed
that enables reaching the performance of dense agents with 40−50% reduction in
the training steps. We release our code at https: // github. com/ GhadaSokar/
Dynamic-Sparse-Training-for-Deep-Reinforcement-Learning .

4.1 Introduction

Deep reinforcement learning (DRL) has achieved remarkable success in many
applications. The power of deep neural networks as function approximators
allows RL agents to scale to environments with high-dimensional state and ac-
tion spaces. This enables high-speed growth in the field and the rise of many
methods that improve the performance and stability of DRL agents [WLZ+20].
While the achieved performance is impressive, a long training time is required
to obtain this performance. For instance, it took more than 44 days to train
a Starcraft II agent using 32 third-generation tensor processing units (TPUs)
[VBC+19]. The very long training time leads to high energy consumption and
prohibitive memory and computation costs. In this work, we ask the follow-
ing question: Can we provide efficient DRL agents with less computation cost and
energy consumption while maintaining superior performance?

Few recent works attempt to accelerate the inference time of DRL agents via
pruning [LC20] or training a compact network under the guidance of a larger
network (knowledge distillation) [ZHL19]. Despite the computational improve-
ment achieved at inference, extensive computations throughout the training of
dense networks are still consumed. Our goal is to accelerate the training process
as well as the inference time of DRL agents.

The long training time of a DRL agent is due to two main factors: (1) the ex-
tensive computational cost of training deep neural networks caused by the high
number of network parameters [JYP+17] and (2) the learning nature of a DRL
agent in which its policy is improving through many trial-and-error cycles while
interacting with the environment and collecting a large amount of data. In
this chapter, we introduce dynamic sparse training (DST) [MMP+21,HABN+21]
in the DRL paradigm for the first time to address these two factors. Namely,
we propose an efficient training approach that can be integrated with existing
DRL methods. Our approach is based on training sparse neural networks from
scratch with a fixed parameter count throughout training (1). During training,
the sparse topology is optimized via adaptation cycles to quickly adapt to the on-
line changing distribution of data (2). Our training approach enables reducing
memory and computation costs substantially. Moreover, the quick adaptation

https://github.com/GhadaSokar/Dynamic-Sparse-Training-for-Deep-Reinforcement-Learning
https://github.com/GhadaSokar/Dynamic-Sparse-Training-for-Deep-Reinforcement-Learning
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to the new samples from the improving policy during training leads to a faster
learning speed.

In fact, the need for neural networks that can adapt, e.g., change their con-
trol policy dynamically as environmental conditions change, was broadly ac-
knowledged by the RL community [Sta03]. Although prior works related to
the automatic selection of function approximation based on neuroevolution ex-
ist [HMI09], perhaps the most connected in the spirit to our proposed method
is a combination of NeuroEvolution of Augmenting Topologies (NEAT) [SM02]
and temporal difference (TD) learning (i.e., NEAT+Q [WS06]). Still, the chal-
lenge remains, and cutting-edge DRL algorithms do not account for the benefits
of dynamic neural network training yet.

Our contributions in this work are as follows:

• The principles of dynamic sparse training are introduced in the deep rein-
forcement learning field for the first time.

• Efficient improved versions of two state-of-the-art algorithms, TD3 [FHM18]
and SAC [HZAL18], are obtained by integrating our proposed DST ap-
proach with the original algorithms.

• Experimental results show that our training approach reduces the mem-
ory and computation costs of training DRL agents by 50% while achieving
superior performance. Moreover, it achieves a faster learning speed, re-
ducing the required training steps.

• Analysis insights demonstrate the promise of dynamic sparse training in
advancing the field and allowing for DRL agents to be trained and de-
ployed on low-resource devices (e.g., mobile phones, tablets, and wireless
sensor nodes) where the memory and computation power are strictly con-
strained.

4.2 Related Work

4.2.1 Sparsity in DRL

To the best of our knowledge, the current advance in deep reinforcement learn-
ing is achieved using dense neural networks. Few recent studies have introduced
sparsity in DRL via pruning. PoPS [LC20] first trains a dense teacher neural net-
work to learn the policy. This dense teacher policy network guides the iterative
pruning and retraining of a student policy network via knowledge distillation.
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In [ZHL19], the objective is to accelerate the behavior policy network and re-
duce the time for sampling. A smaller network is used for the behavior policy
and trained simultaneously with a large dense target network via knowledge
distillation. GST [LKK+21] was proposed as an algorithm for weight compres-
sion in DRL training by simultaneously utilizing weight grouping and pruning.
Some other works [YETM19, VLS21] studied the existence of the lottery ticket
hypothesis [FC18] in RL, which shows the presence of sparse subnetworks that
can outperform dense networks when they are trained from scratch. This find-
ing motivates our study. However, pruning dense networks increases the com-
putational cost of the training process as it requires iterative cycles of pruning
and retraining. In this work, we introduce the first efficient training algorithm
for DRL agents that trains a sparse neural network directly from scratch and
adapts its topology to the changing data distribution.

4.2.2 Dynamic Sparse Training (DST)

DST is the class of algorithms that train sparse neural networks from scratch and
jointly optimize the weights and the sparse topology during training. This direc-
tion aims to reduce the computation and memory overhead of training dense
neural networks by leveraging the redundancy in the parameters (i.e., being
over-parametrized) [DSD+13]. Efforts in this line of research are devoted to
supervised and unsupervised learning. The first work in this direction was pro-
posed by [MMS+18]. They proposed a Sparse Evolutionary Training algorithm
(SET) that dynamically changes the sparse connectivity during training based
on the values of the connections (weights). SET achieves higher performance
than dense models and static sparse networks. The success of the SET algorithm
opens the path to many interesting DST methods that bring higher performance
gain. These algorithms differ from each other in the way the sparse topology is
adapted during training [MW19,EGM+20, JPR+20,LMPP21,SMP21b].

In this work, we adopt the topological adaptation from the SET algorithm
in our proposed approach. The motivation is multifold. First, SET is simple yet
effective; it achieves the same or even higher accuracy than dense models with
high sparsity levels across different architectures (e.g., multi-layer perceptrons,
convolutional neural networks, restricted Boltzmann machines). Second, unlike
other DST methods that use the values of non-existing (masked) weights in the
adaptation process, SET uses only the values of existing sparse connections. This
makes SET truly sparse and memory-efficient [LMM+20]. Finally, it does not
need high computational resources for the adaptation process. It uses readily
available information during the standard training. These factors are favorable
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for our goal to train efficient DRL agents suitable for real-world applications.
We leave evaluating other topological adaptation strategies for future work.

4.3 Proposed Method

In this section, we describe our proposed method, which introduces dynamic
sparse training for DRL. Here, we focus on integrating our training approach
with one of the state-of-the-art DRL methods; Twin Delayed Deep Deterministic
policy gradient (TD3) [FHM18]. We named our new approach Dynamic Sparse
TD3 or “DS-TD3” for short. TD3 is an efficient DRL method that offers good per-
formance in many tasks [SLXC20,WWPR20]. Yet, our approach can be merged
into other DRL methods as well. Appendix B.5 shows the integration with soft
actor-critic (SAC) [HZAL18].

TD3 is an actor-critic method that addresses the overestimation bias in pre-
vious actor-critic approaches. In actor-critic methods, a policy π is known as the
actor, and a state-value function Q is known as the critic. Target networks are
used to maintain fixed objectives for the actor and critic networks over multiple
updates. In short, TD3 limits the overestimation bias using a pair of critics. It
takes the smallest value of the two critic networks to estimate the Q value to
provide a more stable approximation. To increase the stability, TD3 proposed a
delayed update of the actor and target networks. In addition, the weights of the
target networks are slowly updated by the current networks by some propor-
tion τ. In this work, we aim to dynamically train the critics and actor networks
along with their corresponding target networks from scratch with sparse neural
networks to provide efficient DRL agents. In the rest of this section, we will
explain our proposed DST approach for TD3. The full details are also provided
in Algorithm 6.

Our proposed DS-TD3 consists of four main phases: sparse topology initial-
ization, adaptation schedule, topological adaptation, and maintaining sparsity
levels.

Sparse Topology Initialization (Algorithm 6 L1-L4). TD3 uses two critic net-
works (Qθ1

,Qθ2
) and one actor network (πϕ) parameterized by θ1 = {θl

1}|Ll=1,
θ2 = {θl

2}|Ll=1, and ϕ= {ϕl }|Ll=1 respectively; where L is the number of layers in a
network. We initialize each of the actor and critic networks with a sparse topol-
ogy. Sparse connections are allocated in each layer between the hidden neurons
at layer l −1 and layer l . We represent the locations of the sparse connections
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by a binary mask M = {M l }|Ll=1. Following [MMS+18], we use Erdős–Rényi
random graph [ER+60] to initialize a sparse topology in each layer l . Namely,
the probability of a connection j in layer l is given by:

p(M j ) =λl nl +nl−1

nl ×nl−1
, (4.1)

where λl is a hyperparameter to control the sparsity level in layer l , and nl−1

and nl are the neurons count in layers l −1 and l , respectively. M j ∈ {0,1}; a
value of 1 means the existence of a weight in location j . We omit the index l
from the mask and weight matrices for readability. A sparse topology is created
in each layer for the actor and critic networks:

ϕ=ϕ⊙Mφ,

θi = θi ⊙Mθi , ∀i ∈ {1,2},
(4.2)

where ⊙ is an element-wise multiplication operator and Mφ, Mθ1 , and Mθ2

are binary masks to represent the sparse weights in the actor and two critic
networks, respectively. The initial sparsity level is kept fixed during training.

The target policy and target critic networks are parameterized by ϕ′, θ′1, and
θ′2, respectively. Initially, the target networks have the same sparse topology and
the same weights as the current networks: ϕ′ ←ϕ, θ′1 ← θ1, θ′2 ← θ2.

After the topological and weight initialization, the agent collects enough
data before training using a purely exploratory policy. During training, for each
time step, TD3 updates the pair of critics towards the minimum target value of
actions selected by the target policy πϕ′ :

y = r +γmin
i=1,2

Qθ′
i
(s′,πϕ′ (s′)+ϵ), (4.3)

where γ is the discounting factor, r is the current reward, s′ is the next state,
and ϵ∼ cl i p(N(0, σ̃),−c,c) is the proposed clipped noise by TD3, defined by σ̃, to
increase the stability; where c is the clipped value. As discussed, TD3 proposed
to delay the update of the policy network to first minimize the error in the value
network before introducing a policy update. Therefore, the actor network is
updated every d steps with respect to Qθ1 as shown in Algorithm 6 L17-L19.

During the weight optimization of the actor and critic networks, only the
values of the existing sparse connections are updated (i.e., the sparsity level is
kept fixed). The sparse topologies of the networks are also optimized during
training according to our proposed adaptation schedule.



4.3 Proposed Method 65

Algorithm 6 DS-TD3 (λl , η, e, N , τ, d)

1: Initialize critic networks Qθ1 , Qθ2 and actor network πϕ with sparse param-
eters θ1, θ2, ϕ with a sparsity level defined by λl :

2: Create Mφ, Mθ1 , and Mθ2 with Erdős–Rényi graph
3: θ1 ← θ1⊙ Mθ1 , θ2 ← θ2⊙ Mθ2 , ϕ←ϕ⊙Mφ

4: Initialize target networks θ′1 ← θ1, θ′2 ← θ2, ϕ′ ←ϕ
5: Initialize replay buffer B
6: for t = 1 to T do
7: Select action with exploration noise a ∼πϕ(s)+ϵ,
8: ϵ∼N(0,σ) and observe reward r and new state s′
9: Store transition tuple (s, a,r, s′) in B

10: Sample mini-batch of N transitions from B

11: ã ←πϕ′ (s′)+ϵ, ϵ∼ cl i p(N(0, σ̃),−c,c)
12: y ← r +γmini=1,2 Qθ′

i
(s′, ã)

13: θi ← ar g mi nθi
1
N

∑
(y −Qθi (s, a))2

14: if t mod e then
15: θi ← TopologicalAdaptation(θi,Mθi ,η) (Algo. 7)
16: end if
17: if t mod d then
18: Update ϕ by the deterministic policy gradient:
19: ∇ϕ J (ϕ) ← 1

N

∑∇aQθ1 (s, a)|a=πϕ(s)∇ϕπϕ(s)
20: if t mod e then
21: ϕ← TopologicalAdaptation(ϕ,Mφ,η) (Algo. 7)
22: end if
23: Update target networks:
24: θ′i ← τθi+ (1−τ)θ′i
25: ϕ′ ← τϕ+ (1−τ)ϕ′

26: θ′
i
← MaintainSparsity(θ′i ,

∥∥θi∥∥0) (Algo. 8)
27: ϕ′ ← MaintainSparsity(ϕ′,∥ϕ∥0) (Algo. 8)
28: end if
29: end for

Adaptation Schedule. The typical practice in DST methods applied to the
supervised setting is to perform the dynamic adaptation of the sparse topology
after each training epoch. However, this would not fit the RL setting directly due
to its dynamic learning nature. In particular, an RL agent faces instability during
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Algorithm 7 Topological Adaptation ( X, M , η)

1: c ← η∥X∥0

2: cp ← c/2 ; cn ← c/2
3: X̃p ← get_cp -th_smallest_positive(X)
4: X̃n ← get_cn-th_largest_negative(X)
5: M j ←M j − 1[(0 <X j < X̃p )∨ (0 >X j > X̃n)]
6: Generate c random integers {x}|c1
7: M j ←M j + 1[( j == x)∧ (X j == 0)]
8: X ←X ⊙M

Algorithm 8 Maintain Sparsity (X, k)

1: X̃ ← Sort_Descending(|X |)
2: M j = 1[|X j |−X̃k ≥ 0],∀ j ∈ {1, ...∥X∥0}
3: X =X ⊙M

training due to the lack of a true target objective. The agent learns through trial
and error cycles, collecting the data online while interacting with the environ-
ment. Adapting the topology very frequently in this learning paradigm would
limit the exploration of effective topologies for the data distribution and give a
biased estimate of the current one. To address this point, we propose to delay
the adaptation process and perform it every e time steps, where e is a hyper-
parameter. This would allow the newly added connections from the previous
adaptation process to grow. Hence, it would also give better estimates of the
connections with the least influence on performance and an opportunity to ex-
plore other effective ones. Analysis of the effect of the adaptation schedule in
the success of applying dynamic sparse training in the RL setting is provided in
Section 5.2.

Topological Adaptation (Algorithm 7). We adopt the adaptation strategy of
the SET method [MMS+18] in our approach. The sparse topologies are op-
timized according to our adaptation schedule. Every e steps, we update the
sparse topology of the actor and critic networks. Here, we explain the adapta-
tion process on the actor network as an example. The same strategy is applied
to the critic networks.

The adaptation process is performed through a “drop-and-grow” cycle which
consists of two steps. The first step is to drop a fraction η of the least impor-
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tant connections from each layer. This fraction is a subset (cp) of the smallest
positive weights and a subset (cn) of the largest negative weights. Thus, the re-
moved weights are the ones closest to zero. Let ϕ̃p and ϕ̃n be the cp -th smallest
positive and the cn-th largest negative weights, respectively. The mask Mφ is
updated to represent the dropped connections as follows:

M
j
φ
=M

j
φ
− 1[(0 <ϕ j < ϕ̃p )∨ (0 >ϕ j > ϕ̃n)], ∀ j ∈ {1, ...,∥ϕ∥0}, (4.4)

where M
j
φ

is the element j in Mφ, 1 is the indicator function, ∨ is the logical
OR operator, and ∥.∥0 is the standard L0 norm. The second step is to grow the
same fraction η of removed weights in random locations from the non-existing
weights in each layer. Mφ is updated as follows:

M
j
φ
=M

j
φ
+ 1[( j == x)∧ (ϕ j == 0)], ∀ j ∈ {1, ..,∥ϕ∥0}, (4.5)

where x is a random integer generated from the discrete uniform distribution
in the interval [1,n(l−1) × (nl )] and ∧ is the logical AND operator. The weights of
the newly added connections are zero-initialized.

Maintain Sparsity Level in Target Networks (Algorithm 8). TD3 delays the
update of target networks to be performed every d steps. In addition, the target
networks are slowly updated by some proportion τ instead of making the target
networks exactly match the current ones (Algorithm 6 L23-L25). These two
points lead to a slow deviation of the sparse topologies of target networks from
current networks. Consequently, the slow update of the target networks by τ

would slowly increase the number of non-zero connections over time. To address
this, after each update of target networks, we prune the extra connections that
make the total number of connections exceed the initially defined one. We
prune the extra weights based on their smallest magnitude. Assume we have
to retain k connections. The target masks of the actor (M ′

ϕ′) and critics (M ′
θ′

1
,

M ′
θ′

2
) are calculated as follows:

M
′ j
ϕ′ = 1[|ϕ′ j |− ϕ̃′k ≥ 0], ∀ j ∈ {1, ...,

∥∥ϕ′∥∥
0},

M
′ j
θ′

i
= 1[|θ′ j

i |− θ̃′
k
i ≥ 0], ∀ j ∈ {1, ...,

∥∥θ′i ∥∥0}, ∀i ∈ {1,2},
(4.6)

where ϕ̃′k
and θ̃′i

k
is the k-th largest magnitude in the actor and critics respec-

tively, and |(.) j | is the magnitude of element j in the matrix. The target networks
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are updated as follows:

ϕ′ =ϕ′⊙M ′
ϕ′ ,

θ′i = θ′i ⊙M ′
θ′

i
∀i ∈ {1,2}.

(4.7)

4.4 Experiments and Results

In this section, we assess the efficiency of our proposed dynamic sparse training
approach for the DRL paradigm and compare it to state-of-the-art algorithms.
Experimental settings are provided in Appendix B.1.

4.4.1 Baselines

We compare DS-TD3 with the following baselines: (1) TD3 [FHM18], the origi-
nal TD3 where dense networks are used for actor and critic models, (2) Static-
TD3, a variant of TD3 where the actor and critic models are initialized with
sparse neural networks which are kept fixed during training (i.e., there is no
topological optimization), and (3) SAC [HZH+18], a popular off-policy algo-
rithm in which the policy is trained to maximize the trade-off between expected
return and entropy, resulting in policies that explore better.

4.4.2 Benchmarks

We perform our experiments on MuJoCo continuous control tasks interfaced
through OpenAI Gym. We evaluate our approach on five challenging environ-
ments (HalfCheetah-v3, Hopper-v3, Walker2d-v3, Ant-v3, and Humanoid-v3).

4.4.3 Metrics

We use multiple metrics to assess the efficiency of the studied DRL methods:

• Return: The standard metric used in DRL to measure the performance of
an agent.

• Learning curve area (LCA): An estimate of the learning speed of a model
(i.e., how quickly a model learns) [CRRE18] by measuring the area under
the training curve of a method.



4.4 Experiments and Results 69

Table 4.1: Learning curve area (LCA) (× 5000) of different methods.

Method HalfCheetah-v3 Walker2d-v3 Hopper-v3 Ant-v3 Humanoid-v3

TD3 1.7686 0.5264 0.4788 0.5524 0.3635
Static-TD3 1.7666 0.5167 0.4984 0.5807 0.5182
DS-TD3 (ours) 1.9560 0.6956 0.5435 0.6623 0.6089
SAC 1.7297 0.6128 0.5572 0.7969 0.5639

Table 4.2: Average return (R) over the last 10 evaluations of 1 million time steps.

Method HalfCheetah-v3 Walker2d-v3 Hopper-v3 Ant-v3 Humanoid-v3

TD3 11153.48±473.29 4042.36±576.57 2184.78±1224.14 4287.69±1080.88 3809.15±1053.40
Static-TD3 10583.84±307.03 3951.01±443.78 3570.88±43.71 4148.61±801.34 4989.47±546.32
DS-TD3 (ours) 11459.88±482.55 4870.57±525.33 3587.17±70.62 5011.56±596.95 5238.16±121.71
SAC 11415.23±357.22 4566.18±448.25 3387.36±148.73 5848.64±385.85 5518.61±97.03

• Network size (#params): An estimate of the memory cost measured by
the number of network parameters.

• Floating-point operations (FLOPs): An estimate of the computational
cost required for training. It is the typical metric in the literature to com-
pare a DST method against its dense counterpart.

More details can be found in Appendix B.2.

4.4.4 Results

Learning Behavior and Speed. Figure 4.1 shows the learning curve of stud-
ied methods. DS-TD3 has a much faster learning speed than the baselines,
especially at the beginning of the training. After 40-50% of the steps, DS-TD3
can achieve the final performance of TD3. Static-TD3 does not have this fa-
vorable property, revealing the importance of optimizing the sparse topology
during training to adapt to incoming data. Table 4.1 shows the learning curve
area (LCA) of each method. DS-TD3 has higher LCA than TD3 and static-TD3 in
all environments. It is also higher than SAC in three environments out of five.
This metric is important to differentiate between two agents with similar final
performance but very different LCA.

Performance. Table 4.2 shows the average return (R) over the last 10 eval-
uations. DS-TD3 outperforms TD3 in all environments. Interestingly, it im-
proves TD3 performance by 2.75%, 20.48%, 64.18%, 16.88%, and 37.51% on
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Figure 4.1: Learning curves of the studied algorithms on different continuous control
tasks. The shaded region represents the standard deviation of the average
evaluation over 5 runs.
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Figure 4.2: The learning curves of DS-TD3 on HalfCheetah-v3 using different adaptation
schedules.

HalfCheetah-v3, Walker2d-v3, Hopper-v3, Ant-v3, and Humanoid-v3, respec-
tively. Static-TD3 performs closely to TD3 in most cases except for Humanoid-
v3, where Static-TD3 outperforms TD3 by 30.98%. DS-TD3 has a better final
performance than SAC in three environments.

4.5 Analysis

4.5.1 Memory and Computation Costs

We analyze the costs needed for the training process by calculating the FLOPS
and #params for the actor and critics. We perform this analysis on Half-Cheetah-
v3. #params for dense TD3 is 214784, which requires 1×(1.07e14) FLOPs to
train. With our DS-TD3, we can find a much smaller topology that can effec-
tively learn the policy and the function value, achieving higher performance
than TD3 with a sparsity level of 51%. This consequently reduces the number
of required FLOPs to 0.49×(1.07e14).

4.5.2 Adaptation Schedule

We analyze the effect of the adaptation schedule on performance. In particular,
we ask how frequently the sparse topology should be adapted. We perform this
analysis on HalfCheetah-v3.

Figure 4.2 shows the learning curves of DS-TD3 using different adaptation
schedules controlled by the hyperparameter e (Section 4.3). Adapting the topol-
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Figure 4.3: The learning curves of DS-TD3 on HalfCheetah-v3 using different sparsity
levels.

ogy very frequently (e ∈ {200,500}) would not allow the connections to grow and
learn in the dynamic changing nature of RL. The current adaptation process
could remove some promising newly added connections from the past adap-
tation process. This would be caused by a biased estimate of a connection’s
importance as it becomes a factor of the length of its lifetime. Hence, the very
frequent adaptation would increase the chance of replacing some promising
topologies. With less frequent adaptation cycles, e = 1000, DS-TD3 can learn
faster and eventually achieves higher performance than other baselines. Giving
the connections a chance to learn helps in having better estimates of the impor-
tance of the connections. Hence, it enables finding more effective topologies by
replacing the least effective connections with ones that better fit the data. How-
ever, increasing the gap between every two consecutive adaptation processes
to 2000 steps decreases the exploration speed of different topologies. As illus-
trated in the figure, DS-TD3 with e = 2000 has a close learning behavior and
final performance to TD3. Yet, it still offers a substantial reduction in memory
and computation costs. This analysis reveals the importance of the adaptation
schedule in the success of introducing DST to the DRL field.

4.5.3 Sparsity Level

We analyze the performance of our proposed method using different sparsity
levels. Figure 4.3 shows the learning curves of dense TD3 and DS-TD3. By re-
moving 25% of the connections and training the sparse topology dynamically
using DS-TD3, we can achieve a faster learning speed and a performance in-
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Figure 4.4: Learning curves of agents that start training with samples drawn from poli-
cies trained for 5×105 (a) and 7×105 steps (b).

crease of 2.11%. More interestingly, with a higher reduction in the size of the
networks by 50%, we achieve a much faster learning speed. However, when the
network has a very high sparsity level (i.e., 80%), it fails to learn effective rep-
resentations for the reinforcement learning setting. Learning DRL agents using
very highly sparse networks is still an open-challenging task.

4.5.4 Learning Behavior and Speed

DRL agents learn through trial-and-error due to the lack of true labels. An agent
starts training with samples generated from a purely exploratory policy, and new
samples are drawn from the learning policy over time. Our results show that
dynamic sparse agents have faster adaptability to the newly improved samples,
thanks to the generalization ability of sparse neural networks [HABN+21]. This
leads to higher learning speed, especially at the beginning of the training. We
hypothesize that dense neural networks, being over-parameterized, are more
prone to memorize and overfit the inaccurate samples. A longer time is required
to adapt to the newly added samples by the improved policy and forget the old
ones.

To validate this hypothesis, we analyze the behavior of a dense TD3 agent
when it starts training with samples generated from a learned policy instead
of a purely exploratory one. We use two learned policies trained for 5× 105

and 7× 105 steps to draw the initial samples. We perform this experiment on
HalfCheetah-v3. As illustrated in Figure 4.4, the learning speed of DS-TD3 and
TD3 becomes close to each other at the beginning. Afterward, DS-TD3 performs
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better than TD3 since the new samples are generated from the current learning
policies. With initial samples drawn from a more improved policy (Figure 4.4b),
dense TD3 learns faster. It performs better than the dense baseline that starts
learning with samples drawn from the policy trained for 5× 105 steps (Figure
4.4a). On the other hand, DS-TD3 is more robust to over-fitting, less affected
by the initial samples, and quickly adapts to the improved ones over time.

4.6 Conclusion and Future Work

Introducing dynamic sparse training principles to the deep reinforcement learn-
ing field provides an efficient training process for DRL agents. Our dynamic
sparse agents achieve higher performance than the state-of-the-art methods
while reducing the memory and computation costs by 50%. Optimizing the
sparse topology during training to adapt to the incoming data increases the
learning speed. Our findings show the potential of dynamic sparse training in
advancing the DRL field. This would open the path to efficient DRL agents
that could be trained and deployed on low-resource devices where memory and
computation are strictly constrained.

Further research on learning with higher sparse networks can lead to more
efficient agents. Exploring other dynamic sparse training approaches would also
improve the adaptability to the changing distribution. A deeper investigation of
the reasons behind the less ability of dense networks to new samples would help
address this challenge.



Chapter 5
The Dormant Neuron
Phenomenon in Deep
Reinforcement Learning

The slower learning speed and less adaptability to new samples exhibited by
dense neural networks contribute to prolonged training times, as discussed in
the previous chapter. To effectively tackle these challenges, it is crucial to un-
derstand the underlying reasons behind these limitations. In this chapter, we
investigate the behavior of dense neural networks under the learning dynamics
of RL. Our study reveals the existence of the dormant neuron phenomenon in
deep reinforcement learning, where an agent’s network suffers from an increas-
ing number of inactive neurons, thereby affecting network expressivity and abil-
ity to learn. We demonstrate the presence of this phenomenon across a variety
of algorithms and environments, and highlight its effect on learning. To ad-
dress this issue, we propose a simple and effective method (ReDo) that Recycles
Dormant neurons throughout training. Our experiments demonstrate that ReDo
maintains the expressive power of networks by reducing the number of dormant
neurons and results in improved performance. Our code is available at https:
// github. com/ google/ dopamine/ tree/ master/ dopamine/ labs/ redo .

This chapter is integrally based on Ghada Sokar, Rishabh Agarwal, Pablo Samuel Castro, and
Utku Evci. The dormant neuron phenomenon in deep reinforcement learning, International Confer-
ence on Machine Learning (ICML), Oral, 2023.

https://github.com/google/dopamine/tree/master/dopamine/labs/redo
https://github.com/google/dopamine/tree/master/dopamine/labs/redo
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5.1 Introduction

The use of deep neural networks as function approximators for value-based re-
inforcement learning (RL) has been one of the core elements that has enabled
scaling RL to complex decision-making problems [MKS+15,SHM+16,BCC+20].
However, their use can lead to training difficulties that are not present in tra-
ditional RL settings. Numerous improvements have been integrated with RL
methods to address training instability, such as the use of target networks, pri-
oritized experience replay, multi-step targets, among others [HMVH+18]. In
parallel, there have been recent efforts devoted to better understanding the be-
havior of deep neural networks under the learning dynamics of RL [vHDS+18,
FKSL19,KAGL21,BPP20,LRD21,ACC21].

Recent work in so-called “scaling laws” for supervised learning problems
suggest that, in these settings, there is a positive correlation between perfor-
mance and the number of parameters [HNA+17, KMH+20, ZKHB22]. In RL,
however, there is evidence that the networks lose their expressivity and ability to
fit new targets over time, despite being over-parameterized [KAGL21, LRD21];
this issue has been partly mitigated by perturbing the learned parameters. In
[IFL+20,NSD+22], some, or all, of the layers of an agent’s neural networks are
periodically reset, leading to improved performance. These approaches, how-
ever, are somewhat drastic: reinitializing the weights can cause the network to
“forget” previously learned knowledge and require many gradient updates to
recover.

In this work, we seek to understand the underlying reasons behind the loss
of expressivity during the training of RL agents. The observed decrease in the
learning ability over time raises the following question: Do RL agents use neural
network parameters to their full potential? To answer this, we analyze neuron
activity throughout training and track dormant neurons: neurons that have be-
come practically inactive through low activations. Our analyses reveal that the
number of dormant neurons increases as training progresses, an effect we coin
the “dormant neuron phenomenon”. Specifically, we find that while agents start
the training with a small number of dormant neurons, this number increases
as training progresses. The effect is exacerbated by the number of gradient up-
dates taken per data collection step. This is in contrast with supervised learning,
where the number of dormant neurons remains low throughout training.

We demonstrate the presence of the dormant neuron phenomenon across
different algorithms and domains: in two value-based algorithms on the Ar-
cade Learning Environment [BNVB13] (DQN [MKS+15] and DrQ(ϵ) [YKF21,
ASC+21]), and with an actor-critic method (SAC [HZAL18]) evaluated on the
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Figure 5.1: Sample efficiency curves for DQN, with a replay ratio of 1, when using net-
work resets [NSD+22], weight decay (WD), and our proposed ReDo. Shaded
regions show 95% CIs. The figure shows interquartile mean (IQM) human-
normalized scores over the course of training, aggregated across 17 Atari
games and 5 runs per game. Among all algorithms, DQN+ReDo performs the
best.

MuJoCo suite [TET12]. To address this issue, we propose Recycling Dormant
neurons (ReDo), a simple and effective method to avoid network under-utilization
during training without sacrificing previously learned knowledge: we explicitly
limit the spread of dormant neurons by “recycling” them to an active state. ReDo
consistently maintains the capacity of the network throughout training and im-
proves the agent’s performance (see Figure 5.1). Our contributions in this work
can be summarized as follows:

• We demonstrate the existence of the dormant neuron phenomenon in
deep RL.

• We investigate the underlying causes of this phenomenon and show its
negative effect on the learning ability of deep RL agents.

• We propose Recycling Dormant neurons (ReDo), a simple method to re-
duce the number of dormant neurons and maintain network expressivity
during training.

• We demonstrate the effectiveness of ReDo in maximizing network utiliza-
tion and improving performance.
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Figure 5.2: The percentage of dormant neurons increases throughout training for DQN
agents.

5.2 The Dormant Neuron Phenomenon

Prior work has highlighted the fact that networks used in online RL tend to lose
their expressive ability; in this section we demonstrate that dormant neurons
play an important role in this finding.

Definition 5.1. Given an input distribution D, let hℓi (x) denote the activation
of neuron i (a neuron’s output) in layer ℓ under input x ∈ D and Hℓ be the
number of neurons in layer ℓ. We define the score of a neuron i (in layer ℓ) via
the normalized average of its activation as follows:

sℓi = Ex∈D |hℓi (x)|
1

Hℓ

∑
k∈h Ex∈D |hℓk (x)| (5.1)

We say a neuron i in layer ℓ is τ-dormant if sℓi ≤ τ.

The threshold τ allows us to detect neurons with low activations. Even
though these low activation neurons could, in theory, impact the learned func-
tions when recycled, their impact is expected to be less than the neurons with
high activations.

Definition 5.2. An algorithm exhibits the dormant neuron phenomenon if the
number of τ-dormant neurons in its neural network increases steadily through-
out training.

An algorithm exhibiting the dormant neuron phenomenon is not using its
network’s capacity to its full potential, and this under-utilization worsens over
time.
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Figure 5.3: Percentage of dormant neurons when training on CIFAR-10 with fixed and
non-stationary targets. Averaged over 3 independent seeds with shaded ar-
eas reporting 95% confidence intervals. The percentage of dormant neurons
increases with non-stationary targets.

The remainder of this section focuses first on demonstrating that RL agents
suffer from the dormant neuron phenomenon, and then on understanding the
underlying causes for it. Specifically, we analyze DQN [MKS+15], a founda-
tional agent on which most modern value-based agents are based. To do so, we
run our evaluations on the Arcade Learning Environment [BNVB13] using 5 in-
dependent seeds for each experiment, and reporting 95% confidence intervals.
For clarity, we focus our analyses on two representative games (DemonAttack
and Asterix), but include others in Appendix C.2. In these initial analyses, we
focus solely on τ = 0 dormancy, but loosen this threshold when benchmarking
our algorithm in sections 5.3 and 5.4. Additionally, we present analyses on
an actor-critic method (SAC [HZAL18]) and a modern sample-efficient agent
(DrQ(ϵ) [YKF21]) in Appendix C.2.

The dormant neuron phenomenon is present in deep RL agents. We begin
our analyses by tracking the number of dormant neurons during DQN train-
ing. In Figure 5.2, we observe that the percentage of dormant neurons steadily
increases throughout training. This observation is consistent across different
algorithms and environments, as can be seen in Appendix C.2

Target non-stationarity exacerbates dormant neurons. We hypothesize that
the non-stationarity of training deep RL agents is one of the causes for the
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Figure 5.4: Offline RL. Dormant neurons throughout training with standard moving tar-
gets and fixed (random) targets. The phenomenon is still present in offline
RL, where the training data is fixed.

dormant neuron phenomenon. To evaluate this hypothesis, we consider two
supervised learning scenarios using the standard CIFAR-10 dataset [KH+09]:
(1) training a network with fixed targets, and (2) training a network with non-
stationary targets, where the labels are shuffled throughout training. Experi-
mental details can be found in Appendix C.1. As Figure 5.3 shows, the number
of dormant neurons decreases over time with fixed targets, but increases over
time with non-stationary targets. Indeed, the sharp increases in the figure cor-
respond to the points in training when the labels are shuffled. These findings
suggest that the continuously changing targets in deep RL are a significant fac-
tor for the presence of the phenomenon.

Input non-stationarity does not appear to be a major factor. To investigate
whether the non-stationarity due to online data collection plays a role in exac-
erbating the phenomenon, we measure the number of dormant neurons in the
offline RL setting, where an agent is trained on a fixed dataset (we used the
dataset provided by [ASN20]). In Figure 5.4 we can see that the phenomenon
remains in this setting, suggesting that input non-stationary is not one of the
primary contributing factors. To further analyze the source of dormant neu-
rons in this setting, we train RL agents with fixed random targets (ablating the
non-stationarity in inputs and targets). The decrease in the number of dormant
neurons observed in this case (Figure 5.4) supports our hypothesis that target
non-stationarity in RL training is the primary source of the dormant neuron
phenomenon.
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Figure 5.5: The overlap coefficient of dormant neurons throughout training. There is an
increase in the number of dormant neurons that remain dormant.
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Figure 5.6: Pruning dormant neurons during training does not affect the performance of
an agent.

Dormant neurons remain dormant. To investigate whether dormant neu-
rons “reactivate” as training progresses, we track the overlap in the set of dor-
mant neurons. Figure 5.5 plots the overlap coefficient between the set of dor-
mant neurons in the penultimate layer at the current iteration, and the histor-
ical set of dormant neurons. The increase shown in the figure suggests that
once a neuron becomes dormant, it remains that way for the rest of the train-
ing. To further investigate this, we explicitly prune any neuron found dormant
throughout training, to check whether their removal affects the agent’s overall
performance. As Figure 5.6 shows, their removal does not affect the agent’s

The overlap coefficient between two sets X and Y is defined as over l ap(X ,Y ) = |X∩Y |
min(|X |,|Y |) .
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Figure 5.7: The rate of increase in dormant neurons with varying replay ratio (RR) (left).
As the replay ratio increases, the number of dormant neurons also increases.
The higher percentage of dormant neurons correlates with the performance
drop that occurs when the replay ratio is increased (right).

performance, further confirming that dormant neurons remain dormant.

More gradient updates lead to more dormant neurons. Although an in-
crease in replay ratio can seem appealing from a data-efficiency point of view
(as more gradient updates per environment step are taken), it has been shown
to cause overfitting and performance collapse [KAGL21, NSD+22]. In Figure
5.7, we measure neuron dormancy while varying the replay ratio, and observe
a strong correlation between replay ratio and the fraction of neurons turning
dormant. Although difficult to assert conclusively, this finding could account for
the difficulty in training RL agents with higher replay ratios; indeed, we will
demonstrate in Section 5.4 that recycling dormant neurons and activating them
can mitigate this instability, leading to better results.

Dormant neurons make learning new tasks more difficult. We directly ex-
amine the effect of dormant neurons on an RL network’s ability to learn new
tasks. To do so, we train a DQN agent with a replay ratio of 1 (this agent exhibits
a high level of dormant neurons as observed in Figure 5.7). Next we fine-tune
this network by distilling it towards a well performing DQN agent’s network,
using a traditional regression loss and compare this with a randomly initialized
agent trained using the same loss. More details can be found in Appendix C.1.
In Figure 5.8 we see that the pre-trained network, which starts with a high level
of dormant neurons, shows degrading performance throughout training; in con-
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Figure 5.8: A pretrained network that exhibits dormant neurons has less ability than a
randomly initialized network to fit a fixed target. Results are averaged over
5 seeds.

trast, the randomly initialized baseline is able to continuously improve. Further,
while the baseline network maintains a stable level of dormant neurons, the
number of dormant neurons in the pre-trained network continues to increase
throughout training.

5.3 Recycling Dormant Neurons (ReDo)

Our analyses in Section 5.2, which demonstrates the existence of the dormant
neuron phenomenon in online RL, suggests these dormant neurons may have a
role to play in the diminished expressivity highlighted by [KAGL21] and [LRD21].
To account for this, we propose to recycle dormant neurons periodically during
training (ReDo).

The main idea of ReDo, outlined in Algorithm 9, is rather simple: during
regular training, periodically check in all layers whether any neurons are τ-
dormant; for these, reinitialize their incoming weights and zero out the out-
going weights. The incoming weights are initialized using the original weight
distribution. Note that if τ is 0, we are effectively leaving the network’s output
unchanged; if τ is small, the output of the network is only slightly changed.

Figure 5.9 showcases the effectiveness of ReDo in dramatically reducing the
number of dormant neurons, which also results in improved agent performance.
Before diving into a deeper empirical evaluation of our method in Section 5.4,
we discuss some algorithmic alternatives we considered when designing ReDo.



84 The Dormant Neuron Phenomenon in Deep Reinforcement Learning

Algorithm 9 ReDo

Input: Network parameters θ, threshold τ, training steps T , frequency F
for t = 1 to to T do

Update θ with regular RL loss
if t mod F == 0 then

for each neuron i do
if sℓi ≤ τ then

Reinitialize input weights of neuron i
Set outgoing weights of neuron i to 0

end if
end for

end if
end for
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Figure 5.9: Evaluation of ReDo’s effectiveness (with τ= 0.025) in reducing dormant neu-
rons (left) and improving performance (right) on DQN (with RR = 0.25).

Alternate recycling strategies. We considered other recycling strategies, such
as scaling the incoming connections using the mean of the norm of non-dormant
neurons. However, this strategy performed similarly to using initial weight dis-
tribution. Similarly, alternative initialization strategies like initializing outgoing
connections randomly resulted in similar or worse returns. Results of these
investigations are shared in Appendix C.3.2.

Are ReLUs to blame? RL networks typically use ReLU activations, which can
saturate at zero outputs, and hence zero gradients. To investigate whether the
issue is specific to the use of ReLUs, in Appendix C.3.1, we measured the number
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of dormant neurons and resulting performance when using a different activation
function. We observed that there is a mild decrease in the number of dormant
neurons, but the phenomenon is still present.

5.4 Empirical Evaluations

Agents, architectures, and environments. We evaluate DQN on 17 games
from the Arcade Learning Environment [BNVB13] (as used in [KAGL21,KAM+21]
to study the loss of network expressivity). We study two different architectures:
the default CNN used by [MKS+15], and the ResNet architecture used by the
IMPALA agent [ESM+18].

Additionally, we evaluate DrQ(ϵ) [YKF21, ASC+21] on the 26 games used
in the Atari 100K benchmark [KBM+19], and SAC [HZAL18] on four MuJoCo
environments [TET12].

Implementation details. All our experiments and implementations were con-
ducted using the Dopamine framework [CMG+18]. For agents trained with
ReDo, we use a threshold of τ = 0.1, unless otherwise noted, as we found this
gave a better performance than using a threshold of 0 or 0.025. When aggre-
gating results across multiple games, we report the Interquantile Mean (IQM),
recommended by [ASC+21] as a more statistically reliable alternative to me-
dian or mean, using 5 independent seeds for each DQN experiment, 10 for the
DrQ and SAC experiments, and reporting 95% stratified bootstrap confidence
intervals.

5.4.1 Consequences for Sample Efficiency

Motivated by our finding that higher replay ratios exacerbate dormant neurons
and lead to poor performance (Figure 5.7), we investigate whether ReDo can
help mitigate these. To do so, we report the IQM for four replay ratio values:
0.25 (default for DQN), 0.5, 1, and 2 when training with and without ReDo.
Since increasing the replay ratio increases the training time and cost, we train
DQN for 10M frames, as opposed to the regular 200M. As the top-left plot in
Figure 5.10 demonstrates, ReDo is able to avoid the performance collapse when
increasing replay ratios, and even to benefit from the higher replay ratios when
trained with ReDo.
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Figure 5.10: Evaluating the effect of increased replay ratio with and without ReDo. From
left to right (top to bottom): DQN with default settings, DQN with n-step
of 3, DQN with the ResNet architecture, and DrQ(ϵ). We report results
using 5 seeds, while DrQ(ϵ) use 10 seeds; error bars report 95% confidence
intervals.

Impact on multi-step learning. In the top-right plot of Figure 5.10 we added
n-step returns with a value of n = 3 [SB18]. While this change results in a gen-
eral improvement in DQN’s performance, it still suffers from performance col-
lapse with higher replay ratios; ReDo mitigates this and improves performance
across all values.

Varying architectures. To evaluate ReDo’s impact on different network ar-
chitectures, in the bottom-left plot of Figure 5.10 we replace the default CNN
architecture used by DQN with the ResNet architecture used by the IMPALA
agent [ESM+18]. We see a similar trend: ReDo enables the agent to make better
use of higher replay ratios, resulting in improved performance.

Varying agents. We evaluate on a sample-efficient value-based agent DrQ(ϵ)
[YKF21, ASC+21]) on the Atari 100K benchmark in the bottom-right plot of



5.4 Empirical Evaluations 87

Baseline
+ReDo

+Low-LR
0.0

0.2

0.4

0.6

IQ
M

0.0 0.5 1.0 1.5 2.0 2.5
Gradient steps (×106)

0
10
20
30
40
50

Do
rm

an
t [

%
] (

=
0.

1)

DemonAttack

Baseline
+ReDo
+Low-LR

Figure 5.11: Effect of reduced learning rate in high replay ratio setting. Scaling learning
rate helps, but does not solve the dormant neuron problem. Aggregated re-
sults across 17 games (left) and the percentage of dormant neurons during
training on DemonAttack (right).

Figure 5.10. In this setting, we train for 400K steps, where we can see the
effect of dormant neurons on performance, and study the following replay ratio
values: 1 (default), 2, 4, 8. Once again, we observe ReDo’s effectiveness in
improving performance at higher replay ratios.

In the rest of this section, we do further analyses to understand the improved
performance of ReDo and how it fares against related methods. We perform this
study on a DQN agent trained with a replay ratio of 1 using the default CNN
architecture.

5.4.2 Learning Rate Scaling

An important point to consider is that the default learning rate may not be op-
timal for higher replay ratios. Intuitively, performing more gradient updates
would suggest a reduced learning rate would be more beneficial. To evaluate
this, we decrease the learning rate by a factor of four when using a replay ratio
of 1 (four times the default value). Figure 5.11 confirms that a lower learning
rate reduces the number of dormant neurons and improves performance. How-
ever, the percentage of dormant neurons is still high, and using ReDo with a
high replay ratio and the default learning rate obtains the best performance.
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Figure 5.12: Performance of DQN trained with RR = 1 using different network width.
Increasing the width of the network slightly improves the performance. Yet,
the performance gain does not reach the gain obtained by ReDo. ReDo
improves the performance across different network sizes.

5.4.3 Is Over-parameterization Enough?

In [LRD21, FKSL19], it is suggested that sufficiently over-parameterized net-
works can fit new targets over time; this raises the question of whether over-
parameterization can help address the dormant neuron phenomenon. To inves-
tigate this, we increase the size of the DQN network by doubling and quadru-
pling the width of its layers (both the convolutional and fully connected). The
left plot in Figure 5.12 shows that larger networks have at most a mild positive
effect on the performance of DQN, and the resulting performance is still far in-
ferior to that obtained when using ReDo with the default width. Furthermore,
training with ReDo seems to improve as the network size increases, suggesting
that the agent is able to better exploit network parameters, compared to when
training without ReDo.

An interesting finding in the right plot in Figure 5.12 is that the percentage
of dormant neurons is similar across the varying widths. As expected, the use of
ReDo dramatically reduces this number for all values. This finding is somewhat
at odds with that from [SDX+20]. They demonstrated that, in supervised learn-
ing settings, increasing the width decreases the gradient confusion and leads to
faster training. If this observation would also hold in RL, we would expect to
see the percentage of dormant neurons decrease in larger models.
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Figure 5.13: Comparison of the performance for ReDo and two different regularization
methods (Reset [NSD+22] and weight decay (WD)) when integrated with
training DQN agents. Aggregated results across 17 games (left) and the
learning curve on DemonAttack (right).
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Figure 5.14: Comparison of the performance of SAC agents with ReDo and two differ-
ent regularization methods (Reset [NSD+22] and weight decay (WD)). See
Figure C.5 for other environments.

5.4.4 Comparison with Related Methods

In [NSD+22], it was also observed performance collapse when increasing the
replay ratio, but attributed this to overfitting to early samples (an effect they
refer to as the “primacy bias”). To mitigate this, they proposed periodically
resetting the network, which can be seen as a form of regularization. We com-
pare the performance of ReDo against theirs, which periodically resets only the
penultimate layer for Atari environments. Additionally, we compare to adding
weight decay, as this is a simpler, but related, form of regularization. It is worth
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Figure 5.15: Comparison of different strategies for selecting the neurons that will be re-
cycled. Recycling neurons with the highest score (Inverse ReDo) or random
neurons causes performance collapse.

highlighting that [NSD+22] also found high values of replay ratio to be more
amenable to their method. As Figure 5.13 illustrates, weight decay is compara-
ble to periodic resets, but ReDo is superior to both.

We continue our comparison with resets and weight decay on two MuJoCo
environments with the SAC agent [HZAL18]. As Figure 5.14 shows, ReDo is
the only method that does not suffer performance degradation. The results on
other environments can be seen in Appendix C.2.

5.4.5 Neuron Selection Strategies

Finally, we compare our strategy for selecting the neurons that will be recy-
cled (Section 5.2) against two alternatives: (1) Random: neurons are selected
randomly, and (2) Inverse ReDo: neurons with the highest scores according to
Equation 5.1 are selected. To ensure a fair comparison, the number of recycled
neurons is a fixed percentage for all methods, occurring every 1000 steps. The
percentage of neurons to recycle follows a cosine schedule starting at 0.1 and
ending at 0. As Figure 5.15 shows, recycling active or random neurons hinders
learning and causes performance collapse.
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5.5 Related Work

Function approximators in RL. The use of over-parameterized neural net-
works as function approximators was instrumental to some of the successes in
RL, such as achieving superhuman performance on Atari 2600 games [MKS+15]
and continuous control [LHP+16]. Recent works observe a change in the net-
work’s capacity over the course of training, which affects the agent’s perfor-
mance. In [KAGL21, KAM+21], it is shown that the expressivity of the network
decreases gradually due to bootstrapping. Gulcehre et al. [GSS+22] investigate
the sources of expressivity loss in offline RL and observe that underparamteri-
zation emerges with prolonged training. Lyle et al. [LRD21] demonstrate that
RL agents lose their ability to fit new target functions over time, due to the
non-stationary in the targets. Similar observations have been found, referred to
as plasticity loss, in the continual learning setting where the data distribution is
changing over time [BCD+21,DMS21]. These observations call for better under-
standing how RL learning dynamics affect the capacity of their neural networks.

There is a recent line of work investigating network topologies by using
sparse neural networks in online [GEEC22, SMM+22, THP+22] and offline RL
[AOPP21]. They show up to 90% of the network’s weights can be removed with
minimal loss in performance. This suggests that RL agents are not using the
capacity of the network to its full potential.

Generalization in RL. RL agents are prone to overfitting, whether it is to
training environments, reducing their ability to generalize to unseen environ-
ments [KZGR21], or to early training samples, which degrades later training
performance [FKSL19, NSD+22]. Techniques such as regularization [HIH+21,
WKSF20], ensembles [CWZR20], or data augmentation [FWH+21,JFZL19,HSW21]
have been adopted to account for overfitting.

Another line of work addresses generalization via re-initializing a subset or
all of the weights of a neural network during training. This technique is mainly
explored in supervised learning [TSD21, ZVLC21, AMK21, ZBK+23], transfer
learning [LXA+20], and online learning [AA20]. A few recent works have
explored this for RL: Igl et al. [IFL+20] periodically reset an agent’s full net-
work and then perform distillation from the pre-reset network. Nikishin et
al. [NSD+22] (already discussed in Figure 5.13) periodically resets the last
layers of an agent’s network. Despite its performance gains, fully resetting
some or all layers can lead to the agent “forgetting” prior learned knowledge.
The authors account for this by using a sufficiently large replay buffer, so as
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to never discard any observed experience; this, however, makes it difficult to
scale to environments with more environment interactions. Further, recover-
ing performance after each reset requires many gradient updates. Similar to
our approach, Dohare et al. [DMS21] adapt the stochastic gradient descent by
resetting the smallest utility features for continual learning. We compare their
utility metric to the one used by ReDo in Appendix C.3.4 and observe similar or
worse performance.

Neural network growing. A related research direction is to prune and grow
the architecture of a neural network. On the growing front, Evci et al. [EvMU+21]
and Dai et al. [DYJ19] proposed gradient-based strategies to grow new neurons
in dense and sparse networks, respectively. Yoon et al. [YYLH18] and Wu et
al. [WWL19] proposed methods to split existing neurons. Zhou et al. [ZSL12]
add new neurons and merge similar features for online learning.

5.6 Conclusion and Future Work

In this chapter, we identified the dormant neuron phenomenon whereby, during
training, an RL agent’s neural network exhibits an increase in the number of
neurons with little-or-no activation. We demonstrated that this phenomenon is
present across a variety of algorithms and domains, and provided evidence that
it does result in reduced expressivity and inability to adapt to new tasks.

Interestingly, studies in neuroscience have found similar types of dormant
neurons (precursors) in the adult brain of several mammalian species, including
humans [BCD22], albeit with different dynamics. Certain brain neurons start off
as dormant during embryonic development, and progressively awaken with age,
eventually becoming mature and functionally integrated as excitatory neurons
[RBB+18,BDK+20,BCD22]. Contrastingly, the dormant neurons we investigate
here emerge over time and exacerbate with more gradient updates.

To overcome this issue, we proposed a simple method (ReDo) to maintain
network utilization throughout training by periodic recycling of dormant neu-
rons. The simplicity of ReDo allows for easy integration with existing RL algo-
rithms. Our experiments suggest that this can lead to improved performance.
Indeed, the results in Figure 5.10 and 5.12 suggest that ReDo can be an im-
portant component in being able to successfully scale RL networks in a sample-
efficient manner.
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Limitations and future work. Although the simple approach of recycling neu-
rons we introduced yielded good results, it is possible that better approaches
exist. For example, ReDo reduces dormant neurons significantly but it doesn’t
completely eliminate them. Further research on initialization and optimization
of the recycled capacity can address this and lead to improved performance.
Additionally, the dormancy threshold is a hyperparameter that requires tuning;
having an adaptive threshold over the course of training could improve perfor-
mance even further. Finally, further investigation into the relationship between
the task’s complexity, network capacity, and the dormant neuron phenomenon
would provide a more comprehensive understanding.

Similarly to the findings of [GEEC22], this work suggests there are important
gains to be had by investigating the network architectures and topologies used
for deep reinforcement learning. Research presented in [KH23] has demon-
strated that integrating a linear approximation operator into neural networks
improves their approximation capabilities. Investigating this approach in the
DRL paradigm could improve learning ability and the expressivity of networks.
Finally, the observed network’s behavior during training (i.e., the change in the
network capacity utilization), which differs from supervised learning, indicates
a need to explore optimization techniques specific to reinforcement learning
due to its unique learning dynamics.





Chapter 6
Conclusions and Future Work

In this chapter, we summarize the main research questions addressed in this
thesis and our key findings. We further discuss the limitations of our proposed
approaches. Finally, we conclude by outlining several promising avenues for
future research.

6.1 Conclusions

Deep neural networks have achieved remarkable success in many tasks, sur-
passing human-level performance in various domains [HZRS15]. However, they
lack the innate human ability to learn and adapt to new and changing data con-
tinually. This ability is crucial for many applications in which data evolve over
time, such as autonomous driving, chatbots, and healthcare systems. Recently,
more efforts have been devoted to enabling deep neural networks to learn on
changing data distributions and adapt over time to new samples while main-
taining previously learned knowledge.

In this thesis, we explored two learning paradigms within this learning
regime: continual learning and reinforcement learning. In the continual learn-
ing paradigm, a model learns a series of tasks sequentially, aiming to main-
tain performance on all previously learned tasks. Specifically, we focus on ad-
dressing the class-incremental learning scenario (CIL) within continual learn-
ing, where each task introduces a new set of classes. In contrast, the rein-
forcement learning paradigm involves receiving new samples over time during
training, but these samples originate from a single environment (task). Within



96 Conclusions and Future Work

reinforcement learning, various sources of non-stationarity emerge due to the
absence of true targets and the distinctive learning nature of RL.

Our main goal is to investigate the behavior of deep neural networks in this
learning regime and provide new approaches that have improved performance
while being memory and computationally efficient. To this end, we addressed
the following research questions in this thesis.

(Q1) Learning effective representation for continual learning. In Chap-
ter 2, we addressed the main challenge in the continual learning paradigm,
catastrophic forgetting; a model forgets the previously learned representation
when it learns a new one. We demonstrated that this challenge increases
when other continual learning desiderata are considered, such as using a fixed-
capacity model and inaccessibility of old data. To address this challenge, we
proposed the first dynamic sparse training algorithm for continual learning
(SpaceNet). SpaceNet dynamically trains a sparse neural network from scratch
for each task and optimizes its topology during training to produce sparse
representations. We demonstrated the effectiveness of sparse representations
in reducing interference between tasks and forgetting. SpaceNet outperforms
regularization-based methods that learn dense representations for each task by
a large margin. In addition, it has higher performance than architectural-based
methods that require expanding the model capacity. Using sparse subnetworks
allows learning multiple tasks within a fixed capacity model. Furthermore, it
improves memory and computational efficiency significantly. Our findings have
paved the way for further investigations, demonstrating the effectiveness of
sparse networks in the context of continual learning [GD22,WZG+22,KMM+22,
GMD23].

(Q2) Promoting forward transfer in continual learning. Another important
aspect of the continual learning paradigm is using previously learned knowledge
to help learn new tasks. In Chapter 3, we highlighted two aspects that promote
forward transfer. First, having generic knowledge prior to learning the continual
sequence, especially when tasks are dissimilar. Second, selectively transfer the
relevant knowledge from the past instead of using all knowledge. To illustrate
these two factors, we proposed SAM, a Self-Attention Meta-learner for continual
learning. We showed that SAM outperforms other CL approaches from various
strategies. Moreover, integrating SAM with state-of-the-art methods improves
their performance. Our findings in this study suggest that focusing on address-
ing forward transfer could also satisfy other continual learning desiderata. For
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instance, the selective transfer of knowledge results in selective weight updates,
which promote backward transfer and reduce forgetting. Learning based on rel-
evant knowledge would increase the learning speed of a task and could reduce
the number of training samples required. This, consequently, will reduce the
memory and computational costs of training.

(Q3) Reducing the long training time of DRL agents. The challenges of
learning on changing data distributions and the unavailability of true targets
in the reinforcement learning paradigm result in a prolonged training time. In
Chapter 4, we addressed this challenge. More specifically, we aim to enable
deep neural networks to adapt faster to new samples and reduce the computa-
tional costs of training dense models. To this end, we introduced for the first
time dynamic sparse training for deep reinforcement learning. We train a sparse
network from scratch and dynamically adapt its topology over time. We showed
that dynamic sparse networks have faster learning speeds than dense ones. In
addition, they achieve higher performance while reducing memory and com-
putational costs by 50%. Finally, we showed that dense models tend to overfit
initial samples, which affects the rest of the learning process. Our findings re-
vealed the potential of dynamic sparse networks in adapting to changing data
distributions and opened the path to efficient DRL agents that could be trained
and deployed on low-resource devices [GEEC22,THP+22].

(Q4) Understanding the reasons behind the loss of adaptability of dense
models in DRL. Gaining insights into the root causes of dense networks grad-
ually losing their capability to fit new samples over time would facilitate the
development of improved agents. We addressed this goal in Chapter 5. Our
study revealed the existence of the dormant neuron phenomenon, where an
agent’s network suffers from an increasing number of inactive neurons, thereby
affecting network expressivity and ability to learn. The observation is consistent
across different algorithms, domains, and architectures. Investigating different
sources of non-stationarity in DRL, we found that target non-stationarity is the
main source of this phenomenon. We demonstrated that removing dormant
neurons from the network does not affect performance. Moreover, networks
with more dormant neurons have less ability to fit new targets. We also showed
that larger networks do not compensate for dormant neurons. To address this
phenomenon, we proposed an effective method (ReDo) that periodically Re-
cycles Dormant neurons throughout training. We showed the effectiveness of
ReDo in improving performance and utilizing the capacity of models efficiently.
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6.2 Limitations

In this thesis, we studied forgetting and forward transfer in continual learning
separately, highlighting the effective representation types for each aspect. Fur-
ther work is needed to integrate and address both objectives simultaneously.
The achieved performance of our proposed replay-free methods is very promis-
ing. Yet, they do not reach the performance of rehearsal-based methods, which
rely on retraining old data. Achieving high performance without relying on old
data remains an ongoing and challenging problem.

Our investigations within the reinforcement learning paradigm have uncov-
ered distinct behaviors in the network during training, highlighting differences
compared to supervised learning. Although we provide simple and effective
mechanisms to mitigate the consequences of these behaviors, the development
of novel optimization techniques tailored specifically to reinforcement learning
would address the root causes of the challenges. Moreover, a deeper under-
standing of the underlying factors that contribute to phenomena observed in
this paradigm, such as overfitting old samples, would contribute to the devel-
opment of improved agents.

While our proposed methods, which leverage sparsity, enhance performance,
and tackle numerous challenges in the studied paradigms, this proof-of-concept
does not fully utilize the memory and computational benefits offered by sparse
neural networks, similar to many existing sparse training methods in the litera-
ture. This is due to the lack of hardware support for sparsity and the higher
focus of the community on the algorithmic side [HABN+21]. Nevertheless,
there is recent growing attention to hardware and software support for spar-
sity [HSRN+19,ZMZ+20,WJH+18,LMM+20,CMP21,ABB+19,CYES19]. NVIDIA
released NVIDIA A100, which supports a 50% fixed sparsity level [ZMZ+20],
and many other efforts on the hardware side are proposed [WJH+18, ABB+19,
CYES19, LBV+18]. On the software side, libraries that support truly sparse im-
plementations have been started for supervised learning [LMM+20, CMP21].
With a joint community effort in the algorithmic, software, and hardware di-
rections, we would be able to actually provide faster, memory-efficient, and
energy-efficient deep neural networks. Further discussion can be found in
[Hoo21,MMP+21].

We demonstrated the potential of leveraging sparsity empirically. Offering
theoretical analyses of these findings would support the results and pave the
way for innovative approaches to address challenges in this learning regime. Re-
cent works have made some attempts at theoretical analysis [Pog22, GXGP23],
suggesting that sparsity is a key property for generalization in modern archi-
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tectures like transformers. It is essential to devote efforts toward establishing a
theoretical foundation for sparsity in networks that learn continually.

6.3 Future Work

In this section, we discuss potential future research directions.

Scalability of continual learning models. While current approaches in con-
tinual learning are typically evaluated on benchmarks consisting of 10-20 tasks,
the question remains: can we scale these methods to handle hundreds of tasks?
Achieving such a goal necessitates exploring various research directions. The
feasibility of learning all tasks using a fixed capacity model is an area that re-
quires thorough investigation. Further research on the reusability of learned
components and the expansion of specific parts of the model when necessary
would help in efficiently utilizing the model capacity to accommodate a large
number of tasks. Additionally, determining the similarity between new tasks
and previously learned knowledge would aid in making informed decisions re-
garding model expansion or reuse.

Data centric. Current research in the continual learning paradigm mainly fo-
cuses on developing new training algorithms or strategies for expanding net-
work architectures. However, little attention has been given to the role of data
in this context. With an abundance of new data available, training on every
single sample causes significant memory and computational costs. A model
needs to leverage its previously acquired knowledge to learn from only a few
samples, thereby saving the labor-intensive process of labeling all samples, re-
ducing training time, and addressing the imbalance between old and new sam-
ples. This motivates the exploration of new techniques for selecting important
samples from new data and investigating novel meta-learning methods that fa-
cilitate fast adaptability using a limited number of samples. Focusing on these
aspects can enhance the efficiency and effectiveness of continual learning ap-
proaches, making them more practical and applicable in real-world scenarios.

Selective knowledge transfer. We shed light on the importance of forward
transfer in the continual learning paradigm. Further work on selecting the rele-
vant knowledge from the past is needed to improve forward transfer. Attention
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mechanisms play an important role in this research. Exploring modern archi-
tectures such as the Vision Transformer (ViT) [DBK+20] within this paradigm
is a potential avenue for investigation. In addition, research on new training
regimes like meta-learning would help to learn knowledge from each task that
can be easily transferred to future tasks.

Studying different types of tasks and learning paradigms. In this thesis,
we focused on supervised image classification tasks as the basis for our analysis
in continual learning. However, considering the cost involved in labeling each
new sample, it suggests exploring unsupervised or semi-supervised techniques
within this paradigm. Additionally, there is a need for increased attention to
be given to other types of tasks beyond image classification. Various natural
language processing applications, including chatbots, language translation, and
spam detection, heavily rely on continual learning abilities. Further research in
this direction would also open the path to studying the applicability of contin-
ual learning to large language models. Furthermore, addressing the continual
reinforcement learning scenario is another interesting research direction. De-
voting more efforts to tackling non-stationarity within and across tasks in this
paradigm would significantly contribute to advancing the field.
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Appendix A
Additional Experimental Details
and Analyses on Chapter 3

A.1 Additional Experiment Details

A.1.1 Continual Learning Training Details

On the Split MNIST benchmark, each task is trained for 5 epochs. We use a
batch size of 64. The model is trained using stochastic gradient descent with
a Nesterov momentum of 0.9, a learning rate of 0.01, and cross-entropy loss.
We search in the space {2,4,8,10,20} for the reduction ratio (r ). The standard
training/test-split for the MNIST dataset was used, resulting in 60,000 training
images and 10,000 test images.

On the Split CIFAR-10/100 benchmark, each task is trained for 30 epochs.
We use a batch size of 64. The model is trained using Adam optimizer (η =
.001,β1 = 0.9,β2 = 0.999) and cross-entropy loss. We search in the space {2,4,8,16}
for the reduction ratio (r ). The CIFAR-10 dataset consists of 10 classes and has
60000 samples (50000 training + 10000 test), with 6000 images per class. In
contrast, the CIFAR-100 dataset consists of 100 classes and has 600 images per
class (500 train + 100 test).

Each experiment is repeated 5 times with different random seeds.
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A.1.2 Meta-training Details

On the MiniImagenet dataset, the self-attention meta-learner is trained using 5-
way classification, 5 shot training, and a meta batch-size of 4 tasks. The model
is trained using 5 gradient steps with step size α = 0.01. The meta step size for
the outer loop β = 0.001. The model is trained for 60000 iterations.

On the Omniglot dataset, the self-attention meta-learner model is trained
using 5-way classification, 1 shot training, and a meta batch-size of 32 tasks.
The model is trained using 5 inner gradient steps with step size α = 0.4. The
meta step size for the outer loop β = 0.001. The model is trained for 1000
iterations.

We adapt the Pytorch code for the MAML algorithm from [Lon18] to in-
corporate the attention module in the network architecture and to work for
multilayer perceptron networks.

A.2 Gradual Learning Behavior of SAM

We analyze the performance of our proposed method in CIL gradually. We per-
form this analysis by computing the average accuracy on all past tasks after
training SAM on each task. We also analyze the performance of each task as a
function of encountered tasks. With this experiment, we would like to under-
stand how the performance of the proposed model degrades over time when
new tasks are encountered in the training process. We compare the gradual
performance of SAM to the Scratch(TA) baseline. Figure A.1 and A.2 show the
gradual learning behavior on the Split CIFAR-10/100 and Split MNIST bench-
marks, respectively. This experiment allows us to dive more into the learning
process of SAM. As expected, the performance degrades when new tasks are
encountered. It is interesting to see that SAM performs on par with the Scratch
models, while in the Scratch baseline, a new model is trained for each task from
scratch. The degradation in performance for Scratch(TA) comes from using the
decision module to identify the final output in the CIL. Instead of evaluating the
CL methods using the final average accuracy over all classes, this experiment
would be useful for future work to determine the factors that lead to perfor-
mance degradation. For instance, as shown in the figures, some tasks cause
significant degradation in performance. Identifying the correct task to which
the test input image belongs would help increase the model performance. This
will open new research ideas for CIL.
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Figure A.1: The first three rows show the accuracy for each task in the Split CIFAR-
10/100 benchmark as a function of the number of trained tasks so far. Each
panel shows the accuracy of each task starting from the point where the
model faces that task and after facing each consecutive task. The last row
shows the average accuracy over all the tasks learned so far.
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Figure A.2: The first five panels show the accuracy for each task in the Split MNIST
benchmark as a function of the number of trained tasks so far. Each panel
shows the accuracy of each task starting from the point where the model
faces that task and after facing each consecutive task. The last panel shows
the average accuracy over all the tasks learned so far.



Appendix B
Additional Experimental Details
and Analyses on Chapter 4

B.1 Experimental Details

For a direct comparison with the TD3 algorithm, we follow the same setting as
in [FHM18]. We use multi-layer perceptrons for the actor and critics networks
with two hidden layers of 256 neurons and a ReLU activation function. A Tanh
activation is applied to the output layer of the actor network. Sparse connec-
tions are allocated in the first two layers for all networks, while the output layer
is dense. We use λ2 of 64 for all environments. In contrast, λ1 varies across
environments based on each environment’s state and action dimensions. We
use λ1 of 7 for HalfCheetah-v3, Hopper-v3, and Walker2d-v3. For Ant-v3 and
Humanoid-v3, we use λ1 of 40 and 61, respectively. The same sparsity levels
are used for Static-TD3.

We adapt the sparse connections every e time steps, with e = 1000. A frac-
tion of the sparse connections η is adapted with η = 0.05. The networks are
trained using Adam optimizer with a learning rate of 0.001 and a weight decay
of 0.0002. The networks are trained with mini-batches (N) of 100, sampled
uniformly from a replay buffer containing the entire history of the agent.

Following the TD3 algorithm [FHM18], we add noise of ϵ ∼ N(0,0.2) to the
actions chosen by the target actor network and clipped to (−0.5,0.5). The actor
and target networks are updated every 2 steps (d = 2). The τ used for updating
the target networks equals 0.005. A purely exploratory policy is used for the first
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25000 time steps, then an off-policy exploration strategy is used with Gaussian
noise of N(0,0.1) added to each action.

The hyperparameters for the dynamic sparse training (λ1,λ2,η,e) are se-
lected using random search. Each environment is run for 1 million time steps
with evaluations every 5000 time steps, where each evaluation reports the aver-
age return over 10 episodes with no exploration noise. LCA is calculated using
the average return computed every 5000 time steps. Our results are reported
over 5 seeds.

All models are implemented with PyTorch and trained on Nvidia GPUs. We
use the official code from the authors of TD3 [FHM18], which has an MIT li-
cense, to reproduce the results of TD3 with the above settings.

For SAC, we use the Pytorch implementation from [Tan18]. We follow the
settings from the original paper [HZAL18] with the same architecture used for
TD3. The networks are trained using Adam optimizer with a learning rate of
0.0003 and mini-batches of 256. We use τ of 0.005 and a target update interval
of 1. The models are trained for 1M steps.

B.2 Evaluation Metrics

In this appendix, we explain the details of the metrics used to assess the perfor-
mance of our proposed method.

Return (R). The average return is the standard metric used in the RL re-
search to measure the performance of an agent. The return is the sum of rewards
(r ) obtained in one episode of T steps. R is calculated as follows:

R =
T∑

t=1
rt . (B.1)

Learning curve area (LCA). This metric estimates the learning speed of a
model. LCA measures the area under the training curve of a method. Intu-
itively, the higher learning curve, the faster the learner is. We adapt this metric
from [CRRE18] to fit the reinforcement learning paradigm. LCA is calculated as
follows:

LC A = 1

∆

∫ ∆

0
R(t )d t = 1

∆

∆∑
t=0

R(t ), (B.2)

where ∆ is the number of training steps and R is the average return.
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Network size (#params). This metric estimates the memory cost consumed
by an agent. The network size is estimated by the summation of the number of
connections allocated in its layers as follows:

#par ams =
L∑

l=1

∥∥∥W l
∥∥∥

0
, (B.3)

where W l is the actual weights used in layer l , ∥.∥0 is the standard L0 norm,
and L is the number of layers in the model. For sparse neural networks,

∥∥W l
∥∥

0
is controlled by its defined sparsity level for the model.

Floating-point operations (FLOPs). This metric estimates the computa-
tional cost of a method by calculating how many FLOPs are required for train-
ing. We follow the method described in [EGM+20] to calculate the FLOPs. The
FLOPs are calculated with the total number of multiplications and additions
layer by layer in the network.

FLOPs is the typically used metric in the literature to compare a DST method
against its dense counterpart. The motivation is twofold. First, it gives an un-
biased estimate of the actual required number of operations since the running
time would differ from one implementation to another. Second, more impor-
tantly, existing dynamic sparse training methods in the literature are currently
prototyped using masks over dense weights to simulate sparsity [HABN+21].
This is because most deep learning specialized hardware is optimized for dense
matrix operations. Therefore, the running time using these prototypes would
not reflect the actual gain in memory and speed using a truly sparse network.
Therefore, the FLOPs and network parameters are the current commonly used
metrics to estimate the computation and memory costs, respectively, for sparse
neural networks [HABN+21].

B.3 Hardware and Software Support

As a joint community effort, research on sparsity is going in three parallel direc-
tions: First, hardware that supports sparsity. NVIDIA released NVIDIA A100,
which supports a 50% fixed sparsity level [ZMZ+20]. Second, software li-
braries that support truly sparse implementations. Efforts have been started
to be devoted to supervised learning [LMM+20]. Third, algorithmic methods,
our focus, that aim to provide approaches that achieve the same performance
of dense models using sparse networks [HABN+21]. With the parallel efforts
in the three directions, we would be able to actually provide faster, memory-
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efficient, and energy-efficient deep neural networks. This is further discussed
in [Hoo21,MMP+21].

B.4 Learning Behavior Analysis

To analyze the effect of the absence of true labels in the behavior of dense
and dynamic sparse agents, we perform experiments in which an agent starts
learning from samples drawn from a learned policy (Section 5.2). We test two
learned policies with different performances to study how the quality of the
initial samples affects the learning behavior. To this end, we train two dense
policies using TD3 for 5×105 and 7×105 steps on Half-Cheetah-v3. Similarly,
we train two sparse policies for the same steps using DS-TD3. Instead of using a
purely exploratory policy, we draw samples from the learned policies to fill the
initial buffers for dense and dynamic sparse agents that learn from scratch.

As discussed in Section 5.2, the performance of dense DRL agents is more
affected by the initial samples. The better the samples are, the higher per-
formance is. On the other hand, dynamic sparse agents adapt quickly to the
improving samples over time and are less affected by the quality of the initial
samples.

B.5 DS-SAC

In this appendix, we demonstrate that our proposed dynamic sparse training
approach can be integrated with other state-of-the-art DRL methods. We use
the soft actor-critic (SAC) method [HZH+18] and name our improved version
of it as Dynamic Sparse SAC or DS-SAC.

SAC is an off-policy algorithm that optimizes a stochastic policy. A key fea-
ture of this method is entropy regularization. The policy is trained to maximize
the trade-off between expected return and entropy (a measure of randomness).
Thus, the agent addresses the exploration-exploitation trade-off, which results
in policies that explore better. Algorithm 10 shows our proposed DS-SAC. We
integrated the four components of our approach (sparse topology initialization,
adaptation schedule, topological adaptation, and maintain sparsity levels) into
the original algorithm.
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Algorithm 10 DS-SAC

1: Require: λl , η, e
2: Create Mφ, Mθ1 , and Mθ2 with Erdős–Rényi random graph with sparsity

level λl

3: θ1 ← θ1⊙ Mθ1 , θ2 ← θ2⊙ Mθ2 , φ←φ⊙Mφ

4: Initialize target networks θ̄1 ← θ1, θ̄2 ← θ2

5: D←; // Initialize an empty replay pool
6: for each iteration do
7: for each environment step do
8: at ∼πφ(at |st ) // Sample action from the policy
9: st+1 ∼ p(st+1|st , at ) // Sample transition from the environment

10: D←D∪ {(st , at ,r (st , at ), st+1)} // Store the transition in the replay pool
11: end for
12: for each gradient step do
13: θi ← θi −λQ ∇̂θi JQ (θi ) // Update Q-functions
14: if t mod e then
15: θi ← TopologicalAdaptation(θi ,Mθi ,η) (Algo. 7)
16: end if
17: φ←φ−λπ∇̂φ Jπ(φ) // Update policy weights
18: if t mod e then
19: φ← TopologicalAdaptation(φ,Mφ,η) (Algo. 7)
20: end if
21: θ̄i ← τθi + (1−τ)θ̄i // Update target network
22: θ̄i ← MaintainSparsity(θ̄i ,∥θi∥0) (Algo. 8)
23: end for
24: end for

Table B.1: The value used for λ1 and λ2 in each environment for the DS-SAC algorithm.

Environment λ1 λ2

HalfCheetah-v3 12 80
Walker2d-v3 12 80
Hopper-v3 7 20
Ant-v3 30 64
Humanoid-v3 61 64
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Tasks. We compare our proposed DS-SAC with SAC. We perform our exper-
iments on five MuJoCo control tasks. Namely, we test the following environ-
ments: HalfCheetah-v3, Hopper-v3, Walker2d-v3, Ant-v3, and Humanoid-v3.

Experimental settings. We follow the setting from the SAC method [HZAL18].
All networks are multilayer perceptrons with two hidden layers of 256 neurons
and a ReLU activation function. The networks are trained with Adam optimizer
and a learning rate of 0.0003. We use mini-batches of 256. Each environment is
run for 1 million steps. As DRL algorithms and their variants behave differently
in various settings/environments, to cover a wider range of possible scenarios,
we study here the case of hard target update where τ= 1 [HZAL18]. Following
the original paper, we use a target update interval of 1000 and a temperature α
of 0.2. Table B.1 shows the value used for λ1 and λ2 to determine the sparsity
levels for DS-SAC. We use e of 1000 and η of 0.1. The hyperparameters are
selected using a random search. Our results are reported over 5 seeds.

Metrics. We use the same metrics discussed in Section 5.4 to assess the
performance of our proposed method.

Results. Figure B.1 shows the learning behavior of DS-SAC and SAC. Con-
sistent with our previous observations, DS-SAC learns faster, especially at the
beginning of the training. The LCA of DS-SAC is higher than SAC for all envi-
ronments, as shown in Table B.2. DS-SAC outperforms the final performance
of SAC for all environments except one where it achieves a very close perfor-
mance to it, as illustrated in Table B.3. Please note that the results of SAC are
slightly different from the ones obtained in Section 4.4.4 as we study here the
hard target update case of SAC [HZH+18].

These experiments reveal that we can improve a DRL agent’s learning speed
and performance while reducing its required memory and computation costs for
training.

Table B.2: Learning curve area (LCA) (× 5000) of SAC and DS-SAC.

Environment SAC DS-SAC (ours)

HalfCheetah-v3 1.6229 1.7081
Walker2d-v3 0.5368 0.5906
Hopper-v3 0.4441 0.4875
Ant-v3 0.7504 0.8229
Humanoid-v3 0.3776 0.6777
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Table B.3: Average return over the last 10 evaluations of 1 million time steps using SAC
and DS-SAC.

Environment SAC DS-SAC (ours)

HalfCheetah-v3 11645.12 ± 425.585 11084.39 ± 445.15
Walker2d-v3 3858.20 ± 689.913 4216.77 ± 236.23
Hopper-v3 3100.39 ± 374.45 3229.39 ± 135.82
Ant-v3 5899.30 ± 197.15 5943.54 ± 169.95
Humanoid-v3 5425.56 ± 196.33 5584.64 ± 109.40
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Figure B.1: Learning curves of SAC and DS-SAC on different continuous control tasks.
The shaded region represents the standard deviation of the average evalua-
tion over 5 runs.
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Additional Experimental Details
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C.1 Experimental Details

Discrete control tasks. We evaluate DQN [MKS+15] on 17 games from the
Arcade Learning Environment [BNVB13]: Asterix, Demon Attack, Seaquest,
Wizard of Wor, Bream Reader, Road Runner, James Bond, Qbert, Breakout, En-
duro, Space Invaders, Pong, Zaxxon, Yars’ Revenge, Ms. Pacman, Double Dunk,
Ice Hockey. This set is used by previous works [KAGL21,KAM+21] to study the
implicit under-parameterization phenomenon in offline RL. For hyper-parameter
tuning, we use five games (Asterix, Demon Attack, Seaquest, Breakout, Beam
Rider). We evaluate DrQ(ϵ) on the 26 games of Atari 100K [KBM+19]. We used
the best hyper-parameters found for DQN in training DrQ(ϵ).

Continuous control tasks. We evaluate SAC [HZAL18] on four environments
from MuJoCo suite [TET12]: HalfCheetah-v2, Hopper-v2, Walker2d-v2, Ant-v2.

Code. For discrete control tasks, we build on the implementation of DQN and
DrQ provided in Dopamine [CMG+18], including the architectures used for
agents. The hyper-parameters are provided in Tables C.1, C.2, and C.3. For con-
tinuous control, we build on the SAC implementation in TF-Agents [GKR+18]
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Table C.1: Common Hyper-parameters for DQN and DrQ(ϵ).

Parameter Value

Optimizer Adam [KB15]
Optimizer: ϵ 1.5×10−4

Training ϵ 0.01
Evaluation ϵ 0.001
Discount factor 0.99
Replay buffer size 106

Minibatch size 32
Q network: channels 32, 64, 64
Q-network: filter size 8 × 8, 4 × 4, 3 × 3
Q-network: stride 4, 2, 1
Q-network: hidden units 512
Recycling period 1000
τ-Dormant 0.025 for default setting, 0.1 otherwise
Minibatch size for estimating neurons score 64

and the codebase of [GEEC22]. The hyper-parameters are provided in Ta-
ble C.4.

Evaluation. We follow the recommendation from [ASC+21] to report reliable
aggregated results across games using the interquartile mean (IQM). IQM is the
calculated mean after discarding the bottom and top 25% of normalized scores
aggregated from multiple runs and games.

Baselines. For weight decay, we searched over the grid [10−6,10−5,10−4,10−3].
The best found value is 10−5. For reset [NSD+22], we consider re-initializing
the last layer for Atari games (same as the original paper). They use a reset
period of 2× 104 in for Atari 100k [KBM+19], which corresponds to having 5
restarts in a training run. Since we run longer experiments, we searched over
the grid [5×104,1×105,2.5×105,5×105] gradient steps for the reset period which
corresponds to having 50, 25, 10 and 5 restarts per training (10M frames, replay
ratio 1). The best found period is 1×105. For SAC, we reset agent’s networks
entirely every 2×105 environment steps, following the original paper.
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Table C.2: Hyper-parameters for DQN.

Parameter Value

Optimizer: Learning rate 6.25×10−5

Initial collect steps 20000
n-step 1
Training iterations Default setting: 40, otherwise: 10
Training environment steps per iteration 250K
(Updates per environment step, Target network update period) (0.25, 8000)

(0.5, 4000)
(1, 2000)
(2, 1000)

Table C.3: Hyper-parameters for DrQ(ϵ).

Parameter Value

Optimizer: Learning rate 1×10−4

Initial collect steps 1600
n-step 10
Training iterations 40
Training environment steps per iteration 10K
Updates per environment step 1, 2, 4, 8

Replay ratio. For DQN, we evaluate replay ratio values: {0.25 (default), 0.5,
1, 2}. Following [VHHA19], we scale the target update period based on the
value of the replay ratio as shown in Table C.2. For DrQ(ϵ), we evaluate the
values: {1 (default), 2, 4, 8}.

ReDo hyper-parameters. We did the hyper-parameter search for DQN trained
with RR = 1 using the nature CNN architecture. We searched over the grids
[1000, 10000, 100000] and [0, 0.01, 0.1] for the recycling period and τ-
dormant, respectively. We apply the best values found to all other settings of
DQN, including the ResNet architecture and DrQ(ϵ), as reported in Table C.1.

Dormant neurons in supervised learning. Here we provide the experimen-
tal details of the supervised learning analysis illustrated in Section 5.2. We train
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Table C.4: Hyper-parameters for SAC.

Parameter Value

Initial collect steps 10000
Discount factor 0.99
Training environment steps 106

Replay buffer size 106

Updates per environment step (Replay Ratio) 1, 2, 4, 8
Target network update period 1
target smoothing coefficient τ 0.005
Optimizer Adam [KB15]
Optimizer: Learning rate 3×10−4

Minibatch size 256
Actor/Critic: Hidden layers 2
Actor/Critic: Hidden units 256
Recycling period 200000
τ-Dormant 0
Minibatch size for estimating neurons score 256

a convolutional neural network on CIFAR-10 [KH+09] using stochastic gradi-
ent descent and cross-entropy loss. We select 10000 samples from the dataset
to reduce the computational cost. We analyze the dormant neurons in two
supervised learning settings: (1) training a network with fixed targets, the stan-
dard single-task supervised learning, where we train a network using the inputs
and labels of CIFAR-10 for 100 epochs, and (2) training a network with non-
stationary targets, where we shuffle the labels every 20 epochs to generate new
targets. Table C.5 provides the details of the network architecture and training
hyper-parameters.

Learning ability of networks with dormant neurons. Here we present the
details of the regression experiment provided in Section 5.2. Inputs and targets
for regression come from a DQN agent trained on DemonAttack for 40M frames
with the default hyper-parameters. The pre-trained network was trained for
40M frames using a replay ratio of 1.
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Table C.5: Hyperparameters for CIFAR-10.

Parameter Value

Optimizer SGD
Minibatch size 256
Learning rate 0.01
Momentum 0.9
Architecture:
Layer (channels, kernel size, stride)
Convolution (32, 3, 1)
Convolution (64, 3, 1)
MaxPool (-, 2, 2)
Convolution (64, 3, 1)
MaxPool (-, 2, 2)
Dense (128, -, -)

C.2 The Dormant Neuron Phenomenon in Differ-
ent Domains

In this appendix, we demonstrate the dormant neuron phenomenon on DrQ(ϵ)
[YKF21] on the Atari 100K benchmark [KBM+19] as well as on additional
games from the Arcade Learning Environment on DQN. Additionally, we show
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Figure C.1: Effect of replay ratio in the number of dormant neurons for DQN on Atari
environments (experiments presented in Figure 5.7).
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Figure C.2: The dormant neuron phenomenon becomes apparent as the number of train-
ing steps increases during the training of DrQ(ϵ) with the default replay ratio
on Atrai 100K.
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Figure C.3: The number of dormant neurons increases over time during the training of
SAC on MuJoCo environments.

the phenomenon on continuous control tasks and analyze the role of dormant
neurons in performance. We consider SAC [HZAL18] trained on MuJoCo envi-
ronments [TET12]. Same as our analyses in Section 5.2, we consider τ = 0 to
illustrate the phenomenon.

Figure C.1 shows that across games, the number of dormant neurons con-
sistently increases with higher values for the replay ratio on DQN. The in-
crease in dormant neurons correlates with the performance drop observed in
this regime. We then investigate the phenomenon on a modern valued-based
algorithm DrQ(ϵ). As we see in Figure C.2, the phenomenon emerges as the
number of training steps increases.

Figure C.3 shows that the phenomenon is also present in continuous control
tasks. An agent exhibits an increasing number of dormant neurons in the actor
and critic networks during the training of SAC on MuJoco environments. To
analyze the effect of these neurons on performance, we prune dormant neu-
rons every 200K steps. Figure C.4 shows that the performance is not affected
by pruning these neurons; indicating their little contribution to the learning
process. Next, we investigate the effect of ReDo and the studied baselines (Re-
set [NSD+22] and weight decay (WD)) in this domain. Figure C.5 shows that
ReDo maintains the performance of the agents while other methods cause a per-
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Figure C.4: Pruning dormant neurons during the training of SAC on MuJoCo environ-
ments does not affect the performance.
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Figure C.5: Comparison of the performance of SAC agents with ReDo and two different
regularization methods.

formance drop in most cases. We hypothesize that ReDo does not provide gains
here as the state space is considerably low and the typically used network is
sufficiently over-parameterized.

To investigate this, we decrease the size of the actor and critic networks by
halving or quartering the width of their layers. We perform these experiments
on the complex environment Ant-v2 using 5 seeds. Table C.6 shows the final
average return in each case. We observe that when the network size is smaller,
there are some gains from recycling the dormant capacity. Further analyses of
the relation between task complexity and network capacity would provide a
more comprehensive understanding.

C.3 Recycling Dormant Neurons

Here we study different strategies for recycling dormant neurons and analyze
the design choices of ReDo. We perform these analyses on DQN agents trained
with RR = 1 and τ = 0.1 on Atari games. Furthermore, we provide some addi-
tional insights into the effect of recycling the dormant capacity on improving



122 Additional Experimental Details and Analyses on Chapter 5

Table C.6: Performance of SAC on Ant-v2 using using half and a quarter of the width of
the actor and critic networks.

Width SAC SAC+ReDo

0.25 2016.18 ± 102 2114.52 ± 212
0.5 3964.04 ± 953 4471.61 ± 648

the sample efficiency and the expressivity of the network.

C.3.1 Effect of Activation Function

In this section, we attempt to understand the effect of the activation function
(ReLU) used in our experiments. The ReLU activation function consists of a
linear part (positive domain) with unit gradients and a constant zero part (neg-
ative domain) with zero gradients. Once the distribution of pre-activations falls
completely into the negative part, it would stay there since the weights of the
neuron would get zero gradients. This could be the explanation for the in-
creased number of dormant neurons in our neural networks. If this is the case,
one might expect activations with non-zero gradients on the negative side, such
as leaky ReLU, to have significantly fewer dormant neurons.

In Figure C.6, we compare networks with leaky ReLU to original networks
with ReLU activation. As we can see, using leaky ReLU slightly decreases the
number of dormant neurons but does not mitigate the issue. ReDo overcomes
the performance drop that occurs during training in the two cases.
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Figure C.6: Training performance and dormant neuron characteristics of networks using
leaky ReLU with a negative slope of 0.01 (default value) compared to original
networks with ReLU.
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C.3.2 Recycling Strategies

Outgoing connections. We investigate the effect of using random weights to
reinitialize the outgoing connections of dormant neurons. We compare this
strategy against the reinitialization strategy of ReDo (zero weights). Figure C.7
shows the performance of DQN on five Atari games. The random initialization
of the outgoing connections leads to a lower performance than the zero initial-
ization. This is because the newly added random weights change the output of
the network.

Incoming connections. Another possible strategy to reinitialize the incoming
connections of dormant neurons is to scale their weights with the average norm
of non-dormant neurons in the same layer. We observe that this strategy has a
similar performance to the random weight initialization strategy, as shown in
Figure C.8.

C.3.3 Effect of Batch Size

The score of a neuron is calculated based on a given batch D of data (Section
5.2). Here we study the effect of the batch size in determining the percent-
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Figure C.7: Comparison of performance with different strategies of reinitializing the out-
going connections of dormant neurons.
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Figure C.8: Comparison of performance with different strategies of reinitializing the in-
coming connections of dormant neurons.
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Figure C.9: Effect of the batch size used to detect dormant neurons.

age of dormant neurons. We study four different values: {32, 64, 256, 1024}.
Figure C.9 shows that the identified percentage of dormant neurons is approxi-
mately the same using different batch sizes.

C.3.4 Comparison with Continual Backprop

Similar to the experiments in Figure 5.15, we use a fixed recycling schedule
to compare the activation-based metric used by ReDo and the utility metric pro-
posed by Continual Backprop [DMS21]. Results shown in Figure C.10 show that
both metrics achieve similar results. Note that the original Continual Backprop
algorithm calculates neuron scores at every iteration and uses a running aver-
age to obtain a better estimate of the neuron saliency. This approach requires
additional storage and computing compared to the fixed schedule used by our
algorithm. Given the high dormancy threshold preferred by our method (i.e.,
more neurons are recycled), we expect better saliency estimates to have a lim-
ited impact on the results presented here. However, a more thorough analysis
is needed to make general conclusions.
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Figure C.10: Comparison of different strategies for selecting the recycled neurons.
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Figure C.11: Comparison of agents with varying replay ratios, while keeping the number
of gradient updates constant.

C.3.5 Effect of Recycling the Dormant Capacity

Improving Sample Efficiency. To examine the impact of recycling dormant
neurons on enhancing the agents’ sample efficiency, an alternative approach
is to compare agents with varying replay ratios, while keeping the number of
gradient updates constant during training. Consequently, agents with a higher
replay ratio will perform fewer interactions with the environment.

We perform this analysis on DQN and the 17 Atari games. Agents with
a replay ratio of 0.25 run for 10M frames, a replay ratio of 0.5 run for 5M
frames, and a replay ratio of 1 run for 2.5M frames. The number of gradient
steps is fixed across all agents. Figure C.11 shows the aggregated results across
all games. Interestingly the performance of ReDo with RR = 1 is very close to
RR = 0.25, while significantly reducing the number of environment steps by four.
On the other hand, DQN with RR = 1 suffers from a performance drop.

Improving Networks’ expressivity. Our results in Chapter 5 show that recy-
cling dormant neurons improves the learning ability of agents measured by their
performance. Here, we do some preliminary experiments to measure the effect
of neuron recycling on the learned representations. Following [KAGL21], we
calculate the effective rank, a measure of expressivity, of the feature learned in
the penultimate layer of networks trained with and without ReDo. We perform
this analysis on agents trained for 10M frames on DemonAttack using DQN.
The results are averaged over 5 seeds. The results in Table C.7 suggest recy-
cling dormant neurons improves the expressivity, shown by the increased rank
of the learned representations. Further investigation of expressivity metrics and
analyses on other domains would be an exciting future direction.
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Table C.7: Effective rank [KAGL21] of the learned representations of agents trained on
DemonAttack.

Agent Effective rank

DQN 449.2 ± 5.77
DQN + ReDo 470.8 ± 1.16

C.4 Performance Per Game

Here we share the training curves of DQN using the CNN architecture for each
game in the high replay ratio regime (RR = 1) (Figure C.12) and the default
setting (RR = 0.25) (Figure C.13). Similarly, Figure C.14 and C.15 show the
training curves of DrQ(ϵ) for each game in the high replay ratio regime (RR = 4)
and the default setting (RR = 1), respectively.
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Figure C.12: Training curves for DQN with the nature CNN architecture (RR = 1).
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Figure C.13: Training curves for DQN with the nature CNN architecture (RR = 0.25).
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Figure C.14: Training curves for DrQ(ϵ) with the nature CNN architecture (RR = 4).
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Figure C.15: Training curves for DrQ(ϵ) with the nature CNN architecture (RR = 1).
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