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Chapter 1

Introduction

1.1 Research background

1.1.1 Electrical discharges and streamer discharges

An electrical discharge is the release and transmission of electricity through a
non-conducting medium such as a gas. It occurs when a sufficient voltage differ-
ence is applied across a medium, causing the atoms or molecules in the medium
to ionize and become electrically conductive. Discharges involve a rapid multipli-
cation of free electrons. How free electrons grow determines the type of electrical
discharges. The most common mechanism for generating new free electrons in
many types of discharges is impact ionization, which occurs when an electron
(e) collides with an atom or molecule (M) and carries enough energy to liberate
another electron from the neutral:

e+M → e+ e+M+. (1.1)

If the electric field is strong enough, the above process can form a chain reaction
that finally leads to an electron avalanche. The concept of a Townsend discharge
was proposed by John Sealy Townsend in 1897 based on the above mentioned
mechanism. According to the Townsend theory, the number of electrons Ne in an
avalanche from a single electron after propagating a distance d can be expressed
as:

Ne = eαd, (1.2)

where α is referred to as the effective ionization coefficient, which depends on the
electric field and gas properties. However, an avalanche would not always grow
according to equation 1.2. Actually, a Townsend discharge can only be sustained
under certain circumstances. For instance, the Townsend discharge mechanism
appeared to be applicable to cases with pd < 133-266mbar·cm in air, where p
represents the gas pressure and d is the gap length [1].

During an electron avalanche, charges become separated as electrons move
away from positive ions. This charge separation becomes more pronounced as
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the avalanche expands. As the avalanche progresses, the accumulated net charge
begins to significantly influence the electric field through which it propagates. It
is at this stage that the electron avalanche transitions into a streamer discharge,
as proposed by Raether [2], Loeb and Meek [3–5] in the 1930s.

A streamer discharge normally has a finger-like shape, as shown in figure 1.1.
The elongated shape of their channels greatly enhances the electric field at their
tips. This leads to a key feature of streamer discharges: they can incept in an area
with the electric field above the breakdown field and then penetrate into low-field
areas. The streamer channel is quasi-neutral with equal numbers of positive and
negative charges and has a relatively low field. Light is only emitted near the
streamer head.

Figure 1.1: Simulation of a positive streamer propagating downwards. The sim-
ulation was performed with an axisymmetric fluid model in air at 1 bar, in a gap
of 1.6 cm with an applied voltage of 32 kV. This figure is taken from [6].

Streamers do not always take the shape as depicted in figure 1.1. The actual
appearance and behavior of streamers can vary depending on various factors
such as the specific electrode geometry, gas compositions, and applied voltages.
The shape and evolution of streamers can exhibit complex dynamics, resulting
in a more intricate and irregular structure, as shown in figure 1.2. Branching
streamers typically originate from a single filament streamer. Each branch retains
the fundamental characteristics of a single filament streamer.

Streamer discharges can be divided into two categories according to their po-
larity: positive streamers and negative streamers. Negative streamers propagate
against the direction of the electric field, from cathode to anode, following the
electron drift. Positive streamers propagate in the opposite direction, along the
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Figure 1.2: Positive streamers in air (left) and nitrogen (right), under the same
conditions (4 cm needle-to-plane gap, 0.4 bar, 16 kV). The figure is taken from [7].

direction of the electric field. There are also double-headed streamers that prop-
agate in both directions. The major difference between positive and negative
streamers is that positive streamers require a source of free electrons ahead of
them to grow. These electrons generate ionization in the high-field region around
the streamer tip and are subsequently absorbed into the channel. In the case
of air, photoionization is the main mechanism producing such electrons [8]. As
negative streamers propagate in the electron-drift direction, they do not require
an additional electron source ahead of them. Negative streamers in air typically
require a higher voltage for initiation and propagate slower compared to their
positive counterparts, as reported by [7, 9].

Streamer discharges involve a wide range of temporal and spatial scales. For
a streamer in air at 1 bar and room temperature, the mean free path of electrons
between collisions with neutrals is around tens of nanometers, the ionization
length 1/α(E) is around several micrometers, and the whole streamer length
could be up to several centimeters. The time between collisions is usually on
the order of picoseconds, while the total time for streamer propagation could be
hundreds of nanoseconds to microseconds. This multi-scale nature of streamer
discharges poses challenges for modeling and diagnostics.

1.1.2 Streamer discharges in nature and in industry

In nature Lightning is the most well-known example of natural electrical dis-
charges. Streamers create the first ionized path for lightning leaders. Streamer
discharges in nature also take on various captivating forms [10]: Sprites are upper
atmospheric discharges that appear as red flashes with upward-reaching tendrils
above thunderstorms. St. Elmo’s Fire produces bluish or violet glows around
pointed objects under electrically charged conditions. Lastly, volcanic lightning
occurs during volcanic eruptions, generating lightning bolts within the volcanic
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plume or luminous glows near the volcano. These natural phenomena showcase
the dynamic beauty and interplay between electricity and the environment.

In electrical engineering Streamer discharges serve as a precursor to the
overall breakdown process in high voltage devices. These discharges initiate the
formation of ionized channels, paving the way for the subsequent development of
more intense and heat-dominated discharges, such as sparks or arcs. Understand-
ing and controlling streamer discharges are crucial in high voltage technology to
ensure the reliable operation and safety of electrical systems.

Other industrial applications Streamer discharges exhibit a highly non-
equilibrium nature, characterized by a strong field enhancement at the streamer
head. This unique feature allows electrons to transiently acquire energies of
tens of electron volts (eV) while the surrounding gas remains relatively cold, en-
abling streamer discharges to trigger chemical reactions without significant gas
heating. Consequently, streamer discharges find wide-ranging industrial applica-
tions, including plasma-assisted ignition and combustion [11], industrial surface
treatment [12], plasma medicine [13] and environmental applications [14]. The
ability of streamer discharges to efficiently initiate chemical reactions while min-
imizing energy loss through gas heating offers innovative and environmentally
friendly solutions in diverse fields.

1.1.3 Streamer diagnostics

For almost a century, streamer discharges have been extensively studied through
experiments, as reviewed in [6, 15, 16]. The most common strategy for studying
discharges is electrical diagnostics, including voltage and/or current waveform
measurements, though it only provides limited information. To gain a deeper
understanding of streamer morphology, optical imaging techniques have proven
valuable, utilizing tools such as ICCD cameras and streak cameras. Optical
emission spectroscopy is frequently employed to identify specific species present
in the discharge. Moreover, laser diagnostics have been introduced, enabling
the measurement of species densities, kinetics, temperatures, and even electric
fields associated with streamer discharges. These evolving diagnostic technolo-
gies provide researchers with increasingly sophisticated means to explore and
comprehend the complex nature of streamer discharges.

1.1.4 Streamer modeling

Computational models can be used to study the behavior of streamer discharges
by solving the governing equations that describe the physics of streamer propa-
gation. Commonly employed simulation techniques include particle-in-cell (PIC)
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methods, fluid models, and hybrid models that combine both approaches. Mi-
croscopically, the physics of a streamer discharge is governed by the dynamics of
various particles, including electrons, ions, neutral gas molecules, and photons.
In a particle model, the locations and velocities of these particles (in particular
electrons) are tracked, and their movement is influenced by electric fields and
collisions with each other. To reduce computational costs, acceleration meth-
ods, such as adaptive mesh refinement(AMR) and super-particles, are commonly
adopted, which will be further discussed in section 2.3. In a fluid model, particles
such as electrons, ions, and neutral gas molecules are treated as densities. The
evolution of these densities is described by partial differential equations (PDEs).
These models can be derived through phenomenological arguments, conservation
laws, or by considering velocity moments of Boltzmann’s equation. A common
type of fluid model is the drift-diffusion-reaction model, which will be extensively
discussed in section 2.2.

Together with the developing diagnostic technologies in the past century,
numerical simulations are also increasingly used to help explain experimental
results and to study the physics of streamer discharges. Simulations provide
the full temporal and spatial evolution of fields and plasma species, which are
experimentally challenging to obtain. Furthermore, simulations allow for the
deactivation or artificial amplification of physical mechanisms, and enable ex-
ploration of inaccessible environments. By offering a detailed understanding of
streamer behavior, simulations enhance research possibilities and contribute to
the optimization and mitigation of streamer discharges in various applications.

1.1.5 Topics addressed in this thesis

This thesis takes a further step on previous computational studies of streamer
discharges. We focus on four independent but also closely related open questions
pertaining to discharges in high-voltage devices.

The first topic of this thesis involves the accuracy examination of our simula-
tion model, which is a commonly employed model in the field. This investigation
is of importance as it directly impacts the reliability and validity of our research
findings.

Streamers can exhibit various behaviors in different background electric fields,
including acceleration, deceleration, or stagnation. We secondly investigate how
streamer properties are influenced by background electric fields, with a particular
focus on steady and stagnating streamers.

Discharges rarely occur in open space without being influenced by the sur-
rounding medium. This is particularly true in electrical equipment, where dis-
charges tend to occur around the surfaces of solid dielectrics. Therefore, the
interaction between streamers and dielectrics is the focus of our third topic.

Streamer properties are significantly influenced by the composition of the
surrounding gases, making it the subject of our fourth topic. The first three
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topics primarily investigate streamers in air, as it is the most extensively studied
gas for streamer discharges. However, in the fourth topic, we delve into the
propagation of positive streamers in gases different from air, particularly focusing
on CO2 as it represents the main component of new insulating gases.

For each of the aforementioned four topics, a comprehensive summary of
previous research pertaining to each aspect is presented in section 1.2, providing
a foundation for our subsequent investigations. Furthermore, in section 1.3, we
provide a concise summary of the research questions and content covered in this
thesis.

1.2 A summary of related past work

1.2.1 Validation of streamer discharge models

Numerical simulations are a powerful tool for studying streamer discharges, pro-
viding a cost-effective and detailed understanding of their behavior and under-
lying physics. How well commonly used streamer discharge models approximate
physical reality is an important and still partially open question. When simu-
lations are employed not only for qualitative comprehension but also for quan-
titative predictions, it becomes necessary to perform verification and validation
(V&V) of simulation codes, as outlined in the work of Roache [17]. Here verifi-
cation means ensuring the model equations are correctly solved, and validation
means ensuring the model is consistent with experimental results.

Below, we first briefly present examples of past work in which streamer sim-
ulations and experiments were compared. Pancheshnyi et al. [18] experimentally
investigated cathode-directed streamer discharges in synthetic air in a pressure
range of 300 to 760 Torr and compared with axisymmetric fluid simulations. De-
viations of up to 35% were observed in the anode current and in the streamer
velocity. The companion papers of Briels [7] and Luque [19] presented measure-
ments and simulations of short positive and negative streamers in air at standard
temperature and pressure. Komuro et al. [20] compared the simulated and ex-
perimental light emission for discharges in a pin-plate electrode geometry using
streak images. Good agreement was achieved for the propagation of the primary
streamer front, and secondary streamers were observed in both the experiments
and simulations. In a related publication [21] the effect of the pulse rise time was
investigated, and qualitative agreement was found for the streamer development
in experiments and simulations. In [22], they extended the comparison to the
distribution of electron densities, and qualitative agreement was achieved.

Eichwald et al. [23] compared simulations and experiments of primary and
secondary streamers in a point-plane positive corona discharge, focusing on the
production of oxygen and nitrogen radicals. The experimental and simulated
production of these radicals were found to be in qualitative agreement. Nijdam
et al. [24] investigated the role of free electrons in the guiding of positive stream-
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ers in nitrogen–oxygen mixtures through a combination of experiments and 3D
simulations, with the latter supporting the experimental observations. Marode
et al. [25] studied diffuse discharges with a 2D fluid model and experiments.
Similar light emission structures were recognized. A related paper [26] investi-
gated the electric field distribution in diffuse discharges at high over-voltages,
using both fluid simulations and experiments. Experimentally, spectral line ra-
tios were used to determine the electric field. Similar maximal electric field
strengths were found, but several qualitative discrepancies were observed in the
obtained field distributions. In contrast, in a recent comparison of a fluid model
and E-FISH measurements [27], good agreement was found for the shape of the
electric field profile but not for its peak amplitude. Furthermore, the light emis-
sion from discharges was compared between simulations and experiments for a
glow-like discharge in [28] and for a conical discharge at high over-voltage in [29].
Good agreement for the maximal discharge diameter and estimated velocity was
obtained in [29].

Ono et al. [30] have recently focused on comparing experiments and simu-
lations. A single-filament streamer was generated from a pointed anode to a
planar cathode in atmospheric-pressure air. Branching was suppressed by si-
multaneously generating four streamers from pointed electrodes placed around
the central electrode. The experimental light emission intensity, streamer diam-
eter, and cathode current were compared with 2D axisymmetric fluid simula-
tions. Most of the main discharge features could be reproduced by the model
but discrepancies were also observed. One reason for this could be that in the
simulations a single hyperbolically shaped electrode was used to mimic the field
created by the combined pointed electrodes. The streamer propagation velocity
was then used to fit the tip radius of this hyperbolic electrode, whereas ideally
it would be a parameter to validate.

Plasma jets are related to streamer discharges. Yousfi et al. [31] investigated
the ionization wave dynamics of a low-temperature plasma jet with 1.5D fluid
simulations and experiments. Similar ionization wave velocities were found both
experimentally and numerically. Hofmans et al. [32] compared experimental mea-
surements and 2D axisymmetric fluid simulations of a kHz atmospheric pressure
He plasma jet. Excellent agreement was obtained for the gas mixture distri-
bution, the discharge length and velocity and the electric field in the discharge
front. Based on this, Viegas et al. [33] studied the interaction of a plasma jet with
grounded and floating metallic targets both experimentally and computationally.

Finally, we also list several studies in which different streamer discharge mod-
els were compared. Li et al. [34] have compared 3D particle, fluid and hybrid
simulations for negative streamers in air without photoionization in overvolted
gaps. We should point out that the classical fluid model, which is also used in the
present thesis, was not implemented correctly in this comparison. Markosyan et
al. [35] evaluated the performance of three plasma fluid models: a first and second
order drift-diffusion-reaction model based on respectively the local field approx-
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imation and the local energy approximation, and a high order fluid model by
Dujko et al. [36]. They compared these three models to a particle-in-cell/Monte
Carlo (PIC/MC) code in 1D. Bagheri et al. [37] compared six simulation codes for
2D axisymmetric positive streamer discharges from six different research groups.
Four of these codes were self-implemented and two made use of COMSOL. All
groups used the same fluid model with the same transport coefficients. With suf-
ficiently fine grids and small time steps, good agreement was observed between
several codes. The code used in this thesis is among them.

1.2.2 Steady and stagnating positive streamers

Streamer properties largely relate to background electric fields. Depending on the
background electric field, streamer propagation can be accelerating, steady, or
stagnating. Accelerating streamers have been widely studied through numerical
simulations [19, 37, 38]. Steady and stagnating streamers are numerically less
investigated, even though they are closely related to an important empirical
concept known as the “stability field” [39].

The “stability field” Est [40] is often defined as the minimal background elec-
tric field that can sustain streamer propagation. A better understanding of the
stability field would be useful for preventing electrical breakdown in electrical de-
vices. Experimentally, stability fields have been extensively investigated [41–46].
For positive streamers in air with standard humidity (11 g/m3), reported values
range from 4.1 to 6 kV/cm, with values around 5 kV/cm being the most common.
Note that if there are multiple streamers, they will modify the background field
in which each of them propagates. However, the small spread in experimental
measurements indicates that the concept of a stability field nevertheless remains
useful.

In [40, 41] it was suggested that a streamer would propagate with a constant
velocity and radius in the stability field. This led to the concept of a “steady
propagation field” in which streamer properties like velocity and radius do not
change [47, 48]. Such steady propagation was recently observed in numerical
simulations in air in a field of about 4.65 kV/cm [48], as shown in figure 1.3.
In these simulations, the conductivity behind the streamer head was lost after
a certain length due to electron attachment and recombination. The resulting
discharge resembled the minimal streamers found in [7]. Qin et al. [47] proposed
that steady propagation fields in air depend on streamer properties and that they
could be as high as the breakdown electric field (28.7 kV/cm), based on energy
conservation criteria [1].

Streamer stagnation is closely related to the concept of the stability field. Un-
derstanding how streamers decelerate in fields lower than their steady propaga-
tion field helps to predict the lengths of such streamers. Below, we briefly summa-
rize some of the past work on decelerating and stagnating streamers. Pancheshnyi
et al. [49] numerically investigated the stagnation dynamics of positive stream-
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Figure 1.3: Electric field with white equipotential lines, space charge density,
electron density, and negative ion density of a positive steady streamer with a
background electric field of 4.65 kV/cm. This figure is taken from reference [48].

ers with an axisymmetric fluid model. It was shown that the streamer’s radius
decreased as it decelerated, which led to a rapid increase in the electric field at
the streamer head. More recently, Starikovskiy et al. [50] studied decelerating
streamers in an inhomogeneous gas density with an axisymmetric fluid model.
Among other things, the authors demonstrated the rather different stagnation
dynamics of positive and negative streamers. In [48], it was observed that positive
streamers decelerate and eventually stagnate in a background electric field below
their steady propagation field. With a standard fluid model with the local field
approximation, the electric field at the streamer head diverges as the streamer
stagnates. In [51], suitable models for simulating positive streamer stagnation
were investigated, and it was shown that the field divergence can be avoided by
using an extended fluid model.

Several relations between the properties of streamers have been found in past
studies, in particular between the streamer velocity and radius. In the exper-
imental work of Briels et al [7], the velocity v was parameterized in terms of
the diameter d as v = 0.5d2mm−1ns−1, for both positive and negative streamers
in an inhomogeneous field. In contrast, simulation results in [19] indicated an
approximately linear relation between streamer velocity and radius for acceler-
ating streamers. Approximate analytic results in [52] supported this quasi-linear
relation, and it was shown that with certain assumptions, the maximum electric
field at the streamer head can be determined from v and d.
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1.2.3 Streamer discharges interacting with dielectrics

Electrical discharges in electronic devices and HV (high-voltage) equipment of-
ten occur along dielectric materials. In the regions of HV stress around an in-
sulator, electron avalanches and streamer discharges can develop. These partial
discharges may eventually result in surface flashover of the insulator, i.e., elec-
tric breakdown. In [53] it was found that around atmospheric pressure, surface
flashover voltages were 10%-50% lower than flashover voltages in pure gas gaps.
A dielectric present in the vicinity of the electrodes not only modifies the fields
between the electrodes, but also serves as a possible source or sink of electrons
during the breakdown process. Studying the interaction between dielectrics and
streamer discharges is therefore important to understand surface flashover.

Early studies of surface discharges focused on the measurement of flashover
voltage [54–56] and surface charge accumulation [57]. In the past few decades,
the use of high-speed cameras has revealed more details about the early stages
of surface discharges. In several experiments, streamer discharges were observed
to have an affinity to propagate along dielectric surfaces rather than through the
background gas [58, 59], as shown in figure 1.4. This affinity for a dielectric sur-
face was reported to depend on the discharge gap geometry [60], gas composition,
pressure [61], dielectric properties [62, 63] and surface charges [64–67].

Figure 1.4: Photographs of discharges for three different geometries, specified in
the right bottom corners. 20/12 denotes the geometry with 20 mm spacing be-
tween the electrodes and 12 mm between the electrodes and the dielectric, 20/7
marks the 20–7mm and 30/7 specifies the 30–7 mm combination. Breakdown
may happen along a dielectric surface or through a bulk gas depending on elec-
trode geometries. This figure is taken from [60].

Such experimental studies can provide practical guidelines for insulation en-
gineers. However, performing a microscopic investigation on the plasma-surface
interaction, especially at atmospheric pressure, is extremely challenging, as a
non-intrusive diagnostic method with a spatial resolution down to micrometers
and a temporal resolution down to nanoseconds is required [68]. To gain fur-
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ther insight into the physics of surface discharges, different types of numerical
simulations have been performed, see e.g. [61, 69–74]. Studies on the interaction
between plasmas and dielectrics have often been performed at lower pressure
and in noble gases, where the discharge mechanisms are relatively well under-
stood [75, 76]. Several authors have also studied surface discharges in atmo-
spheric air. An incomplete list is given below.

Jorgenson et al. [69] investigated the role of photoemission in the surface
breakdown process. With Monte Carlo simulations, they concluded that photoe-
mission plays a role at low field values near the breakdown threshold. Celestin
et al. [77] studied dielectric barrier discharges in air both experimentally and
computationally, and highlighted the importance of surface charge. Jánský et
al. [70] presented simulations of an air plasma discharge at atmospheric pres-
sure, initiated by a needle anode set inside a dielectric capillary tube. Meyer et
al. [78] studied surface streamers with a plasma fluid model in a 2D geometry.
Agreement with empirical estimates for streamer propagation lengths was found,
and it was observed that the surface charge quickly reaches so-called ‘saturation
charge’ conditions. Tran et al. [79] performed 2D axisymmetric simulations of
negative corona and barrier discharges in a needle-to-plane geometry. They val-
idated the model parameters by comparing with experimental data. Sima et al.
[80] used a 2D axisymmetric fluid model to identify different surface discharge
stages from the electric current, in a geometry consisting of two plate electrodes
and a cylindrical insulator. The resulting surface charge and the effects of the
voltage amplitude and the dielectric properties were also investigated.

Numerical 2D simulations of nanosecond-pulsed surface dielectric barrier dis-
charges of positive and negative polarity have also been performed. Babaeva et
al. [71, 81] used a hybrid fluid-Monte Carlo model to more accurately capture
secondary electron emission caused by positive ions and photons. In [82] and
[71], the near-surface discharge structure and electric field were analyzed, with
the latter also focusing on secondary electron emission. Furthermore, several
computational studies of plasma-liquid interaction and plasma-tissue interaction
have been performed at atmospheric pressure, see for example [83, 84]. In such
studies, the liquid or skin is often modeled as a dielectric, sometimes with a finite
conductivity.

1.2.4 Streamer discharges in gases other than air

Streamer discharges can occur in a wide range of gases. There have been some
experimental as well as computational studies in different gases, such as pure
noble gases (e.g. Ar, He) [85] and industrial gases (e.g. CO2, SF6, C4F7N, CH4)
and their mixtures [86, 87]. Streamer properties, such as velocities, radii, and
electron densities in a streamer channel, are influenced by the gas composition
in several ways, including electron ionization and attachment, electron energy
losses, visibility, and photoionization [6]. Photoionization, in particular, plays a
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crucial role in generating non-local free electrons. For positive streamers, which
propagate along the electric field direction, the presence of free electrons ahead
of the streamer head is essential [8].

Photoionization in air has been experimentally detected [88] and a computa-
tional model proposed by Zheleznyak [89] has been widely accepted. This model
has also been extended to other N2-O2 mixtures [90]. In [91], a photoionization
model was built for pure N2 based on data from [92]. However, there is limited
knowledge regarding photoionization in gases other than N2, O2, and their mix-
tures. Therefore, how positive discharges propagate in gases with low background
ionization levels, other than N2-O2 mixtures, is often not well understood.

Among many different gases, we focus our study on CO2 as it is increas-
ingly used as the main component of new insulating gases to replace SF6 in
high-voltage equipment [86, 93]. The electric breakdown properties of CO2 have
been measured at different pressures and temperatures and for different voltage
waveforms [94–100]. However, there are relatively few experimental studies on
streamer discharges in CO2. A challenge is that such discharges are hard to
image, due to their low light emission, as shown in figure 1.5 [101]. Seeger et
al [102] experimentally investigated the streamer stability field, streamer radius
and velocity in 0.05-0.5 MPa CO2 at positive and negative polarity. They found
streamer stability fields of about 11 ± 2 V(m·Pa)−1 for negative polarity. For
positive polarity, stability fields were up to a factor of two higher, depending on
the pressure, which is in strong contrast with the behavior in air. Mirpour et
al [103] measured the delay in streamer inception in high-purity CO2 at 0.3 bar
for varying voltage waveforms, which included a ‘pre-pulse’ before the main pulse.
The response to this pre-pulse was observed to be different in CO2 than in air,
which the authors relate to the different electron detachment mechanisms in these
gases.

There are also few computational studies on streamers in CO2. Levko et
al [104] investigated the branching of negative streamers in atmospheric-pressure
CO2, using 2D particle-in-cell simulations. Photoionization was not included in
these simulations, as it was argued to be negligible. Bagheri et al [105] simulated
positive streamer propagation in atmospheric-pressure CO2 with a 2D axisym-
metric fluid model. They also argued that there is negligible photoionization in
gases with a large CO2 fraction, and therefore included different levels of back-
ground ionization (109 and 1013 m−3). With such background ionization, positive
streamers were faster in CO2 than in air when using the same background field,
which seems to contradict the experimental findings of [102]. However, the au-
thors note that fluid simulations with low background ionization densities can be
unrealistic [106]. Whether positive streamers could continue propagating in low
background ionization densities without additional electron sources is unclear.

We note that photoionization data, such as photon production and absorp-
tion, were reported in the sixties by Przybylski [107] and Teich [108]. With these
available data, a photoionization model can be developed, allowing us to further
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Figure 1.5: Streamer images observed in 0.1 MPa CO2 and in atmospheric air.
Subfigures (a) and (c) show the voltage waveforms applied on the rod-plane
geometry in CO2 and in air, respectively. The camera gate opening and closing
are represented with the solid ‘a’ and dashed ‘b’ vertical lines. Subfigures (b)
and (d) show the corresponding images of the discharges. Although subfigure
(b) was taken with the maximum possible intensification of the ICCD camera,
streamers in CO2 are extremely dim before crossing the gap. This figure is taken
from [101].

investigate the effect of photoionization on the propagation of positive streamers
in CO2.

1.3 Organization of the thesis

1.3.1 Research questions

Section 1.2 has provided an extensive review of previous work on streamer dis-
charges, focusing on four specific topics addressed in this thesis. In this section,
we summarize the limitations of earlier studies and emphasize the necessity of
our current research.
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How accurate are the simulation models? Experimental and computa-
tional results were compared with each other in many studies. Most of the
studies mentioned in section 1.2.1 have reported qualitative agreement between
simulations and experiments. However, quantitative comparisons remain chal-
lenging. Single streamers are relatively easy to simulate, but they are harder to
generate experimentally, as demonstrated by the work of [30]. Modeling branch-
ing streamers requires 3D models, and statistical comparison is necessary, which
leads to even greater computational demands. Considering computational costs,
streamer simulations are typically performed using fluid models instead of par-
ticle models, and Cartesian or axisymmetric 2D models are more commonly
employed compared to 3D models. Therefore, our focus is on validating the
commonly used 2D axisymmetric fluid model. This is achieved by generating
stable and reproducible streamers in a relatively simple geometry, and subse-
quently comparing the experimental results with computational results obtained
from a 2D axisymmetric fluid model under closely matching conditions.

How do streamer properties relate to background electric fields? The
properties of streamers are closely tied to the background electric field Ebg. They
can be accelerating, steady, or stagnating depending on Ebg. An important em-
pirical concept known as the “stability field” is defined as the minimal back-
ground field required to sustain streamer propagation. It is also considered the
background field for a steady propagation streamer. However, the relationship
between steady and stagnating streamers and background electric fields remains
uncertain, and modeling these streamers poses a challenging task. By introduc-
ing appropriate modifications to the simulation model, we were able to generate
steady and stagnating streamers under different electric field conditions. The re-
lationship between streamer properties and background electric fields is further
analyzed, shedding light on the prediction of maximum streamer length.

How do streamers interact with dielectrics? The presence of dielectrics
in a gas gap can attract streamers and reduce the breakdown voltage, which
has been shown by several previous experimental studies. Dielectrics can modify
the distribution of the electric field and have the ability to absorb or emit elec-
trons during discharges. However, understanding the influence of dielectrics on
the discharge process is a complex task due to the involvement of multiple fac-
tors. To tackle this challenge, we have utilized simulation techniques that allow
us to selectively deactivate or artificially enhance specific physical mechanisms.
Through these simulations, we have made progress in elucidating how surface
discharge is affected by various factors, thus uncovering the intricate interaction
between dielectrics and streamer discharges.
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How do positive streamers propagate in CO2? Photoionization plays a
vital role in the propagation of positive streamers by providing free electrons
ahead of the streamer head. In the case of air, the photoionization mechanism is
relatively well-understood, and there exists a widely accepted quantitative model.
However, the understanding of how positive streamers propagate in gases differ-
ent from air, particularly with a low background ionization level, remains un-
clear. To address this knowledge gap, our focus is on studying positive streamers
in CO2, which has much weaker photoionization compared to air. By utilizing
existing photoionization data, our aim is to develop a photoionization model for
CO2 and explore whether photoionization alone can sustain positive streamer
propagation in CO2.

1.3.2 Content of the thesis

In chapter 1, we have provided an introduction to fundamental aspects of streamer
discharges and offer a brief overview of previous studies. We then highlighted
the necessity of our work.

In chapter 2, modeling methods of streamer discharges are introduced.
In chapter 3, we compare simulations and experiments of single positive

streamer discharges in air at 100mbar via a 2D axisymmetric drift-diffusion-
reaction fluid model aiming towards model validation. Streamer velocities, radii
and light emission profiles are compared between simulations and experiments.
The effect of various parameters on the computational results is studied.

Chapter 4 addresses two main topics: steady propagation fields for positive
streamers in air and streamer deceleration in fields below the steady propaga-
tion field. We generate constant-velocity positive streamers in air by initially
adjusting the applied voltage based on the streamer velocity. The properties of
steady streamers are analyzed. Stagnating streamers are simulated by applying
a constant applied voltage. We show how properties of these streamers relate to
the steady cases.

In chapter 5, we simulate streamer discharges that propagate towards a di-
electric surface, attach to it, and then propagate over the surface. The differences
between surface streamers and streamers in bulk gas are compared. The effects
of the applied voltage, the dielectric permittivity and the electron emission from
the dielectric surface and the preset surface charge on the propagation of surface
streamers are investigated.

In chapter 6, we study the effect of photoionization on positive streamer
propagation in CO2 with 2D particle-in-cell simulations. Furthermore, we pro-
pose a self-sustaining criterion for streamer discharges in CO2 and discuss the
uncertainties in the photoionization model.

In chapter 7, we summarize the main conclusions of this thesis and give an
outlook.





Chapter 2

Simulation Model

2.1 Introduction

Streamer discharges can be described via different kinds of simulation models.
In this thesis, we use a drift-diffusion-reaction type fluid model with the local
field approximation to simulate streamers in air. The discharges in CO2 are sim-
ulated with a particle-in-cell model with Monte Carlo collisions. The fluid and
particle models are based on afivo-streamer and afivo-pic, respectively. Both
afivo-streamer and afivo-pic are open source codes based on the Afivo frame-
work [109], which features adaptive mesh refinement (AMR), geometric multigrid
methods for Poisson’s equation, and OpenMP parallelism. For a comparison be-
tween afivo-streamer and five other simulation codes see [37]. In [110], fluid
simulations with afivo-streamer were compared against particle-in-cell simula-
tions with afivo-pic in 2D and 3D, generally finding good agreement. In this
chapter, we introduce several essential components of both fluid and particle
models. The governing equations of a fluid model and a particle model are given
in section 2.2 and 2.3, respectively. Section 2.4 to 2.7 present basic information
on the field solver, photoionization, mesh refinement and time integration, re-
spectively. Further details about afivo-streamer and afivo-pic can be found
in references [109, 111, 112]. Detailed information about computational domains
and initial conditions used in the simulations of each chapter is given in the
respect chapter.

2.2 Fluid model

In a drift-diffusion-reaction type fluid model, the temporal evolution of the elec-
tron density (ne) is given by

∂tne = −∇ · (−neµeE⃗ −De∇ne) + S, (2.1)
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Table 2.1: An example reactions list, with reaction rates and references.

No. Reaction Reaction rate coefficient Reference

1 e + N2
k1−→ e + e + N+

2 (15.60 eV) k1(E/N) [115, 116]
2 e + N2

k2−→ e + e + N+
2 (18.80 eV) k2(E/N) [115, 116]

3 e + O2
k3−→ e + e + O+

2 k3(E/N) [115, 116]
4 e + O2 + O2

k4−→ O−
2 + O2 k4(E/N) [115, 116]

5 e + O2
k5−→ O− + O k5(E/N) [115, 116]

where µe is the electron mobility, De the electron diffusion coefficient, E⃗ the
electric field and S the sum of source terms. The sum of source terms S depends
on the reactions included in a simulation. Normally, it consists of source terms
for impact ionization, attachment, detachment, electron–ion recombination and
non-local photoionization.

The temporal evolution of ion species nj can be described by

∂tnj = −∇ · (±njµionE⃗) + Sj , (2.2)

where Sj is the sum of source terms for nj , µion is the ion mobility, and ± is the
sign of the species’ charge.

Plasma-chemical reactions for non-equilibrium discharges in nitrogen-oxygen
mixtures are complex [113]. In fluid simulations, the consideration of chemical
reactions can vary from extensive models involving hundreds of reactions [114] to
simplified approaches that focus on effective ionization rates [37]. The selection
of chemical reactions to include in a plasma simulation is determined by the
specific physical and chemical processes that are important for the system under
study. In table 2.1 we give a simple reaction list as an example which includes
electron impact ionization (k1 – k3) and electron attachment (k4, k5). According
to table 2.1, the impact ionization Si and the electron attachment source term
Sattach are calculated as,

Si = ne[N2]k1 + ne[N2]k2 + ne[O2]k3, (2.3)
Sattach = ne[O2]

2k4 + ne[O2]k5, (2.4)

where [N2] indicates the number density of N2, the same for [O2], and kj , j =
1, 2, ..., 5 are the respective reaction rate coefficients.

In a fluid model with the local field approximation, transport coefficients
(µe, De) and reaction coefficients related to electrons depend on the reduced
electric field E/N . These coefficients can be computed from electron-neutral
collision cross sections using Boltzmann solvers [116–118] or Monte Carlo swarm
simulations [119, 120]. For N2 and O2, there are several sets of cross sections
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available on LXCat [121, 122], such as Phelps [115, 123], IST Lisbon [124–126],
Morgan [127], TRINITI [128] and Biagi [119, 129] databases. A commonly used
two-term Boltzmann solver is BOLSIG+ [116], which is also available online via
lxcat.net.

2.3 Particle model

In a particle-in-cell (PIC) model, charged particles (electrons and ions) are repre-
sented by a large number of computational particles. The particles’ trajectories
are tracked by solving Newton’s equations of motion, taking into account the
forces from the electric field and collisions with neutrals. To compute the elec-
tric field, particles are mapped to a charge density on a numerical grid. As the
particles move, the charge on the grid changes, modifying the electric field for
the subsequent time step.

2.3.1 Particle movements and collisions

In a particle-in-cell simulation, charged particles are accelerated by the electric
field and stochastically collide with neutral gas molecules. Their coordinates x
and velocities v are advanced with the “velocity Verlet” scheme [130] as:

x(t+∆t) = x(t) + ∆tv(t) +
1

2
∆t2a(t), (2.5)

v(t+∆t) = v(t) +
1

2
∆t[a(t) + a(t+∆t)], (2.6)

where the acceleration a = q/mqE in which E is the electric field and q/mq

represents charge over mass.
In this thesis, we specifically consider discharges that are weakly ionized

with ionization degrees ranging from 10−5 to 10−4. At such low ionization lev-
els, electron-neutral collisions are the dominant process, thus electron-electron
and electron-ion collisions are neglected. Additionally, in nanosecond time scale
simulations, ions hardly move due to their low mobility compared to electrons,
we therefore describe the electrons as particles and the ions as densities here.
Isotropic scattering is assumed for collisions. Electron-neutral scattering cross
sections for many different gases can be obtained from LXCat, mainly including
elastic scattering, inelastic scattering (e.g. electronic excitations), electron im-
pact ionization, and electron attachment. Electron–neutral collisions are handled
with the null-collision method proposed in reference [131].

2.3.2 Super-particles

In PIC-MCC simulations, it is often necessary to use super-particles to represent
a group of real particles. This is because simulating the motion and behavior

lxcat.net
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of individual particles in a plasma discharge can be computationally expensive
and time-consuming. Super-particles can be considered as a bundle of real par-
ticles that are treated as a single entity in the simulation. By grouping particles
together, super-particles are assigned higher weights than real particles.

The weights of super-particles (how many physical particles they stand for)
are adaptively controlled to obtain a desired number of simulated particles per
cell Nppc [112]. The desired particle weights w then can be calculated as

w = ne ×∆V/Nppc, (2.7)

where ne is the electron density in a cell, ∆V the volume of the grid cell.
Particle weights are adjusted under specific conditions in the simulation, in-

cluding when the number of particles increases by a factor of 1.25, when there is
a change in the mesh, or after a certain number of time steps. When the weight
of a particle falls below 2/3w, it is combined with another nearby particle of
similar energy into a single particle with a combined weight equal to the sum of
the original particles. The resulting merged particle gets its position and velocity
randomly from one of the original particles. Conversely, when the weight of a
particle exceeds 3/2w, it is split into two particles of equal weight, with identical
copies added to the simulation that will soon deviate due to random collisions.

2.4 Field solver

Electric field profiles are needed both for fluid and particle models to control the
movement of charged particles. The electrostatic approximation is commonly
employed for calculating the electric fields of streamer discharges, as discussed
in section 5.1 of [6].

In the electrostatic approximation, the electric field E⃗ is computed as E =
−∇ϕ after solving Poisson’s equation for the electric potential ϕ:

∇ · (ε0∇ϕ) = −ρ, (2.8)

where ε0 is the vacuum permittivity and ρ is the space charge density.
For surface discharges, the permittivity (ε) undergoes a jump from ε1 to

ε2 at the dielectric-gas interface. Additionally, surface charges (σs) accumulate
on the dielectric surface. This poses a challenge for the Poisson solver in our
model: the right-hand side of Poisson’s equation is defined at the cell center,
while the surface charge is defined at the cell face. To address this, we introduce
δs, which maps the surface charge σs on the gas-dielectric interface to the grid
cells adjacent to the dielectric according to the dielectric permittivity on each
side. The modified form of equation 2.8 is as follows:

∇ · (ε∇ϕ) = −(ρ+ δsσs). (2.9)
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Specifically, δs = ε1/(ε1 + ε2) on the side with a permittivity of ε1, and δs =
ε2/(ε1 + ε2) on the other side.

The discrete form of ε∇ϕ at the interface is given by

ε1ε2
ε1 + ε2

ϕi+1 − ϕi

∆r
, (2.10)

where ϕi+1 and ϕi are the potentials on each side of the interface, and ∆r is the
grid spacing. The harmonic mean of the dielectric permittivities on two sides is
used as the permittivity at the interface [109].

In the Afivo framework, a geometric multigrid method [132] is used to solve
Poisson’s equation. The basic idea behind geometric multigrid methods is to
use a hierarchy of grids, each with successively finer resolution, to accelerate the
solution of the PDE. The coarsest grid represents the problem at a low level
of detail, while the finest grid represents the problem with high accuracy. The
solution is first approximated on the coarsest grid and then improved iteratively
on finer grids until the desired level of accuracy is achieved.

Geometric multigrid methods are among the fastest methods for solving ellip-
tic equations and are well-suited for adaptively refined meshes [109]. Unlike tra-
ditional methods, geometric multigrid is matrix-free, which means that changes
in the mesh do not result in additional computational costs. However, it is im-
portant to note that the operator must be well-defined on the coarse grid levels,
which can complicate the implementation of irregular boundaries that do not
align with the mesh.

2.5 Photoionization

Photoionization is a physical process in which an atom or molecule is ionized by
absorbing a photon with sufficient energy to eject one or more electrons from
the target species, resulting in free electrons and positive ions. This process can
have a significant impact on the properties of streamer discharges, particularly for
positive streamers that propagate against the electron drift velocity and require
a source of free electrons in front of them.

Photoionization in N2-O2 mixtures has been widely studied [8, 9, 38, 88,
133, 134]. The ionization of O2 molecules due to the absorption of the emission
produced by excited N2 is the dominant photoionization process for streamer
discharges in N2-O2 mixtures. A commonly used model for photoionization is
Zheleznyak’s model [89], which is also employed in this thesis. Assuming that ion-
izing photons do not scatter and that their direction is isotropically distributed,
the photoionization source term Sph(r) can be given by

Sph(r) =

∫
I(r′)f(|r − r′|)
4π|r − r′|2

d3r′, (2.11)
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where I(r) is the source of ionizing photons, and f(r) is the absorption function
that gives the probability density of photon absorption at a distance r. According
to Zheleznyak et al [89], f(r) is expressed as

f(r) =
exp(−µminpO2r)− exp(−µmaxpO2r)

r log(µmax/µmin)
, (2.12)

where µmin and µmax are the pressure-reduced absorption coefficients, which are
around 0.035 cm−1 Torr−1 and 2 cm−1 Torr−1, respectively, and pO2 is the partial
pressure of oxygen.

The source of ionizing photons I(r) is proportional to the electron impact
ionization source term Si:

I(r) =
pq

p+ pq
ξSi, (2.13)

where p is the gas pressure, pq = 40mbar the quenching pressure, and ξ a field-
dependent proportionality factor, which is in the range of 0.05 to 0.12 when the
reduced electric field E/N is between 100 and 600 Td [89, 112].

The absorption function f(r) in the integrand of equation 2.11 complicates
the numerical solution of the photoionization source term Sph(r). Several pre-
vious studies proposed different approximations to solve Sph(r) more efficiently,
such as [133, 135–138]. In this thesis, a continuum approach named Helmholtz
method [135, 136] is utilized in chapters 3 and 4. A stochastic (Monte Carlo)
approach, as described in chapter 11 of [139], is employed in chapter 5.

There is limited knowledge regarding photoionization in discharges in unitary
gases. Specifically, in pure O2 and N2 gases, it is suggested that ionizing photons
are primarily generated through electron impacts, either by direct dissociative
excitation (OI, NI) or by direct ionizing excitation (OII, NII), followed by radia-
tive transitions of the excited neutral atom or ion, respectively [92]. Studies on
photoionization in pure CO2 are even more limited [92, 108], and we explore this
topic further in chapter 6.

2.6 Mesh refinement

Streamer discharges are characterized by a range of length scales, from the small-
scale ionization processes at the tip of the streamers to the larger-scale behavior
of the streamer as a whole. For computational efficiency, Afivo framework uses
adaptive mesh refinement (AMR), which allows the grid to be refined in regions
where the solution has a large gradient, while keeping the grid coarser in re-
gions where the solution is relatively smooth. The refinement criterion is based
on 1/α(E), which is the average distance between ionization events for an elec-
tron [111]:

refine if ∆x > c0c1/α(c1E), (2.14)
de-refine if ∆x < min{0.125 c0c1/α(c1E), d0} (2.15)
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where α(E) is the field-dependent ionization coefficient, ∆x is the grid spacing,
and c0, c1 and d0 are constants. Here c1 is used to balance the refinement ahead
and on the sides of the streamer. The specific values of these parameters are
provided in each chapter.

2.7 Time integration

For the fluid simulations in this thesis, time integration was performed with
Heun’s method, a two-step explicit second order Runge-Kutta scheme, for more
details see section 2.4 of [111]. The time step is limited according to

∆tcfl
(
4De
∆x2 +

∑ vi
∆x

)
≤ 0.5, (2.16)

∆tdrt (eµene/ε0) ≤ 1, (2.17)
∆t = 0.9×min(∆tdrt,∆tCFL), (2.18)

where ∆tcfl corresponds to a CFL condition (including diffusion), ∆tdrt corre-
sponds to the dielectric relaxation time, and ∆t is the actual time step used in
the simulations. The simulations in this thesis are not sensitive to the time step,
i.e., changing the safety factor from 0.9 to 0.5 hardly affects the results.

For the particle simulations, the time step is calculated in the following
form [112, 140]:

∆tcfl
vmax
∆xmin

≤ 0.5, (2.19)
∆tdrt (eµe,maxne/ε0) ≤ 1, (2.20)
∆t = min(∆tdrt,∆tcfl), (2.21)

where ∆xmin is the minimum grid spacing, µe,max is the maximal electron den-
sity, and vmax is an estimate of the particle velocity at the 90%-quantile, which
prevents a few fast particles from affecting ∆tcfl.





Chapter 3

Comparing simulations and
experiments of positive
streamers in air: steps toward
model validation

We compare simulations and experiments of single positive streamer dis-
charges in air at 100mbar, aiming towards model validation. Experi-
mentally, streamers are generated in a plate-plate geometry with a pro-
truding needle. We are able to capture the complete time evolution of
reproducible single-filament streamers with a ns gate-time camera. A
2D axisymmetric drift-diffusion-reaction fluid model is used to simulate
streamers under conditions closely matching those of the experiments.
Streamer velocities, radii and light emission profiles are compared be-
tween model and experiment. Good qualitative agreement is observed
between the experimental and simulated optical emission profiles, and
for the streamer velocity and radius during the entire evolution. Quan-
titatively, the simulated streamer velocity is about 20% to 30% lower at
the same streamer length, and the simulated radius is about 1 mm (20%
to 30%) smaller. The effect of various parameters on the agreement be-
tween model and experiment is studied, such as the used transport data,
the background ionization level, the photoionization rate, the gas tem-
perature, the voltage rise time and the voltage boundary conditions. An
increase in gas temperature due to the 50Hz experimental repetition fre-
quency could probably account for some of the observed discrepancies.
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This chapter is adapted from the following publication:
Xiaoran Li, Siebe Dijcks, Sander Nijdam, Anbang Sun, Ute Ebert and Jannis
Teunissen. Comparing simulations and experiments of positive streamers in air:
steps toward model validation. Plasma Sources Science and Technology, 30(9):
095002, 2021.
The introduction and simulation model sections have been condensed for con-
ciseness in this adaptation.
Siebe Dijcks built the experimental setup, and performed the experiments. Xi-
aoran Li performed the simulations and comparisons, and wrote the paper.
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3.1 Introduction

Numerical simulations are a powerful tool to help explain experimental results
and to study the physics of streamer discharges. How well commonly used
streamer discharge models approximate physical reality is an important ques-
tion which is still partially open. If simulations are not just used for qualitative
understanding but also for quantitative predictions, the verification and valida-
tion [17] of simulation codes are required. In this chapter, we take steps towards
model validation for streamer discharges, extending past validation work [18, 30].
A summary of the approach taken in this chapter is given below:

• We experimentally generate stable and reproducible single positive stream-
ers in air in a plate-plate geometry with a protruding needle.

• With a camera with ns gate time, the time evolution of the streamers was
captured in great detail, as well as the shape of the emission profiles.

• A 2D axisymmetric fluid model was used to simulate streamers under con-
ditions closely matching those of the experiments, e.g. using the same
applied voltage waveform, gas, and electrode geometry.

• The model includes light emission, and this light emission is processed to
be directly comparable with the experimental observations.

• We perform quantitative comparisons of streamer velocities, radii and light
emission profiles between model and experiment.

• The effect of various parameters on the agreement between model and ex-
periment is studied, such as numerical convergence, transport data sources,
background ionization levels, photoionization rates, gas temperatures, volt-
age rise times and voltage boundary conditions.

For the simulations in this chapter, we use a drift-diffusion-reaction type
fluid model with the local field approximation as described in section 2.2 and
section 3.2.2. The computational domain and other specific settings are also
given in section 3.2.2. To check how reliable simulations are, we first study
the deviation between experimental and simulation results in section 3.3. Then
we perform parameter studies to investigate possible sources of the observed
discrepancies in section 3.4.

3.2 Experimental & Simulation Methods

3.2.1 Experimental method

Since streamer discharges are a reaction of a gaseous medium to strong electric
fields, having good control over both the field and the gas is essential. We use



28 3.2. Experimental & Simulation Methods

a quasi-cylindrical vessel (as shown in figure 3.17) with a diameter of 324mm
and a height of 380 mm for which the discharge operating pressure range is 1–
1000 mbar.

The vessel is grounded and the electrode geometry inside it is illustrated in
figure 3.1. An elevated grounded plate with a 6 cm radius is positioned 10 cm
from the HV (high voltage) electrode, which has a 4 cm radius. A 1 cm long
needle electrode with a 0.5 mm radius is connected to the HV electrode. This
cylindrical electrode ends in a cone with a 60◦ top angle that transitions into
a spherical tip with a radius of curvature of 50µm. The plate-plate geometry
with a protruding needle results in a field that is approximately homogeneous in
the gap, which suppresses streamer branching. The cylindrical symmetry of the
vessel is broken at a distance of about 15 cm from its center due to windows for
optical access.

Figure 3.1: The electrode geometry in the experiments and simulations, consist-
ing of parallel plates and a needle electrode from which discharges start. Right:
the computational domain, for which 0 ≤ r, z ≤ 10 cm. The needle electrode is
inside the computational domain and the plate electrodes are on its upper and
lower boundary. We use a coordinate system in which the electrode tip is at
z = 90mm and the grounded plate electrode is at z = 0mm. Left: the electric
potential in the absence of space charge.

A strong field is generated at the protruding needle by applying a fast HV
pulse. The high voltage is generated by a DC source (Spellman Bertan 205B),
which charges a discharging capacitor (40 kV | 2000 pF), which in turn is dis-
charged by a HV switch (Behlke HTS 651-15-Sic-GSM) coupling the charged
capacitor to the HV electrode for 200 ns at 50Hz with 350 ps jitter on the start
time. The voltage waveform at the HV electrode is shown in figure 3.2.
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Figure 3.2: The voltage waveform as measured at the HV electrode. This wave-
form is also used in the simulations.

Imaging is performed using an UV optimized ICCD (Lavision PicoStar HR
+ UV 105 mm lens) system. The CCD is synchronized with the discharge repeti-
tion rate, such that one discharge is imaged per exposure. The intensifier is then
directly gated, where a gate of 900 ps is sequentially delayed through the voltage
waveform, creating a phase-resolved sequence of images depicting the propaga-
tion of the streamer. Each image has an effective resolution of about 0.2mm
per pixel for the 10 cm discharge gap. Most of the image intensity comes from
the decay of excited nitrogen molecules in the plasma, with the second positive
system contributing most, and smaller contributions from the first positive and
negative systems.

With a 50Hz repetition rate remnants from previous discharges reduce the
stochasticity in streamer inception [141]. This greatly improves the stability of
the discharges and thus the quality of the measurements. Besides inception,
the propagation of consecutive discharges is essentially independent of that of
previous ones at 50 Hz [141, 142]. Slight changes in frequency hardly affect
streamer behavior, but changing the frequency by an order of magnitude leads
to visually observable differences.

All experiments were performed with the vessel at room temperature, and a
pressure controller kept the pressure inside the vessel at 0.1 bar, with about 1%
uncertainty. The vessel was continuously flushed with 2 SLM synthetic air while
performing the experiments, giving a residence time of a couple of minutes.
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3.2.2 Simulation model

We use a drift-diffusion-reaction type fluid model with the local field approxi-
mation to simulate positive streamers in artificial air, composed of 80% nitrogen
and 20% oxygen at 300 K and 0.1 bar. Two-dimensional axisymmetric simula-
tions are performed with Afivo-streamer [111], see detailed model description
in chapter 2.

Photoionization

In the simulations of this chapter, the proportionality factor ξ (see equation (2.13))
in the photoionization model is set to 0.075 [89, 112]. The effect of ξ is investi-
gated in section 3.4.5. Note that the factor pq/(p+ pq) is about 7.4 times larger
at 0.1 bar than at 1 bar, so that there is significantly more photoionization at
0.1 bar. The absorption of the ionizing photons is computed using the Helmholtz
approximation with Bourdon’s three-term expansion for the absorption function,
as described in [38, 135].

Reactions and light emission

The reactions considered in this chapter are listed in table 3.1, including electron
impact ionization (k1 - k3), electron attachment (k4, k5) and reactions related to
light emission (k6 - k9). All transport and reaction coefficients (k1 − k6) depend
on the reduced electric field E/N , and they were computed using BOLSIG+ [143]
with Phelps’ cross sections for (N2, O2) [115, 123]. In section 3.4.3 the effect of
different cross sections and Boltzmann solvers is compared. Ions are assumed to
be immobile.

To compare with the experimental observations, light emission of the second
positive system of nitrogen is modeled. The corresponding N2(C3Πu → B3Πg)
transition is the main source of emitted light for nanosecond discharges in N2 − O2

mixtures around atmospheric pressure [144]. In table 1, k6 is the electronic ex-
citation rate of the N2(C3Πu) level from the ground state; k7 and k8 are the
quenching rate constants for N2 and O2, respectively; the radiative lifetime of
N2(C3Πu) is 1/k9 = 42ns [18].

Computational domain & simulation conditions

The axisymmetric computational domain shown in figure 3.1 (the grey square)
was designed to closely resemble the experimental geometry. The domain consists
of the region 0 ≤ r, z ≤ 10 cm, which covers the gap bounded by the plate
electrodes. As in the experiments, a 1 cm long needle electrode is inserted at the
HV electrode, with a 0.5 mm radius. The electrode tip is a cone with a 60◦ top
angle that ends in a spherical tip with a radius of curvature of about 50µm, just
as in the experiments. The potential at the contour of the needle electrode is
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Table 3.1: Reactions included in the model, with reaction rates and references.

No. Reaction Reaction rate coefficient Reference

1 e + N2
k1−→ e + e + N+

2 (15.60 eV) k1(E/N) [115, 116]
2 e + N2

k2−→ e + e + N+
2 (18.80 eV) k2(E/N) [115, 116]

3 e + O2
k3−→ e + e + O+

2 k3(E/N) [115, 116]
4 e + O2 + O2

k4−→ O−
2 + O2 k4(E/N) [115, 116]

5 e + O2
k5−→ O− + O k5(E/N) [115, 116]

6 e + N2
k6−→ e + N2(C3Πu) k6(E/N) [115, 116]

7 N2(C3Πu) + N2
k7−→ N2 + N2 k7 = 0.13× 10−16 m3s−1 [18]

8 N2(C3Πu) + O2
k8−→ N2 + O2 k8 = 3.0× 10−16 m3s−1 [18]

9 N2(C3Πu)
k9−→ N2(B3Πg) k9 = 1/(42 ns) [18]

fixed at the applied voltage, which was implemented by modifying the multigrid
methods in [109] using a level-set function [145].

In the radial direction, the domain extends up to 10 cm, which is less than
the vessel radius (16.2 cm). The effect of the finite plate electrodes is simulated
by using pre-computed Dirichlet boundary conditions on the upper and lower
boundaries. These boundary conditions were obtained by solving for the electric
potential in the entire discharge vessel in the absence of a discharge, using a fi-
nite element model. The resulting potential is shown in figure 3.1. Homogeneous
Neumann boundary conditions are applied for the electric potential in the radial
direction. However, these boundary conditions may not closely match the ex-
periments, but it is hard to use more correct ones. More information about how
boundary conditions affect the results is given in section 3.4.9. In the presence
of a discharge the potential distribution at the upper and lower domain bound-
aries changes, but computational experiments showed that these changes were
not significant. For simplicity, we therefore keep the potential profile at the top
and bottom boundary fixed. These profiles are normalized and scaled with the
actual applied voltage on the HV electrode (U0), so that we can account for the
voltage rise time. In section 3.4.8, we study how the size of the plate electrodes
affects streamer properties.

For all plasma species densities, homogeneous Neumann boundary conditions
are used on all the domain boundaries. At the needle electrode electron fluxes
are absorbed but not emitted, and secondary electron emission was not taken
into account since a positive voltage was applied.

This is the first time we employ a needle electrode in Afivo-streamer. In
previous computational studies, an elongated ionized seed was often used as
a pseudo-electrode to start a streamer, see e.g. [105, 146]. We compared the
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Table 3.2: A summary of simulation conditions. The sections in which the
respective parameters are varied are indicated. The parameter c0 is used for grid
refinement, see section 3.4.1.

Parameter Value Section

Gas composition 80% N2, 20% O2 -
Gas pressure 0.1 bar -
Gas temperature 300K 3.4.6
Applied voltage 15 kV, 65 ns rise time, see Fig. 3.2 3.4.7
Initial ionization 1011 m−3 electrons and positive ions (uniform) 3.4.4
Numerical grid ∆xmin = 6.1µm (c0 = 0.5) 3.4.1

differences between starting a streamer with an electrode and with an initial
ionized seed in section 3.4.10.

The conditions used for the discharge simulations are summarized in table 3.2.
In particular, the initial density of electrons and positive ions is set to 1011 m−3.
In the simulations the same applied voltage is used as in the experiments, as
shown in figure 3.2. The voltage increases from 10% to 90% of its full amplitude
(15 kV) in about 52 ns, so that the voltage rise time from zero to full amplitude
is about 65 ns.

3.2.3 Processing of emitted light

Experimentally, the streamer morphology is captured with an ICCD camera. To
quantitatively compare the simulated streamers with experiments, it is important
to accurately model the light emission from the discharge, and to process it in
the same way for both the experiments and simulations.

As already mentioned above, the N2(C3Πu → B3Πg) transition is responsible
for most of the optical emission under our discharge conditions [144]. Therefore
the number of photons emitted at any given time is approximately proportional
to the N2(C3Πu) density, which is included in the discharge model, see table 3.1.
Experimentally, we get a good approximation of the instantaneous light emis-
sion by using a short camera gate time of 900 ps. As shown in section 3.3,
typical streamer velocities under the present conditions are on the order of 0.5
to 1mm/ns, which means that the streamers move less than a mm during the
camera gate time.

To compare the light from axisymmetric simulations with experimental ob-
servations, we have to apply a forward Abel transform. For this purpose, the
N2(C3Πu) density in the region 0 ≤ r ≤ 15mm by 0 ≤ z ≤ 90mm (from the
grounded electrode to the needle electrode tip) is first stored on a uniform grid,
with a resolution δr = 0.01 mm and δz = 0.05 mm. The Hansen–Law method [147]
is used for the forward Abel transformation. The experimental pictures are
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cropped to the same region, so that the light from the simulations and exper-
iments is described by profiles I(x, z), where z ∈ [0, 90]mm is the propagation
direction and x ∈ [−15, 15]mm is the direction perpendicular to it.

To directly compare streamer front positions, velocities and radii between
experiments and simulations, we determine these properties based on the emitted
light. The procedure is illustrated in figure 3.3. To obtain the streamer’s front
position, we first compute

Iz(z) =

∫ 15mm

−15mm
I(x, z)dx.

The front position is then determined as the minimum z coordinate where Iz(z)
exceeds half of its maximum. Streamer velocities are determined by taking the
numerical time derivative of these z coordinates for consecutive images. For the
radius we follow a similar approach, first computing

Ix(x) =

∫ zub

0
I(x, z)dz.

The upper bound zub is used to exclude strong emission around the tip of the
needle electrode. Ix(x) therefore mostly consists of light emitted close to the
streamer head. The streamer optical radius is then defined as the FWHM (full
width at half maximum) of Ix(x). A similar definition has been used in earlier
work, e.g. [7].

3.3 Comparison of emission profiles and streamer prop-
erties

Figure 3.4 shows the experimental and simulated light emission profile from 6 ns
to the last frame captured, together with the simulated electric field and elec-
tron density. There is good qualitative agreement between the emission profiles,
although the experimental streamer has a higher velocity and a larger radius. In
both the experimental and simulation figures the streamers’ characteristic head
shape is visible. The front of the streamer heads is always the brightest, a bit like
a crescent moon, which is followed by a darker tail due to the decay of the emit-
ting N2(C3Πu) molecules. The streamers grow wider as they propagate down,
but when they approach the grounded electrode they accelerate, their radius re-
duces and their heads become even brighter. At the same time, the electric field
and the electron density at the streamer head also increase.

Figure 3.5 shows the integrated light emission profile Iz for the experimental
and simulated streamers in figure 3.4. When compared at the same length,
most of the curves look similar. However, at the final time the amplitude of the
simulated light emission is significantly larger. Another difference is that the tail
of the emitted light is narrower in the simulations.
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Figure 3.3: Illustration showing how the streamer front position and radius are
determined from the light emission profile. The z axis shows the 90 mm between
the tip of the (10mm long) needle electrode and the grounded plate electrode.

Figure 3.6 shows the streamer velocity and radius versus the streamer length.
Experimentally, each measurement is obtained from a new discharge, which leads
to some fluctuations in the streamer properties. These fluctuations are smoothed
by a second order Savitzky–Golay filter with a window size of nine [148].

Qualitatively, the agreement in the streamer velocity profile is quite good.
After inception, the streamers first accelerate and then they slowly decelerate.
Afterwards, they obtain an approximately stable velocity, and finally they ac-
celerate again when they approach the opposite electrode. All these phases are
present in both the experimental and simulation data, although the times and
streamer lengths at which they occur are somewhat different. The maximal elec-
tric field at the streamer head follows a similar trend as the streamer velocity, as
can be seen in figure 3.4. The deceleration of the streamers in the middle of the
gap is related to the size of the plate electrodes, as discussed in detail in section
3.4.8. There is also good qualitative agreement in the streamer radius between
simulations and experiments. The radius initially increases until the streamers
are about 50 mm long, and then it decreases when the streamers approach the
opposite electrode.

Quantitatively, figure 3.6 shows that the simulated streamer velocity is about
20% to 30% lower when compared at the same streamer length, and the simulated
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Figure 3.4: From top to bottom: the light emission profile of experiments (cam-
era gate time 900 ps), the simulated instantaneous light emission profile, the
simulated electric field and electron density. The moment when the streamer
length just exceeds 2 mm is taken as 0 ns. For light emission the data was nor-
malized per row to arbitrary units, so that frame-to-frame brightness variations
are conserved. This was done by dividing by the value at their 0.999th quantile,
and limiting the result to the range [0, 1]. This ensures that a few bright pixels
do not affect the brightness of the streamer head.
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(a) Experimental results

(b) Simulation results

Figure 3.5: The integrated light emission profile Iz for the experimental and
simulated streamers in figure 3.4. In each sub-figure the data was normalized to
a maximal amplitude of one.

radius is about 1 - 1.2 mm smaller (also 20% to 30%). These discrepancies could
well be correlated, as earlier studies [7, 19, 52] have found that the streamer
velocity increases with the streamer radius. On the other hand, the observed
streamer velocities do not increase with the radius for streamer lengths between
15 mm and 40mm because the streamer’s maximal field in this region decreases.

Going back to figure 3.4, there is one detail in which the experimental and
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(a) Streamer velocity versus streamer length

(b) Streamer radius versus streamer length

Figure 3.6: Comparison of streamer propagation parameters between experi-
ments and simulations. The dots indicate unsmoothed data. The blue filled area
shows the standard deviation between the unsmoothed and smoothed experi-
mental velocity.

simulation results disagree: the emitted light near the electrode tip. In the
simulations, a bright spot is always visible, whereas in the experiments this only
happens occasionally. This could be related to the width of the streamer channel
connected to the needle electrode, since a narrower connection means that a
higher field and a higher electron density are required to carry the discharge
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current, leading to more light emission. These effects are visible in figure 3.4,
in which the electric field in this region is about 0.3 kV/mm and the electron
density is about 1× 1019 m−3.

As discussed in section 3.4.4, discharge inception is sometimes not accurately
described by a fluid model because the continuum approximation breaks down
when there are few particles. This could affect the connection of the discharge to
the electrode, and thereby also the light emission around this area. Furthermore,
the voltage rise time also affects the brightness of this area, see section 3.4.7.

3.4 Investigating possible sources of discrepancy

The results in section 3.3 showed good qualitative agreement between the simu-
lations and experiments. However, the simulated streamer velocity was 20% to
30% slower, and the streamer radius was about 1 - 1.2 mm (20% - 30%) smaller,
when compared at the same streamer length. In this section, we investigate how
several simulation and discharge parameters affect these quantitative differences.
Below we only mention the parameters that are changed, all other parameters
are set according to table 3.2.

3.4.1 Numerical convergence

Model verification means checking whether the model’s equations are solved
correctly and with sufficient numerical accuracy, which is an important step
towards the development of validated models. In an earlier study [37] the
Afivo-streamer code was compared against five other codes for this purpose.
It was found that with sufficiently fine grids and small time steps different codes
could produce highly similar results, indicating numerical convergence. Below,
we again test the numerical convergence of our model for the present discharge
simulations.

For computational efficiency, Afivo-streamer uses adaptive mesh refinement
(AMR). The refinement criterion has been introduced in section 2.6. We test how
the refine parameter c0 in equation (2.14) affects the simulation results. Here c1
is set to 1. Figure 3.7 shows the streamer velocity versus the streamer length
for c0 set to 2, 1, 0.5 and 0.2 and d0 = 0.2mm. These parameters lead to a
corresponding minimal grid spacing of 24.4, 12.2, 6.1 and 3.1µm. With c0 = 2
the grid is clearly too coarse and the streamer is much slower than for the other
cases. With c0 = 1 the results are similar to those on even finer grids, but the
streamer is a bit slower in the later stages. For c0 = 0.5 and c0 = 0.2, the
streamer propagation is almost identical, indicating that the model is close to
numerical convergence. For the results presented in this chapter, we therefore
use c0 = 0.5 (∆xmin = 6.1 µm ). Additionally, we also compared the effect of the
parameter d0, which controls the derefinement of the mesh. However, reducing
d0 to 10µm hardly affected the results, so we use d0 = 0.2mm.
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For the case with c0 = 0.5, the average time step for the streamer bridging the
gap was ∆t = 0.44 ps. Such a small time step was required due to a high electron
density of about 1020 cm−3 occurring near the tip of the needle electrode. Typical
cases took about 9 to 10 hours on a node with 24 Intel Xeon E5-2695 v2 @ 2.4GHz
cores.

Figure 3.7: The streamer velocity versus the streamer length for streamers with
different values for c0 in the refinement criterion ∆x < c0/α(E)

3.4.2 Effect of chemical reactions

The chemical reactions considered in a fluid simulation can be as extensive as
in [30], with hundreds of reactions, or as simple as in [37], considering only
effective ionization rates. Nine reactions are considered as the default in this
chapter, including three ionization reactions, two attachment reactions and four
reactions related to light emission, as shown in table 3.1. To make clear how
important different reactions are in our discharge regime, three other cases are
investigated:

• Case 1: reactions 1 - 3 and 6 - 9 from table 3.1; ionization reactions and
reactions related to light emission.

• Case 2: all the reactions from table 3.1 and reactions 10 - 11 from table 3.3;
adding two detachment reactions.

• Case 3: all the reactions from tables 3.1 and 3.3; adding two negative ion
conversion reactions (reactions 12 - 13), three positive ion conversion reac-
tions (reactions 14 - 16), one electron-ion recombination reaction (reaction
17) and twelve ion-ion recombination reactions (reactions 18 - 29).
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Table 3.3: Additional chemical reactions. The effects of these reactions are
studied in section 3.4.2, see figure 3.8. Label “u.s.” stands for species which
are not tracked in our simulation. Te in reaction rate k17 is obtained from the
mean electron energy (ϵe) computed by BOLSIG+ as Te = 2ϵe/3kB. Reaction
coefficients k10 - k13 are from reference [149], k14 - k16 from [150] and k17 - k29
from [113].

No. Reaction Reaction rate coefficient

10 O−
2 + M k10−→ e + O2 + M k10 = 1.24× 10−17 exp(−( 179

8.8+E/N )2)m3s−1

11 O− + N2
k11−→ e + N2O k11 = 1.16× 10−18 exp(−( 48.9

11+E/N )2)m3s−1

12 O− + O2
k12−→ O−

2 + O k12 = 6.96× 10−17 exp(−( 198
5.6+E/N )2)m3s−1

13 O− + O2 + M k13−→ O−
3 + M k13 = 1.1× 10−42 exp(−(E/N

65 )2)m3s−1

14 N+
2 + N2 + M k14−→ N+

4 + M k14 = 5× 10−41 m6s−1

15 N+
4 + O2

k15−→ O+
2 + N2 + N2 k15 = 2.5× 10−16 m3s−1

16 O+
2 + O2 + M k16−→ O+

4 + M k16 = 2.4× 10−42 m6s−1

17 e + O+
4

k17−→ O2 + O2 k17(E/N) = 1.4× 10−12(300K/Te)
1/2 m3s−1

18 N+
2 + O− k18−→ u.s. k18 = 10−13 m3s−1

19 N+
2 + O−

3
k19−→ u.s. k19 = 10−13 m3s−1

20 N+
2 + O−

2
k20−→ u.s. k20 = 10−13 m3s−1

21 O+
2 + O− k21−→ u.s. k21 = 10−13 m3s−1

22 O+
2 + O−

3
k22−→ u.s. k22 = 10−13 m3s−1

23 O+
2 + O−

2
k23−→ u.s. k23 = 10−13 m3s−1

24 O+
4 + O− k24−→ u.s. k24 = 10−13 m3s−1

25 O+
4 + O−

2
k25−→ u.s. k25 = 10−13 m3s−1

26 O+
4 + O−

3
k26−→ u.s. k26 = 10−13 m3s−1

27 N+
4 + O− k27−→ u.s. k27 = 10−13 m3s−1

28 N+
4 + O−

2
k28−→ u.s. k28 = 10−13 m3s−1

29 N+
4 + O−

3
k29−→ u.s. k29 = 10−13 m3s−1

Figure 3.8 shows the streamer velocity versus the streamer length for the
above three cases together with the default case. The results of all cases are
similar. Note in particular how the inclusion of attachment and detachment
reactions hardly makes a difference. The streamer is slightly slower for case
3, in which recombination is included, but this difference is much smaller than
that between the experiment and the default case. We therefore conclude that
ionization reactions dominate the propagation of our discharge – a streamer of
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102 ns time scale at 0.1 bar with a background electric field of about 1.5 kV/cm.
Under these conditions, attachment, detachment and recombination appear to
be less important for streamer propagation.

Figure 3.8: The streamer velocity versus the streamer length for streamers with
different chemical reactions. The default case uses all the reactions from table 3.1;
case 1, 2 and 3 are described in section 3.4.2.

3.4.3 Transport data source

Transport coefficients for fluid models can be computed from electron-neutral
cross sections using two-term or multi-term Boltzmann solvers [116–118] or Monte
Carlo swarm simulations [119, 120]. For N2 and O2, there are several sets of cross
sections available at LXCAT [121, 122]. We here consider five such sets, namely
those by Phelps [115, 123], IST Lisbon [124–126], Morgan [127], TRINITI [128]
and Biagi [119, 129]. It has been common practice to normalize and adjust the
total cross sections so that the transport coefficients computed with a Boltzmann
solver agree well with experimentally measured swarm data with isotropic scat-
tering. For e.g. Phelps’ cross sections, this was done with a two-term method,
whereas for Biagi’s cross sections a Monte Carlo method was used. This means
that even though multi-term and Monte Carlo methods are generally more accu-
rate than two-term approaches, they do not necessarily produce transport coef-
ficients that are closer to experimental data. In this section, we investigate how
different sets of cross sections and different Boltzmann solvers affect transport
coefficients and the agreement between our simulations and experiments.

We first used BOLSIG+ [116] (a two-term Boltzmann solver) to calculate
transport coefficients in 80% N2 and 20% O2 for the Phelps, IST Lisbon, Mor-
gan, TRINITI and Biagi cross sections. We used the online version BOLSIG+
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via lxcat.net. Figure 3.9 shows how the streamer velocity in our simulations is
affected by the resulting transport coefficients, which are shown in figure 3.10.
The streamers with the Phelps and IST Lisbon databases are the fastest. With
Morgan and TRINITI data, the streamers are similar to those with Phelps data
up to a length of 50mm, but thereafter they behave more like those with Biagi
data. The streamer with the Biagi database is the slowest, and it is about 10%
slower (at the same streamer length) than the fastest one. However, regardless
of the cross sections used, all simulated velocities are significantly slower than
the experimental one.

Figure 3.9: The streamer velocity versus the streamer length for simulations
with different transport coefficients. The labels “Phelps”, “IST Lisbon”, “Mor-
gan”, “TRINITI” and “Biagi” indicate cross section databases, “BOLSIG+” and
“MC” indicate the use of BOLSIG+ or a Monte Carlo Boltzmann solver, and
“bulk” means that so-called bulk coefficients were used instead of flux coeffi-
cients. “Designed” is based on the “Phelps, BOLSIG+” database by increasing
the ionization coefficient α and the mobility µ each with 20%.

To investigate the influence of the type of Boltzmann solver we also computed
transport data from Biagi’s cross sections with a Monte Carlo code (available at
gitlab.com/MD-CWI-NL/particle_swarm), which is similar to e.g. [120]. The
resulting transport data is shown in figure 3.10. With the Monte Carlo method,
we computed both bulk and flux transport coefficients. Bulk coefficients describe
average properties of a group of electrons, taking ionization and attachment into
account, whereas flux properties are averages for ‘individual’ electrons [36, 151].
The bulk mobility is larger than the flux one at high E/N because electrons that
move faster than average also typically have higher energy, and hence produce
more ionization. The resulting streamer velocity with such Monte Carlo swarm

lxcat.net
gitlab.com/MD-CWI-NL/particle_swarm
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flux and bulk data is shown in figure 3.9. It can be seen that the choice of cross
sections, Boltzmann solver and flux/bulk coefficients does not significantly affect
the streamer velocity, at least not sufficiently to explain the observed discrepancy
with the experimental results.

To match the experimental results, artificial transport coefficients were de-
signed based on the Phelps database by increasing the ionization coefficient α
and the mobility µ each with 20%. Figure 3.9 shows that with these coefficients
the relative error is often below 7% when compared to the experimental velocity
at the same length.

Figure 3.10: Transport coefficients (α, η, µ and Diffusion) as determined from
several sets of cross sections and different Boltzmann solvers. The same labels
are used as in figure 3.9.

3.4.4 Effect of background ionization density

Positive streamers require free electrons ahead of them for their propagation,
which can for example be provided by photoionization or background ionization.
Under the conditions considered here (air at 0.1 bar, 50 Hz repetition frequency),
we generally expect photoionization to be the dominant source of free electrons.
However, background ionization could play an important role in discharge incep-
tion [141]. To investigate this, we have performed simulations with homogeneous
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background ionization densities of 103, 1011, 1013 and 1015 m−3, in the form of
electrons and positive ions. Photoionization was always included.

Note that a background ionization degree of 103 m−3 corresponds to one elec-
tron per (10 cm)3. In reality, having so few electrons would mean that inception
would be unlikely within a 200 ns voltage pulse. Only electrons close to the elec-
trode tip could start a discharge, since those farther away would quickly attach
to oxygen molecules. However, in a fluid model electrons are stored as densities
which can lead to unrealistic streamer inception: an electron density in the zone
above breakdown can represent a fraction of an electron, but it still can grow
and rapidly start a discharge. Clearly, the continuum approximation of the fluid
model breaks down in these cases. We nevertheless include this unrealistic case
for demonstrative purposes.

Figure 3.11 shows that background ionization densities in the range of 103

to 1013 m−3 have little effect on the streamer velocity versus streamer length.
With a lower background ionization degree the streamer starts a bit later, but
there is no significant change in the velocity. An even higher background ion-
ization density of 1015 m−3 (corresponding to 1017 m−3 at 1 bar) does lead to
a significantly slower streamer. With this much background ionization the air
surrounding the discharge has a non-negligible conductivity, reducing the field
enhancement of the streamer. Since expected background ionization levels under
the conditions studied here are much lower, background ionization will probably
not significantly affect the streamer velocity.

The cases discussed above included spatially uniform background ionization.
To study the effect of more localized initial ionization, we have also performed
simulations with a Gaussian initial seed located close to the tip of the needle elec-
trode. A neutral seed consisting of electrons and positive ions was used, given
by n0 exp(−(d/R)2), with n0 = 1014 m−3, d the distance to the needle tip at
(r, z) = (0mm, 90mm) and R = 5mm. Besides this initial seed, no other (uni-
form) initial ionization was included. The resulting streamer velocity is shown
in figure 3.11. The streamer velocity is almost the same as for the cases with a
uniform background density of up to 1013 m−3.

Remnants from previous pulses may affect the next streamer, in particular
O−

2 ions from which electrons can detach. We therefore include a case with a
1014 m−3 background density of positive (N+

2 ) and negative ions (O−
2 ) (see Fig. 2

of [152]) and with two detachment reactions (reaction 10 and 11 from table 3.3).
The resulting streamer velocity versus length is similar to other cases with a
background density of electrons and positive ions, as shown in figure 3.11.

We conclude that some type of initial or background ionization is important
for streamer inception, but that the stochastic nature of inception cannot be
studied by a fluid model. The streamer propagation at later times is hardly
affected by background ionization, at least under our conditions (air at 0.1 bar),
consistent with [141, 142].
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Figure 3.11: Streamer velocity versus streamer length for streamers with different
uniform background ionization densities and a Gaussian initial seed. The curve
labeled “1014 m−3, N+

2 and O−
2 ” has a background ionization of 1014 m−3 N+

2 and
O−

2 . For the other curves the background species are electrons and N+
2 . In the

rest of the chapter, a uniform background ionization of 1011 m−3 electrons and
N+

2 is used.

3.4.5 Effect of the photoionization

As mentioned above, we expect photoionization to be the dominant source of
free electrons ahead of the positive streamers studied here. We now investigate
how sensitive streamer propagation is to the amount of photoionization and to
the specific photoionization model that is used.

The ‘standard’ photoionization model we use is a Helmholtz approximation
to Zheleznyak’s model, as introduced in section 3.2.2. With this model, we study
the effect of the amount of photoionization by changing the proportionality factor
ξ in equation (2.13). Four cases are considered: ξ = 0.075, as is used in the rest
of this chapter - this value is taken from [89] considering the electric field at our
streamer head - and ξ = 0.05, 0.0075 and 0.75.

As mentioned in [38], photoionization can also be modeled with a discrete
Monte Carlo approach instead of the continuum Helmholtz approach. We inves-
tigate how the streamer velocity is affected by these different approaches. The
Monte Carlo photoionization model used here is the same as the one used in
section 3.2 of [38] and ξ is set to 0.075. We call this approach “PI model 2” (with
PI standing for photoionization).

In Zheleznyak’s model the generation of ionizing photons is proportional to
the number of impact ionization events, with a proportionality factor ξ. Ionizing
photons can instead also be directly generated based on the densities of certain
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excited species, as was shown in [153, 154]. We study how such a photoionization
model based on excited species affects the streamer velocity, by comparing it with
the commonly used Zheleznyak’s model. We call this approach “PI model 3”. We
generate photons according to the density of c′4Σ+

u state of N2 [153]. The reaction
coefficients describing the production of this state are calculated by BOLSIG+
with cross sections from Biagi database [129]. The radiation lifetime τ used for
the c

′
4Σ

+
u state is 0.9 ns [154]. Therefore, the source of ionizing photons I(r) in

a time step ∆t is calculated as

I(r) = Nr
pq

p+ pq
(1− e−∆t/τ )/∆t, (3.1)

where Nr is the density of the c
′
4Σ

+
u state. A quenching pressure pq of 40 mbar

is used, which is consistent with the ‘standard’ model. A Helmholtz approach is
used to solve Sph, which is also the same as the ‘standard’ model.

Figure 3.12 shows the streamer velocity versus streamer length for the above-
mentioned six cases, using a uniform background density of 1011 m−3. With ten
times less photoionization, the streamer velocity increases at later times, ap-
proaching the experimental streamer velocity. This behavior, which at first seems
surprising, shows the nonlinear nature of streamer discharges. Less photoioniza-
tion leads to sharper electron density gradients at the streamer head, a smaller
radius, and a higher degree of ionization, which can result in a higher electric
field and a higher streamer velocity. However, note that there is still a qualitative
discrepancy between the results of this case (ξ = 0.0075) and the experimental
velocity in the range of 15 mm < l < 50 mm. With ten times more photoion-
ization, the streamer is significantly slower. The electron density around the
streamer head then increases sufficiently to reduce its field enhancement, as also
happened in section 3.4.4 with a high background ionization density of 1015 m−3.
However, if the amount of photoionization is only slightly changed using ξ = 0.05
(the smallest tabulated value in [89]), the streamer velocity is hardly affected, as
shown in figure 3.12.

Photoionization models 2 and 3 lead to similar results as Zheleznyak’s model
with a Helmholtz approximation, though the streamer velocity with PI model 3
is a bit lower for 50 mm < l < 70 mm.

Additionally, we have also repeated the above simulations with an even lower
background ionization density, but the results were almost identical. This indi-
cates that even if photoionization is reduced by a factor of ten, it still dominates
over a background density of 1011 m−3. Finally, note that all results were ob-
tained at a pressure of 0.1 bar, at which there is less quenching than at 1 bar, see
section 3.2.2.

3.4.6 Effect of gas temperature

In our experiments the lab temperature was about 293 K, but the gas temper-
ature in the vessel was not directly measured, and we have thus far assumed
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Figure 3.12: The streamer velocity versus the streamer length for streamers with
different amounts of photoionization and different photoionization models. The
value of ξ used in the rest of the chapter is 0.075. If not indicated otherwise,
Zheleznyak’s model with a Helmholtz approximation is used. Details about PI
models 2 and 3 are described in section 3.4.5.

it to be 300 K. The two main factors affecting the gas temperature in the ves-
sel are heating due to repetitive discharges and cooling due to the expansion of
the compressed artificial air flowing into the vessel. To investigate the effect of
temperature variations, we have performed simulations with gas temperatures of
290 K, 300 K, 310K and 360K. The gas pressure is always 0.1 bar in the simu-
lations. Figure 3.13 shows the streamer velocity for these four cases, together
with the experimental result. The average streamer velocity between the two
electrodes is 0.58, 0.59, 0.60 and 0.69mm/ns for the cases at 290K, 300K, 310 K
and 360 K, respectively. For a 10 K change in the gas temperature, the change
in the streamer velocity at the same length is about 3%, on average. When the
gas temperature increases 20% to 360 K, the simulated streamer velocity is closer
to the experimental data, and the velocity error at the same length is less than
15%.

That a higher gas temperature leads to a higher streamer velocity is to be
expected, because it leads to a higher value of E/N in the discharge gap, just
as when the applied voltage is increased. In our model, the gas number density
is computed using the ideal gas law, so a reduction in gas pressure has a similar
effect as an increase in temperature. However, the gas pressure was controlled
to be 0.1 bar in the experiments, with an uncertainty of about 1%, so a change
in pressure cannot account for the observed discrepancies.

We can roughly estimate the temperature increase caused by the repetitive
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Figure 3.13: The streamer velocity versus the streamer length at different gas
temperatures. In the rest of this chapter, a gas temperature of 300 K is used.

discharges. From the voltage-current waveform, we estimate that about 2mJ is
deposited in the plasma per 200 ns pulse. At 50Hz repetition frequency, this cor-
responds to P = 0.1W of heating power. The gas flush rate in the experiments
was f = 2 SLM ≈ 2× 101 L/min. Dry air at 0.1 bar and 300 K has a specific heat
capacity Cp = 1.0 kJ/(kg K), a density ρ = 0.12 kg/m3 and a thermal diffusivity
α = 2.2× 10−4m2/s. If we assume heating happens uniformly and neglect losses
to the vessel walls, then a rough estimate for the temperature increase would
be ∆T = P/(Cpρf) ≈ 2K. Alternatively, we could assume that heat is predomi-
nantly produced in the axial streamer channel and that heat diffusion occurs only
in the radial direction. This results in an ‘effective’ volume of order παht, where
h = 10 cm is the gap size and t the time. The temperature increase in this vol-
ume can then be estimated as ∆T = P/(Cpρπαh) ≈ 1× 101K. This is a rough
estimate, not accounting for e.g., wall losses or the actual flow pattern in the ves-
sel, nor the fact that the temperature close to the center could be considerably
higher. We only have preliminary experimental data on the temperature increase,
obtained with Raman scattering and optical emission spectroscopy. These mea-
surements indicated a ∆T in the range of 101 K to 102 K, consistent with the
estimate given above. We therefore conclude that gas heating might explain part
of the observed differences between simulations and experiments.

3.4.7 Effect of applied voltage

The uncertainty in the measured applied voltage is only about 2%, which is
unlikely to account for the observed discrepancies in streamer velocity. How-
ever, out of scientific curiosity, we nevertheless investigate the effects of the
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voltage amplitude and rise time on streamer propagation below. Figure 3.14
shows the streamer velocity in simulations at 12.5 kV, 15 kV and 17.5 kV, to-
gether with experimental data at 12.5 kV and 15 kV. Note that for the curve
labeled “Simulation-15kV-actual voltage”, the voltage is applied according to the
actual waveform used in the experiment, as shown in figure 3.2. For the other
cases, the applied voltage rises linearly from zero to the maximum voltage within
65 ns, after which it is constant. The streamer evolution is similar for the cases
with an actual voltage waveform and the linearly-rising 15 kV voltage waveform,
but the streamer is a little bit faster with the actual waveform, since it has a
slight overshoot. In all cases, the velocity profiles follow the same pattern: the
velocity first increases, then it decreases slightly, and finally it increases again as
the streamers approach the opposite electrode. As expected, streamer velocities
increase for higher applied voltages. The simulated streamers are always slower
than the experimental ones at the same applied voltage. On average, the veloc-
ity in a simulation at 17.5 kV agrees quite well with the experimental velocity at
15 kV. However, since the experimental uncertainty in the voltage is only about
2%, this cannot explain the observed discrepancies.

Figure 3.14: Streamer velocity versus streamer length in simulations and experi-
ments at different applied voltages. Note that the experimental results at 12.5 kV
show larger fluctuations than those at 15 kV. This happens because each frame
is taken from a new streamer, and discharge inception at lower voltages is more
stochastic.

We have also studied the effect of the voltage rise time on streamer prop-
agation, using an applied voltage of 15 kV and a variable linear voltage rise.
Figure 3.15 shows the streamer velocity and streamer radius versus the streamer
length for voltage rise times of 0, 20, 40 and 65 ns. The streamer with 0 ns rise
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time starts immediately when the simulation begins. Inception, here identified
by a reduction in the maximal electric field, takes longer with a longer volt-
age rise time. With a rise time of 20 ns, 40 ns and 65 ns, the streamers incept
at 10 ns, 20 ns and 30 ns, respectively. With a shorter rise time, the streamer
velocity is initially higher. As the streamers get longer they propagate at the
applied voltage and velocity differences become smaller when compared at the
same length. Because the voltage rise time has an effect on the conductivity of
the initial part of the streamer channel, small differences in velocity remain, with
slightly higher velocities for shorter rise times. When comparing the velocity at
the same streamer length (30 mm < l < 80 mm), the streamer velocity (averaged
over length) of the 0 ns rise time case increases by about 10% compared to the
65 ns case. But there is still about a 20% discrepancy compared to the exper-
iments. That a faster voltage rise leads to a higher streamer velocity was also
found in [21]. As in [21], we also observe a larger streamer radius with a shorter
voltage rise time, see figure 3.15 (b).

A related effect is that with a shorter voltage rise time, the electric field
initially exceeds the breakdown threshold in a larger area around the needle
electrode. This leads to a wider and more conductive streamer channel connected
to the electrode. At later discharge stages the internal electric field in this part
of the channel can therefore be lower while carrying the same electric current,
which leads to less light emission around the tip of the electrode.

3.4.8 Finite plate electrode vs infinite plate electrode

In this chapter, we apply a potential profile at the upper and lower domain
boundaries to make the simulations consistent with the experimental electrode
geometry, as described in section 3.2.2. This potential profile depends in par-
ticular on the radius of the HV electrode in which the needle is embedded, see
figure 3.1. If this electrode has a small radius, then the voltage will drop more
rapidly in its vicinity, leading to a background field that is higher close to the
electrode and lower farther away from it. If both the grounded and HV electrodes
instead have a very large radius the voltage drop will be approximately linear,
and the background field homogeneous.

Here, we compare simulation results for the experimental electrode geometry
with results using quasi-infinite plate electrodes and the same 10 mm long pro-
truding needle electrode. These ‘infinite’ electrodes are incorporated by applying
a voltage uniformly on the upper and lower domain boundaries. We use a linearly
increasing voltage with a rise time of 65 ns for both cases. Figure 3.16 (a), (b)
and (c) show the streamer velocity, streamer radius, and the maximal electric
field at the streamer head for these two cases. The background electric field and
the potential along the z axis for these two cases are shown in figure 3.16 (d).

The use of infinite plate electrodes leads to a couple of clear differences:

• The voltage drop between the electrodes is now approximately linear at
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(a) Streamer velocity versus streamer length

(b) Streamer radius versus streamer length

Figure 3.15: The streamer velocity and streamer radius versus the streamer
length for streamers with different voltage rise times.

0 mm < z < 85mm, whereas with finite electrodes this drop is steeper near
the HV electrode.

• The streamer velocity increases approximately linearly with streamer length,
in contrast to the pattern of acceleration, deceleration and acceleration with
finite electrodes.

• The streamer velocity is initially significantly lower, but when streamers
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(a) Streamer velocity (b) Streamer radius

(c) The Emax (d) The E and potential profiles

Figure 3.16: Panel(a) to panel(c) show the comparison of streamer propagation
parameters for streamers versus the streamer length with finite plate electrodes
and infinite plate electrodes, both with a needle electrode protruding 10 mm into
a 10 cm wide gap. Panel(d) shows the electric field and potential distribution
along the z axis in the absence of space charge. The solid lines are for electric
fields, and the dashed lines for electric potentials.

have nearly bridged the whole gap their velocities are similar regardless of
electrode geometry.

• The maximal electric field at the streamer head is now almost constant
between 5 mm and 75 mm, whereas a decrease and consecutive increase are
visible with finite electrodes.

• The background electric field is almost constant in the area 0mm < z < 85 mm,
whereas it continuously decreases from the needle electrode to the ground
with finite electrodes.

• The streamer is thinner than with finite electrodes, and the streamer radius
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keeps increasing until the streamer length is about 80 mm.

3.4.9 Effect of boundary conditions

The experiments are performed in a quasi-cylindrical vessel with a diameter of
32.4 cm and a height of 38.0 cm. The simulation domain does not capture the
whole vessel, see figure 3.1, so electrostatic boundary conditions for the simu-
lation domain need to be carefully set. The upper and lower boundaries use
pre-computed Dirichlet boundary conditions considering the effect of the finite
plate electrodes, as described in section 3.2.2. For our default case, these values
were pre-computed with a FEM method for a fully axisymmetric discharge ves-
sel with a 16 cm radius, in the absence of a discharge. However, the discharge
vessel contains observation windows and gas in and outlets, so it is not fully
axisymmetric, as shown in figure 3.17. In particular, it contains a large window
of 10 cm radius located 26 cm away from its center. Furthermore, we have thus
far applied homogeneous Neumann boundary conditions for the potential at the
radial boundary, whereas some type of Dirichlet boundary condition might be
more appropriate.

Figure 3.17: The geometry of the experimental discharge vessel, as seen from
the side. It is a quasi-cylindrical vessel that contains observation windows and
gas flow tubes. The ICCD camera captures pictures through the large window
on the right. We observed that streamers propagated slightly off-axis, with the
deviation towards the largest window, which is most likely related to the electric
potential distribution inside the vessel.

To investigate the effect of these boundary conditions on the potential, we
compare our default case with three other cases:

• Case 1: Identical to the default case, but using the FEM solution as a
Dirichlet boundary condition on the radial boundary (instead of homoge-
neous Neumann).
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• Case 2: A larger 16 cm × 10 cm computational domain, now using a Dirich-
let zero boundary condition on the radial boundary.

• Case 3: Identical to case 1, but now the electric potential was pre-computed
for a larger discharge vessel with a radius of 26 cm. This larger radius could
account, to some extent, for the windows it contains.

Figure 3.18 shows the streamer velocity versus length for all cases. Case 1
and case 2 give similar results. Compared to the default case, streamer velocities
are first slightly higher, but in the range 50mm < l < 80 mm they are lower.
This implies that the use of radial Dirichlet boundary conditions reduces the
potential at the streamer head at later stages. On the one hand, the agreement
between case 1 and case 2 shows that our computational domain is sufficiently
large for these cases, so that the discharge and boundary conditions are only
weakly coupled. On the other hand, the disagreement with the default case
indicates that this coupling is significantly stronger with homogeneous Neumann
boundary conditions. If we instead use boundary conditions pre-computed for
a larger discharge vessel (case 3), the streamer velocity is similar to the default
case.

Figure 3.18: Streamer velocity versus streamer length for different boundary con-
ditions for the electric potential. The default case uses homogeneous Neumann
boundary conditions in the radial direction, whereas cases 1, 2 and 3 use Dirich-
let boundary conditions, see section 3.4.9 for details.

It is difficult to say which of these cases most closely matches the experi-
ments, as the actual discharge charge vessel is not axisymmetric and contains
windows. That these windows play a role was confirmed experimentally, be-
cause the streamers propagated slightly off-axis, with the deviation towards the
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largest window. The default case and case 3 seem to give slightly better quali-
tative agreement in the streamer velocity, but this could just be a coincidence.
However, what we can conclude is that our results are sensitive to the used elec-
trostatic boundary conditions. For future validation studies, this could mean
there is a trade-off in the size of windows for optical access: large windows facili-
tate measurements, but they make it harder to accurately model the electrostatic
boundary conditions.

3.4.10 Needle electrode vs initial ionized seed

In previous computational studies, an elongated ionized seed with an equal den-
sity of electrons and positive ions was often used as a pseudo-electrode to start
a streamer, see e.g. [105, 146]. Due to electron drift such a seed becomes electri-
cally screened, leading to a high electric field at its tip that can start a streamer
discharge, depending on the shape and density of the seed [19]. However, to
quantitatively compare simulations with experiments, we have here instead im-
plemented an actual needle electrode in our field solver. This ensures that the
electric potential at the electrode contour is equal to the applied voltage.

To compare streamers originating from a needle electrode to those originating
from an ionized seed, we ran a simulation with an ionized seed of about 10 mm
long with a radius of about 0.5mm. The electron and N+

2 density were 1019 m−3

at its center, with a decay at a distance above d = 0.3mm using a so-called
smoothstep profile: 1− 3x2 + 2x3 up to x = 1, where x = (d− 0.3mm)/0.3mm [111].
Figure 3.19 (a) shows the evolution of the electric potential at the tip of the seed
and the needle electrode. With an actual electrode, the potential at the needle
tip agrees with the applied voltage (shown in figure 3.2). But with an ionized
seed, the actual potential at the seed tip is lower due to the seed’s finite con-
ductivity, and it essentially becomes part of the streamer. In other words, there
is a potential drop between the plate electrode and the tip of the former seed.
The streamer originating from an ionized seed is therefore slower, as shown in
figure 3.19 (b).

3.5 Summary

We have quantitatively compared simulations and experiments of single positive
streamers in artificial air at 0.1 bar. Good qualitative agreement is observed
between the experimental and simulated optical emission profiles. In both cases,
the streamers have similarly shaped bright heads, and darker tails. The streamer
velocity and radius also show good qualitative agreement. After inception, the
streamers first accelerate, then they slowly decelerate, and finally they accelerate
again when approaching the grounded electrode. Quantitatively, the simulated
streamer velocity is about 20% to 30% lower at the same streamer length, and
the simulated radius is about 1 mm (20% to 30%) smaller. These discrepancies



56 3.5. Summary

(a) Electric potential at the seed/needle electrode lower tip

(b) Streamer velocity versus streamer length

Figure 3.19: Comparison of streamers originating from an ionized seed (see text)
and a needle electrode.

could be explained by a temperature increase in the experiments due to 50Hz
repetitive pulses.

3.5.1 Possible errors in the experimental measurements

1. In the experiments, only preliminary measurements were available for gas
temperature variations in the vessel. These indicate that the gas temper-
ature due to previous discharges could locally rise by roughly 10 to 100 K.
A temperature increase towards the upper end of this range could explain
much of the observed differences between simulations and experiments.
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2. There are fluctuations in the streamer velocity obtained from the experi-
mental images, since each image corresponds to a different discharge. The
experimental velocity therefore has an intrinsic error of about 10% when
compared at a particular position or time.

3. The experimental uncertainty in the applied voltage is about 2%, and in
the gas pressure it is about 1%. The observed discrepancies in streamer
velocity can therefore not be explained by errors in these parameters.

3.5.2 Possible errors in the simulations

1. The streamer properties in a fluid simulation depend on the used transport
coefficients. The cross-section databases used here [115, 119, 124, 125] are
often based on data obtained decades ago. It is difficult for us to assess the
accuracy and uncertainty in this data, but having more recent cross-section
data would be helpful for the validation of simulation models.

2. We have used a fluid model with the local field approximation. Previous
studies have shown that the predictions of this model can deviate from
those of particle-in-cell simulations, see e.g. [35]. However, based on recent
unpublished comparisons of axisymmetric particle and fluid models in our
group, we think such model error is unlikely to account for the observed
discrepancies.

3. Related to the above point, discharge inception can sometimes not accu-
rately be modeled with a fluid model, since the continuum approximation
breaks down when there are few particles. This could perhaps also account
for some of the observed discrepancies.

4. The experiments were performed with a 50 Hz repetition rate, but the
simulations did not take into account remnants from previous pulses. An
accumulation of long-lived excited species could for example lead to in-
creased ionization rates. However, our simulations have been proven to be
quite insensitive to initial ionization conditions.

5. The experimental vessel contains several windows, of which one is large,
and it is not fully axisymmetric. This leads to uncertainty in the boundary
conditions for the electric potential in the simulations. Our simulation
results are sensitive to these boundary conditions. Experimentally, an off-
axis deviation of the streamer towards the largest window was observed.

3.5.3 Summary of results for parameter studies

1. The propagation of the discharge considered here – a streamer developing
on 102 ns time scale at 0.1 bar with a background electric field of about
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1.5 kV/cm – is mostly controlled by ionization reactions. Attachment, de-
tachment and recombination reactions have a much smaller effect.

2. Using transport coefficients computed from different cross-section databases
affects the simulated streamer evolution. However, the simulated velocities
are always significantly lower than those in the experiments. The choice of
Boltzmann solver (BOLSIG+ or Monte Carlo particle swarms) has little
effect on the velocity. By artificially increasing both the ionization coef-
ficient and the mobility by 20%, the simulated streamer velocity is much
closer to the experimental one.

3. Increasing the applied voltage increases streamer velocities. With a 17.5 kV
applied voltage, the simulated streamer velocity is similar to the experimen-
tal one at 15 kV. However, the experimental uncertainty in the voltage is
only about 2%. A longer voltage rise time initially slows down the stream-
ers, but its effect is weaker at later times and longer streamer lengths.

4. Initial or background ionization is essential for streamer inception, but it
hardly affects streamer propagation at later times. However, a very high
background ionization level leads to slower streamers, as it reduces the field
enhancement at their heads.

5. With ten times less photoionization, the streamer velocity increases by up
to 30%, in particular when the streamer has almost bridged the gap. How-
ever, the velocity profile then differs qualitatively from the experimental
measurements. With ten times more photoionization, streamers are sig-
nificantly slower, as they lose some of their field enhancement due to the
relatively high degree of ionization ahead of them.

6. A higher gas temperature leads to higher E/N values. For a 10 K change
in the gas temperature, the change in the streamer velocity at the same
length is about 3%. When the gas temperature is 360 K in the simulations,
the difference between the simulated and experimental streamer velocity is
less than 15%.

7. The size of the plate electrodes changes the background electric field in the
gap. This affects the maximum electric field at the streamer head, and can
lead to qualitatively different streamer propagation between the electrodes.
With quasi-infinite plate electrodes, the streamer velocity monotonically
increases within the gap.



Chapter 4

A computational study of steady
and stagnating positive
streamers in N2-O2 mixtures

In this chapter, we address two main topics: steady propagation fields
for positive streamers in air and streamer deceleration in fields below the
steady propagation field. We generate constant-velocity positive stream-
ers in air with an axisymmetric fluid model, by initially adjusting the
applied voltage based on the streamer velocity. After an initial tran-
sient, we observe steady propagation for velocities of 3 × 104 m/s to
1.2×105 m/s, during which streamer properties and the background field
do not change. This propagation mode is not fully stable, in the sense
that a small change in streamer properties or background field eventually
leads to acceleration or deceleration. An important finding is that faster
streamers are able to propagate in significantly lower background fields
than slower ones, indicating that there is no unique stability field. We re-
late the streamer radius, velocity, maximal electric field and background
electric field to a characteristic time scale for the loss of conductivity.
This relation is qualitatively confirmed by studying streamers in N2-O2

mixtures with less oxygen than air. In such mixtures, steady streamers
require lower background fields, due to a reduction in the attachment
and recombination rates. We also study the deceleration of streamers,
which is important to predict how far they can propagate in a low field.
Stagnating streamers are simulated by applying a constant applied volt-
age. We show how the properties of these streamers relate to the steady
cases, and present a phenomenological model with fitted coefficients that
describes the evolution of the velocity and radius. Finally, we compare
the lengths of the stagnated streamers with predictions based on the
conventional stability field.
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This chapter is adapted from the following publication:
Xiaoran Li, Baohong Guo, Anbang Sun, Ute Ebert and Jannis Teunissen. A com-
putational study of steady and stagnating positive streamers in N2–O2 mixtures.
Plasma Sources Science and Technology, 31(6): 065011, 2022.
The introduction and simulation model sections have been condensed for con-
ciseness in this adaptation.



Chapter 4. A computational study of steady and stagnating positive
streamers in N2-O2 mixtures 61

4.1 Introduction

The behavior of streamers strongly correlates with the background electric field
Ebg. Depending on Ebg, the propagation of a streamer can be accelerating,
steady, or stagnating. The goal of this chapter is to better understand positive
streamer propagation in air. In particular, we study when such streamers ac-
celerate or decelerate in homogeneous fields, by locating the unstable boundary
between these regimes with numerical simulations.

We simulate the propagation of positive streamers in air with a 2D axisym-
metric fluid model, which is described in section 4.2. In section 4.3, we investigate
the properties of steady streamers, which are obtained by adjusting the applied
voltage based on the streamer velocity. We simulate constant-velocity streamers
at velocities of 0.03 to 0.12 mm/ns and obtain corresponding steady propagation
field and apply dimensional analysis to relate the streamer radius, velocity, max-
imal electric field and background electric field to a characteristic time scale for
the loss of conductivity. Afterwards, the deceleration of streamers is studied in
section 4.4, by simulating stagnating streamers in a low background field. We
show how the properties of these streamers relate to the constant-velocity cases
and present a phenomenological model to describe the change in velocity and ra-
dius. We compare the lengths of the stagnated streamers with predictions based
on the conventional stability field, and link the electric field inside the streamer
channel with experimental stability fields.

4.2 Simulation model

4.2.1 Fluid model and chemical reactions

We use a 2D axisymmetric drift-diffusion-reaction type fluid model with the local
field approximation, as described in chapter 2. The chemical reactions considered
in this chapter are listed in table 4.1. They include electron impact ionization
(k1–k3), electron attachment (k4, k5), electron detachment (k6-k8), ion conversion
(k9-k13) and electron-ion recombination (k14, k15). The electron transport data
and the electron impact reaction coefficients depend on the reduced electric field
E/N , and they were computed using BOLSIG+ [116] with Phelps’ cross sections
for (N2, O2) [115, 123] using a temporal growth model. As was pointed out
in [110], data computed with a temporal growth model is more suitable for
positive streamer simulations than data computed with a spatial growth model,
which was used in [48].

The source terms S corresponding to reaction list 4.1 is expressed as

S = fεSi − Sη + Sdetach − Srecom + Sph, (4.1)

where Si, Sη, Sdetach, Srecom and Sph are the source terms for impact ionization,
attachment, detachment, electron-ion recombination and non-local photoioniza-
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Table 4.1: Reactions included in the model, with reaction rates and references.
The electron temperature Te in reaction rates k14 and k15 is obtained from the
mean electron energy (ϵe) computed by BOLSIG+ as Te = 2ϵe/3kB. Reaction
coefficients k1 - k5 are computed using BOLSIG+ [116] with Phelps’ cross sections
for (N2, O2) [115], k6, k7, k14 and k15 are retrieved from [113], k8 - k10 from [149],
and k11 - k13 from [150].

No. Reaction Reaction rate coefficient

1 e + N2
k1−→ e + e + N+

2 (15.60 eV) k1(E/N)

2 e + N2
k2−→ e + e + N+

2 (18.80 eV) k2(E/N)

3 e + O2
k3−→ e + e + O+

2 k3(E/N)

4 e + O2 + O2
k4−→ O−

2 + O2 k4(E/N)

5 e + O2
k5−→ O− + O k5(E/N)

6 O−
2 + N2

k6−→ O2 + N2 + e k6 = 1.13× 10−25m3s−1

7 O−
2 + O2

k7−→ O2 + O2 + e k7 = 2.2× 10−24m3s−1

8 O− + N2
k8−→ e + N2O k8 = 1.16× 10−18 exp(−( 48.9

11+E/N )2)m3s−1

9 O− + O2
k9−→ O−

2 + O k9 = 6.96× 10−17 exp(−( 198
5.6+E/N )2)m3s−1

10 O− + O2 + M k10−→ O−
3 + M k10 = 1.1× 10−42 exp(−(E/N

65 )2)m6s−1

11 N+
2 + N2 + M k11−→ N+

4 + M k11 = 5× 10−41 m6s−1

12 N+
4 + O2

k12−→ O+
2 + N2 + N2 k12 = 2.5× 10−16 m3s−1

13 O+
2 + O2 + M k13−→ O+

4 + M k13 = 2.4× 10−42 m6s−1

14 e + O+
4

k14−→ O2 + O2 k14(E/N) = 1.4× 10−12(300K/Te)
1/2 m3s−1

15 e + N+
4

k15−→ N2 + N2 k15(E/N) = 2.0× 10−12(300K/Te)
1/2 m3s−1

tion, respectively, and fε is a correction factor discussed below. Photoionization
is computed according to Zheleznyak’s model [89] using the Helmholtz approxi-
mation [135, 136], using the same photoionization model as [48].

Our model includes ion motion, which can be important at relatively low
streamer velocities or when studying streamer stagnation [51]. For simplicity, we
use a constant ion mobility µion = 2.2 × 10−4 m2/Vs [155] for all ion species, as
was also done in [48].

It can be difficult to simulate slow or stagnating positive streamers with a
standard fluid model using the local field approximation [51]. Such streamers
have a small radius, leading to strong electron density and field gradients that
reduce the validity of the local field approximation [156, 157]. In [48–50] the
electric field at the streamer tip was found to rapidly increase during streamer
stagnation, and simulations had to be stopped after the field became unphysically
large. Recently, it was shown that such unphysical behavior can be avoided by
using an extended fluid model that includes a source term correction depending
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on ∇ne [51]. In this chapter, we instead use a correction factor fϵ for the impact
ionization term as described in [158, 159]. This factor is given by

fϵ = 1− Ê · Γdiff

||Γdrift||
, (4.2)

where Ê is the electric field unit vector, and Γdiff and Γdrift are the diffusive and
drift flux of electrons, respectively, and fϵ is limited to the range of [0, 1]. As
discussed in [158, 159], this correction factor prevents unphysical growth of the
plasma near strong density and field gradients. The underlying idea is that the
diffusive electron flux parallel to the electric field (thus corresponding to a loss
of energy) should not contribute to impact ionization.

4.2.2 Computational domain and initial conditions

We simulate positive streamers in N2-O2 mixtures at 300 K and 1 bar, using
the axisymmetric computational domain illustrated in figure 4.1. A high voltage
is applied to the upper plate electrode (at z = 40mm), which includes a nee-
dle protrusion. The needle protrusion is implemented by modifying the multigrid
methods in [109] using a level-set function, as described in [145]. For the constant-
velocity streamers simulated in section 4.3, this needle is 2 mm long, with a radius
of 0.2 mm and a semispherical tip. To generate the stagnating streamers simu-
lated in section 4.4, more field enhancement is required. The needle used there is
8 mm long, with a radius of 0.2 mm, a conical tip with 60◦ top angle and a tip cur-
vature radius of 50µm. The lower plate electrode (at z = 0mm) is grounded. A
homogeneous Neumann boundary condition is applied for the electric potential
on the radial boundary. For plasma species densities, homogeneous Neumann
boundary conditions are used on all the domain boundaries. However, at the
positive high-voltage electrode electron fluxes are absorbed but not emitted.

With the short needle electrode the axial electric field is approximately uni-
form, except for a small area around the needle tip, as shown in figure 4.1. For
z between 0 mm and 32 mm, the electric field differs less than 1% from the av-
erage electric field between the plates Ebg. We therefore refer to Ebg as “the
background electric field” in the rest of the chapter.

To initiate the discharges, a neutral Gaussian seed consisting of electrons and
positive ions (N+

2 ) is used. Its density is given by n0 exp(−(d/R)2), with n0 =
1015 m−3, d the distance to the needle tip and R = 0.5 mm. Besides this initial
seed, no other initial ionization is included.

Adaptive mesh refinement is used as described in equation (2.14). We use
c0 = 0.5, c1 = 1.25 and d0 = 10µm, which leads to a minimal grid spacing of
∆xmin = 1.4µm.
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Figure 4.1: The computational domain. Right: electrode geometry and boundary
conditions. The needle protrusions used for generating constant-velocity (needle
electrode A) and stagnating streamers (needle electrode B) are illustrated. Left:
axial electric field distribution with the 2 mm long needle. Ebg is the average
electric field between the plate electrodes.

4.2.3 Velocity control method

In this chapter, we study steady streamers propagating at a constant velocity.
To generate such streamers, we adjust the applied voltage ϕ based on the dif-
ference between the present streamer velocity v and a goal velocity vgoal. In the
simulations, we cannot accurately measure v at every time step. Instead, we take
samples v∗ after the streamer head has moved more than 8∆xmin

v∗ =
(
zihead − zi−1

head

)
/
(
ti − ti−1

)
,

where zhead is the location of the maximum electric field and the superscripts i

and i−1 indicate the present and previous sampling time. Since this estimate is
still rather noisy, we average it with the four most recent samples of v to obtain
a smoothed velocity vi. The voltage is then updated as

ϕi = ϕi−1 +Kp(t
i − ti−1)(1− vi/vgoal), (4.3)

where Kp is a proportionality constant between 5× 1013 V/s and 2× 1014 V/s.
Figure 4.2 shows an example of a streamer forced to propagate at 5×104 m/s.

Corresponding profiles for the streamer velocity and applied voltage are shown
in figure 4.3 (the solid line). Initially, the applied voltage is 44 kV, which cor-
responds to a background electric field of 11 kV/cm. The applied voltage is
adjusted after 2 ns, using Kp = 7× 1013 V/s. As the applied voltage is reduced,
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the streamer velocity decreases, until it eventually converges to the goal velocity
after about 50 ns. The applied voltage then slightly increases, until it stabilizes
after about 200 ns.

Figure 4.2: Electric field strength between 2 ns and 200 ns for a streamer whose
velocity is forced to 5 × 104 m/s by the velocity control method described in
section 4.2.3. Note that the rightmost sub-figure has a different z axis. The
white curves indicate the tip of the needle electrode.

The initially applied voltage (ϕ0), the delay until the voltage is first adjusted
(T0) and the coefficient Kp can affect how the streamer velocity approaches the
goal value. Figure 4.3 shows the streamer velocities (a) and applied voltages (b)
versus time for streamers whose velocities are forced to be 5× 104 m/s but with
different ϕ0, T0 and Kp. Note that in the rest of the chapter we will use ϕ0 =
44 kV, T0 = 2ns, and Kp = 7× 1013 V/s, unless stated otherwise.

Although the initial profiles vary, they eventually converge to the same value,
which is also true for the streamer radius and the maximal electric field (which
are not shown here). Two additional cases are included in figure 4.3. One is with
a wider initial seed (R = 2 mm), and the other is with a longer needle electrode
(2.5 mm). As shown in figure 4.3, the corresponding applied voltages converge
to the same value. These examples therefore suggest that there is a unique
propagation mode for a given constant streamer velocity. We have observed that
for a steady streamer the charge profile near the streamer head translates with
the streamer velocity, so that it remains constant.
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(a) The streamer velocity versus time

(b) The applied voltage versus time

Figure 4.3: The streamer velocity and applied voltage versus time for streamers
whose velocities are forced to be 5 × 104 m/s. The initially applied voltage ϕ0,
the start time of voltage adjustment T0 and the coefficient Kp in the velocity
control method are varied. The cases labeled “wider initial seed” and “longer
needle electrode” correspond to a R = 2 mm initial Gaussian seed and a 2.5mm
long needle electrode. For these two cases, ϕ0 = 44 kV, T0 = 2ns, and Kp =
7× 1013 V/s.
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4.3 Investigation of steady streamers

In this section, we investigate “steady streamers” at constant velocities. We
remark that these streamers are not actually stable, in the sense that a small
change in their properties would lead to either acceleration or deceleration, as
shown in 4.3.4. The streamers studied here thus demarcate the unstable bound-
ary between acceleration and deceleration.

4.3.1 Background electric fields for steady streamers with dif-
ferent velocities

We simulate streamers at constant velocities from 3× 104 m/s to 1.2× 105 m/s,
using the velocity control method described in section 4.2.3. For the two slowest
and two fastest streamers, we use Kp = 5×1013 V/s and 2×1014 V/s, respectively.
For the streamer at a velocity of 1 × 105 m/s, Kp = 1 × 1014 V/s is used. A
larger Kp is used for faster streamers so that it takes a similar distance for all
streamers to enter a steady propagation mode. Figure 4.4 shows the electric field
and the electron density for these streamers when their heads are at z = 16 mm,
and corresponding on-axis curves are shown in figure 4.5. Furthermore, figure 4.6
shows the evolution of the streamer velocity (v), radius (R), maximal electric field
(Emax) and the background electric field (Ebg) versus streamer head position.
The streamer radius is here defined as the radial coordinate at which the radial
electric field has a maximum. We remark that there are other definitions of the
streamer radius, such as the optical radius and the electrodynamic radius [18],
which would lead to a different value. When the streamers reach steady states, v,
R, Emax and Ebg all remain constant. The values corresponding to these steady
states are shown versus each other in figure 4.7.

Faster steady streamers have a larger radius and a lower maximal electric
field, but they require a lower background electric field. For streamer velocities
from 3 × 104 m/s to 1.2 × 105 m/s the corresponding background electric fields
decrease from 5.4 kV/cm to 4.1 kV/cm. This dependence might at first seem
surprising, but can be explained by considering the loss of conductivity in the
streamer channel. Behind the streamer head, electron densities decrease due to
attachment and recombination, and the electric field relaxes back to the back-
ground electric field [48]. This suggests we can define an effective streamer length
as Leff = vτ , over which the background electric field is screened, where τ is a
typical time scale for the loss of conductivity. A faster streamer thus has a longer
effective length, as can be seen in figure 4.5. A lower background electric field is
therefore sufficient to get a similar amount of electric field enhancement. That
streamers can have a finite conducting length was recently also observed in [48].

With our axisymmetric model, we could not obtain steady streamers faster
than 1.2×105 m/s due to streamer branching. Another limitation was the limited
domain length, due to which the background electric field for the fastest two



68 4.3. Investigation of steady streamers

Figure 4.4: The electric field strength and the electron density for streamers in
air at velocities of 3 × 104 m/s to 1.2 × 105 m/s, when their heads are at z =
16 mm. All these streamers have reached steady states. The white equipotential
lines are spaced by 0.5 kV. Behind the streamer heads, the radius increases due
to ion motion.
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(a) The axial electric field strength

(b) The axial electron density

Figure 4.5: The axial electric field strength and electron density corresponding
to figure 4.4.

cases does not become completely constant in figure 4.6(b). Streamers slower
than 3×104 m/s were also difficult to obtain, because the streamer velocity then
becomes comparable to the ion drift velocity at the streamer head, causing the
streamers to easily stagnate. However, the range of steady propagation fields in
our simulations agrees well with the range of experimental stability fields (from
4.14 kV/cm to 6 kV/cm) in [41, 43, 44].

Our results show that the streamer stability field depends not only on the gas,
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(a) Streamer velocity (b) Background electric field

(c) Streamer radius (d) The maximal electric field

Figure 4.6: Streamer velocity, background electric field, streamer radius and
the maximal electric field versus the vertical position of the streamer head for
streamers in air at velocities from 3 × 104 m/s to 1.2 × 105 m/s. We take the
location of the maximal electric field as the streamer head position, and the
radius as the radial coordinate at which the radial electric field has a maximum.
The thinnest (and slowest) streamer has a radius of around 35µm.

but also on the streamer properties. If a faster and wider streamer is able to form,
it can propagate in lower background electric fields, which could explain some of
the variation in experimentally determined stability fields in air. For example,
in [44] streamers were generated from a needle in a plate-plate geometry. It was
found that a higher pulse voltage generated faster streamers, which required a
lower background electric field to cross the gap. The minimal steady propagation
field in our simulations is about 4.1 kV/cm. This value agrees well with the lowest
stability fields in air in previous experimental studies [43, 44, 46].
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4.3.2 Analysis of steady streamer properties

Figure 4.7 shows streamer velocities, radii, maximal electric fields and back-
ground electric fields corresponding to steady propagation. Two approximately
proportional relations between these variables can be observed. The ratio Emax/Ebg

is about 40± 2, and the ratio R/v is about (0.95± 0.2) ns. Below, we show how
these properties can be linked by considering the electric potential difference at
the streamer head δϕ.

Figure 4.7: Overview of steady streamer properties. The blue curves show
streamer velocity v, streamer radius R, maximum electric field Emax and back-
ground electric field Ebg. Each star symbol represents a steady propagation state,
by taking the average over the last 30 ns of propagation. The picture shows each
variable as a function of each other variable, with rows sharing the same y-axis
and columns the same x-axis.

First, the effective streamer length can be written as Leff = vτ , where τ is a
characteristic time scale for the loss of conductivity, see section 4.3.1. Just behind
the streamer head, the electric field is almost fully screened, and further behind
the head it relaxes back to the background field. Assuming that the relaxation
occurs exponentially, with a characteristic length scale Leff , the corresponding
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potential difference is
δϕ = vτEbg. (4.4)

Second, the electric field in the vicinity of a streamer head decays approximately
quadratically, like that of a charged sphere, with the decay depending on the
streamer radius. If one assumes that Ebg ≪ Emax, a simple approximation is
given by E(z) = Emax(1 + z/R)−2, with z = 0 corresponding to the location
of Emax at the streamer head. Although this approximation is only justified
for z ≲ R, most of the potential drop occurs in this region. It is therefore not
unreasonable to integrate up to ∞, giving

δϕ =

∫ ∞

0
E(z)dz = EmaxR. (4.5)

If equations (4.4) and (4.5) are combined, the result is

τ =
EmaxR

vEbg
. (4.6)

Figure 4.8 shows τ , as defined by equation (4.6), versus the background elec-
tric field and the streamer velocity. The result lies between 33 and 49 ns, which
corresponds well with the electron loss time scales due to recombination and
attachment given in [48]. Variation in τ is to be expected, because attachment
and recombination rates in the streamer channel can vary, for example due to
different electron densities and the electric field profiles. Furthermore, equation
(4.6) was derived based on rather simple approximations, and does for example
not take the degree of ionization produced by the streamer into account.

(a) Time scale τ versus the Ebg (b) Time scale τ versus streamer velocity

Figure 4.8: The time scale τ given by equation (4.6) versus the background
electric field and versus the streamer velocity for the steady streamers in figure 4.6
and 4.9.
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4.3.3 Steady streamers in other N2-O2 mixtures

In this section, we study streamers propagating at 5 × 104 m/s in other N2-
O2 mixtures, namely 90%N2:10%O2 and 95%N2:5%O2, again using the velocity
control method but with T0 = 4 ns. We also consider cases with modified data for
air, using either half the attachment rate, double the amount of photoionization
or no recombination reactions, to understand the effect of these processes on the
steady propagation mode. Figure 4.9 shows the background electric field versus
streamer position for these cases. The steady propagation fields for streamers
at 5 × 104 m/s are around 4.9 kV/cm in air, 3.5 kV/cm in 90%N2:10%O2 and
2.9 kV/cm in 95%N2:5%O2.

Figure 4.9: Background electric field versus streamer position for different N2-
O2 mixtures and for different transport data. The streamers obtain a constant
velocity of 5× 104 m/s. The label “standard” indicates the streamer in artificial
air (80%N2:20%O2). The labels “Kη = 0.5” and “Kph = 2” indicate cases with
half the attachment rate and double the amount of photoionization, respectively.

As shown in figure 4.9, the effect of doubling the amount of photoionization
is rather small, in agreement with e.g. [38, 106]. However, both the attachment
and the recombination rate have a significant effect on the steady propagation
field. This explains why steady propagation fields are lower with less O2, as at-
tachment and recombination rates are then reduced, see table 4.1. The dominant
recombination process in our simulations is between e and O+

4 , as O+
4 is one of

the main positive ions in the streamer channel [142]. With less O2, there will
also be less O+

4 .
The ×-symbols in figure 4.8 show the electron loss time scale τ given by

equation (4.6) for these steady streamers. As expected, τ increases when the
attachment rate is halved, when recombination reactions are omitted and when
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there is less O2. Note that for the case Kη = 0.5, only the attachment rates are
halved, and the recombination rates remain the same. It is therefore different
from the case in 90%N2:10%O2, in which both attachment and recombination
are reduced.

4.3.4 Instability of steady positive streamers

We here illustrate the instability of steady positive streamers. First, a streamer
whose velocity is forced to be 5 × 104 m/s. At 250 ns, it reaches a steady state
with a Ebg of 4.9 kV/cm. We use this steady state as the initial condition and
restart the simulation with Ebg modified by ±0.1 kV/cm. Figure 4.10 shows that
the streamer velocity then differs about 30% after 200 ns. Similar behavior was
previously found in [48] for positive streamers and in [39] for steady negative
streamers.

Figure 4.10: Illustration of the instability of steady positive streamers. The
solid line represents a streamer whose velocity is forced to be 5 × 104 m/s. The
dashed lines represent streamers that continued from the steady case at 250 ns
in a background electric field modified by ±0.1 kV/cm.

4.4 Investigation of stagnating streamers

Being able to predict whether a streamer can cross a given discharge gap is useful
for many applications. In section 4.3 we have investigated streamers at constant
velocities, which lie at the unstable boundary between acceleration and decel-
eration. These results help to predict whether a streamer with a certain radius
and velocity will accelerate or decelerate, depending on the background field.
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However, streamers that decelerate might still propagate a significant distance.
To predict how far they will go, we need to better understand their decelera-
tion. In this section we therefore simulate decelerating streamers that eventually
stagnate.

4.4.1 The characteristics of stagnating streamers

In this section, stagnating streamers are generated in low background fields,
using constant applied voltages. To still get discharge inception, a longer and
sharper needle electrode is used, as described in section 4.2. Simulations are
performed at constant applied voltages of 11.2, 12 and 12.8 kV, which correspond
to background electric fields of 2.8, 3.0 and 3.2 kV/cm, respectively. Figure 4.11
shows the discharge evolution for the 12 kV case. The streamer decelerates and
becomes narrower between 50 ns and 250 ns, and it stops after about 250 ns. Note
that the electric field and electron density at the streamer head also decay after
250 ns, in agreement with [51].

Figure 4.11: Electric field (a) and electron density (b) of the stagnating positive
streamer in air with an applied voltage of 12 kV between 50 ns and 300 ns. The
white equipotential lines are spaced by 240 V.

Figure 4.12 shows the evolution of the streamer head position, velocity, ra-
dius and maximal electric field for the three stagnating streamers. As expected,
a streamer stops earlier with a lower applied voltage. Several phases can be
identified. First there is acceleration in the high field near the electrode, during
which R increases and Emax decreases. Then there is a transition period, after
which the streamer starts to decelerate, with R decreasing and Emax increas-
ing, and the amount of charge in the streamer head decreasing. Eventually, the
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streamer velocity becomes similar to the ion velocity at the streamer head, and
the streamer stagnates, as was also observed in [51]. The stagnation time and
length are defined as the time and the streamer length when the radius again
starts to increase, as shown in figure 4.12c.

(a) Position versus time (b) Streamer velocity versus head position

(c) Streamer radius versus head position (d) The Emax versus head position

Figure 4.12: Stagnating streamers in air for applied voltages of 11.2 kV, 12 kV
and 12.8 kV. The results of axisymmetric fluid simulations are indicated by solid
lines. Solutions of the phenomenological model given by equation (4.10) are
indicated by dashed lines, using τ = 38.7 ns, τr = 2τ and Rmin = 26µm. The
red stars indicate the locations where the background field is equal to Esteady(v)
(panel b), Esteady(R) (panel c) and Esteady(Emax) (panel d). Here Esteady(v)
is the background field corresponding to steady propagation as a function of v
(see figure 4.7), and similarly so for Esteady(R) and Esteady(Emax). The purple
triangles indicate stagnation points.

With a higher applied voltage, the radius and velocity are larger whereas
Emax is lower. However, the minimal streamer radii are around 32µm for all
cases, close to the minimal steady streamer radius in figure 4.7.

In figure 4.13, we compare temporal v, R and Emax data for the stagnating
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streamers with data for steady states. The relations between v, R and Emax

are similar, even though the stagnating streamers develop in lower background
fields. For each of these quantities, the background field corresponding to steady
propagation can be obtained from figure 4.7, so that we have functions Esteady(v),
Esteady(R) and Esteady(Emax). In figure 4.12, we have marked the locations where
the actual background field is equal to Esteady(v), Esteady(R) and Esteady(Emax).
Note that at these locations the time derivatives of the respective quantities
are approximately zero, as is the case for steady propagation. In conclusion, the
results obtained for steady streamers can help to predict whether a streamer with
given properties accelerates or decelerates, with continued deceleration leading
to stagnation.

(a) The maximum electric field versus the streamer radius

(b) The streamer velocity versus the streamer radius
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(c) The maximum electric field versus the streamer velocity

Figure 4.13: Data for the stagnating streamers shown in figure 4.12, with each
data point corresponding to a different time. Curves for steady streamers (blue
dashed lines) are shown for comparison.

4.4.2 A phenomenological model for stagnating streamers

The deceleration of a streamer depends on multiple properties, e.g., its current
velocity, radius and the background electric field. To quantify this deceleration,
we now construct a fitted model for stagnating streamers. This model is based
on their similarity to the steady streamers studied in section 4.3, so we start
from equation (4.6). For the data shown in figure 4.7, Emax can empirically be
expressed in terms of the streamer radius as

Emax(R) = c0R
−1/3 = 7.25× 105

(
1m

R

)1/3

V/m, (4.7)

with an error below 1%. Plugging this into equation (4.6) gives τ = c0R
2/3/(vEbg).

Solving for v and R gives the following expressions

v∗ = c0R
2/3/(Ebgτ), (4.8)

R∗ = (Ebgτv/c0)
3/2 . (4.9)

We know that streamers satisfying these equations, for a certain value of τ , keep
the same radius and velocity. A simple coupled differential equation that also
satisfies these properties is

∂tv = (v − v∗) /τr,

∂tR = (max[R∗, Rmin]−R) /τr, (4.10)
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with v∗ and R∗ given as above, τr a relaxation time scale and Rmin a minimal
radius. If we fit this model to the stagnating streamer data, rather good agree-
ment is obtained for τ = 38.7 ns, τr = 2τ and Rmin = 26µm, which all seem
reasonable. Solutions for these parameters are shown as dashed lines in figure
4.12. These solutions start at t = 20 ns and they take the spatial dependence of
the background field into account. The relatively good agreement suggests that
equation (4.10) can be useful to describe the deceleration of a streamer.

4.4.3 Stability field

We now consider the relation between the streamer length and the concept of a
stability field. The streamer stability field is usually defined as Est = V0/d, where
V0 is the applied voltage at which a streamer is just able to cross a discharge
gap of width d [6, 43, 45, 46]. This concept can in principle also be applied to
streamers that do not cross the gap, with a length Ls < d. A commonly used
empirical equation, see e.g. [102, 160], is∫ Ls

0
(Ebg(z)− Est) dz = 0, (4.11)

where Ebg is the background electric field and the line from z = 0 to z = Ls

corresponds to the streamer’s path. Equation (4.11) can also be written in terms
of the background electric potential ϕ0(z) as Est = (ϕ0(0)− ϕ0(Ls))/Ls.

For the stagnating streamers at applied voltages of 11.2, 12.0 and 12.8 kV,
the corresponding values of Est are 5.18, 4.54 and 4.27 kV/cm. These values are
in the range of typical observed stability fields. For a higher applied voltage Est

is lower, because a faster streamer forms, in agreement with the results of section
4.3. By using a lower bound for Est, equation (4.11) can give an upper bound
for the streamer length. If we use Est = 4.1 kV/cm, as found in section 4.3,
the maximal lengths are 16, 21 and 27 mm for applied voltages of 11.2, 12.0 and
12.8 kV. For comparison, the actual observed lengths are 9.2, 15.1 and 24.2 mm,
respectively.

The analysis above was based on the background electric field. In contrast
to experimental studies, we can also determine the average electric field inside
the streamer channel Ech in our simulations, including space charge effects. We
measure Ech as the average field between the electrode and the location where
the streamer’s electric field has a maximum. In other words, Ech = (ϕ0(0) −
ϕ(z, t))/Ls, where z and t are the stagnation location and time, respectively.
This results in average fields of 3.22, 3.36 and 3.52 kV/cm for applied voltages
of 11.2, 12.0 and 12.8 kV. These values are significantly lower than the stability
fields determined above because they are based on the electrically screened part
of the channel. We can relate Ech and Est by considering the potential difference
induced by the streamer head, here denoted as δϕ(z, t) = ϕ(z, t)−ϕ0(z). It then
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follows that
δϕ(z, t) = Ls

(
Est − Ech

)
. (4.12)

For applied voltages of 11.2, 12.0 and 12.8 kV, the corresponding values of δϕ are
1.81, 1.79 and 1.80 kV. Note that when a streamer crosses a discharge gap, the
head potential is zero, so that Est = Ech.

In previous work Ech has been used as a measure of the stability field Est,
even for streamers not crossing the gap [6, 7, 161]. Our results show that Ech and
Est can differ significantly. However, according to equation (4.12) Ech and Est

converge for large streamer length, if one assumes a finite head potential. Finally,
we remark that the value of Ech = (ϕ0(0)− ϕ(z, t))/Ls depends on z. We have
here used the location corresponding to the maximal electric field. Placing z
behind the charge layer of the streamer head reduces Ech, whereas placing it
further ahead increases Ech, due to the large field around the streamer head.

4.5 Conclusions

We have studied the properties of steady and stagnating positive streamers in
air, using an axisymmetric fluid model. Streamers with constant velocities were
obtained by initially adjusting the applied voltage based on the streamer velocity.
Our main findings are listed below.

1. Positive streamers with constant velocities between 1.2 × 105 and 3 ×
104 m/s could be obtained in background electric fields from 4.1 kV/cm to
5.4 kV/cm. This range corresponds well with experimentally determined
stability fields.

2. The steady streamers are not actually stable, in the sense that a small
change in their properties will eventually lead to either acceleration or
deceleration.

3. The effective length of a streamer can be described by vτ , where v is the
streamer velocity and τ a time scale for the loss of conductivity in the
streamer channel. A faster streamer has a longer effective length, and can
therefore propagate in a lower background electric field than a slower one.

4. For the steady streamers, the ratio between radius and velocity is about
R/v ∼ 0.95±0.2 ns and the ratio between the maximal field at the streamer
head and the background field is about Emax/Ebg ∼ 40±2. However, there
is no clear linear trend between these variables. To a good approximation,
Emax ∝ R−1/3.

5. The radius, velocity, maximal electric field and background electric field
of steady streamers can be related to the conductivity loss time scale τ as
τ = REmax/vEbg. In air, the obtained values of τ range from 33 to 49 ns.
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6. In N2-O2 mixtures with less O2 than air, steady streamers require lower
background electric fields, due to reduced attachment and recombination
rates that result in a longer effective length.

7. By using a correction factor for the impact ionization source term and
by including ion motion, it was possible to simulate stagnating streamers
without an unphysical divergence in the electric field.

8. If a streamer forms near a sharp electrode and then enters a low back-
ground field, it will first accelerate, then decelerate, and eventually stag-
nate. The transition between acceleration and deceleration occurs close
to the background electric field corresponding to steady propagation. The
relationships between v, R and Emax for decelerating streamers are similar
to those of steady streamers.

9. A phenomenological model with fitted coefficients was presented to describe
the velocity and radius of decelerating streamers, based on the properties
of steady streamers.

10. For a streamer that has stagnated, the average background electric field
between the streamer head and tail resembles the empirical stability field.
The average electric field inside the streamer channel can be significantly
lower, in particular for relatively short streamers.





Chapter 5

A computational study of
streamers interacting with
dielectrics

We employ numerical simulations to study the dynamics of surface dis-
charges, which are common in high-voltage engineering. Our simulations
involve streamer discharges propagating towards a dielectric surface, at-
taching to it, and then propagating over the surface using a 2D fluid
model. Key findings revealed that streamers are mainly attracted to
dielectrics through electrostatic forces. Compared to gas streamers, sur-
face streamers exhibited smaller radii, higher electric fields, and greater
electron densities, resulting in faster propagation velocities. For posi-
tive surface streamers, a cathode sheath with a high electric field and
low electron density exists between the streamer head and the dielec-
tric surface, while negative surface streamers can touch the surface, cre-
ating a high-field area inside the dielectric. Several parameters were
explored, including applied voltage, dielectric permittivity, secondary
electron emission, positive ion mobility, and preset surface charges. A
higher applied voltage increased streamer velocities for both positive and
negative polarities. Positive streamers in dielectrics with higher permit-
tivity showed accelerated formation of surface streamers, while negative
streamers in such conditions experienced slower development. Electron
emission from dielectric surfaces hardly increases the velocity of positive
surface streamers, mainly due to the relatively strong photoionization in
air. Preset positive surface charge accelerates the development of nega-
tive streamers around dielectrics, whereas negative surface charge delays
or inhibits the development of negative surface discharges. Additionally,
we performed 3D particle simulations for positive surface discharges to
compare with the 2D fluid model. Observations revealed the presence of
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both surface and gas-phase streamer components in the 3D model, with
the width of the cathode sheath between the surface component and the
dielectric being similar in both 3D and 2D simulations.

The content in sections 3 and 4 of this chapter is adapted from:
[1] Xiaoran Li, Anbang Sun, Guanjun Zhang and Jannis Teunissen. A compu-
tational study of positive streamers interacting with dielectrics. Plasma Sources
Science and Technology, 29(6): 065004, 2020.
[2] Xiaoran Li, Anbang Sun and Jannis Teunissen. A computational study of neg-
ative surface discharges: Characteristics of surface streamers and surface charges.
IEEE Transactions on Dielectrics and Electrical Insulation, 27(4): 1178-1186,
2020.
The introduction and simulation methods sections from the two published papers
have been merged and included in chapter 1 and chapter 2 of this thesis, as well
as sections 1 and 2 of the current chapter.
The content in section 5 of this chapter contains the latest and unpublished
results.
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5.1 Introduction

Electric discharges in electronic devices and HV (high-voltage) equipment often
occur along dielectric materials. In the regions of HV stress around an insu-
lator, electron avalanches and streamer discharges can develop. These partial
discharges may eventually result in electrical breakdowns of the insulator. A
dielectric present in the vicinity of the electrodes not only modifies the fields
between the electrodes, but also serves as a possible source or sink of electrons
during the breakdown process. Studying the interaction between dielectrics and
streamer discharges is therefore important for understanding breakdown along
surfaces.

Our focus is on a specific geometry: a flat dielectric placed between parallel-
plate electrodes. This geometry resembles practical HV insulation applications,
such as insulators inserted between HV and ground electrodes in gas-insulated
switchgears [63, 80]. We simulate streamers interacting with dielectrics, includ-
ing discharge inception, attachment to the dielectric and propagation over the
surface.

The content of this chapter is as follows. The simulation model is described in
section 5.2. In sections 5.3 and 5.4, we focus on the interaction between dielectrics
and positive streamers and, respectively, negative streamers. In the subsections
of section 5.3 and 5.4, we study the characteristics of surface streamers compared
to gas-phase streamers, and investigate the effects of several discharge parame-
ters on the streamer’s inception time, propagation velocity and morphology. In
section 5.5, 3D particle simulations are performed for positive surface discharges
to compare with results from 2D fluid simulations.

5.2 Simulation Model

A 2D fluid model based on afivo-streamer is used in this chapter. We have
made several modifications to be able to simulate surface streamers:

• Electrons, ions and photons can be absorbed by dielectric surfaces.

• Surface densities and fluxes are stored separately from their equivalents in
the gas.

• The electric field computation takes into account the nonuniform dielectric
permittivities and the surface charge at the interface.

• A new Monte Carlo photoemission module is implemented, and the pho-
toionization routines are adjusted to account for the dielectric.
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5.2.1 Fluid Model

We use a 2D drift-diffusion-reaction type fluid model with the local field ap-
proximation as introduced in chapter 2. We here use a relatively simple source
term

S = Si + Sa + Sph + Sse, (5.1)

where Si is the electron impact ionization source term, Sa the electron attach-
ment, Sph the photoionization and Sse the secondary electron emission due to the
impact of both ions and photons. The electron impact ionization and electron
attachment terms are given by Si = αµe|E|ne and Sa = ηµe|E|ne, respectively,
where α and η are the ionization and attachment coefficients. Electron transport
and reaction coefficients for air (1 bar, 300K) were generated with Monte Carlo
particle swarm simulations (see e.g. [120]), using Phelps’ cross sections [115]. In
this chapter, these coefficients are tabulated up to a certain maximum electric
field, which is here 35 kV/mm; for higher fields, we use the tabulated value at
35 kV/mm. The positive ion mobility µ+

i = 3 × 10−4m2/Vs is here considered
to be constant, but in section 5.3.5 it is varied to investigate its effect on sur-
face discharges. For simplicity, the negative ion mobility is set to zero (µ−

i = 0)
throughout the chapter.

We assume that electrons and ions attach to the surface when they flow onto
a dielectric. They do not move or react on the surface, but secondary electron
emission from the surface is taken into account. For the impact of positive ions,
a SEE (secondary electron emission) coefficient γi is used. When a photon hits a
dielectric surface, we assume that the photon is absorbed. A SEE photoemission
coefficient γpe is used to determine the photoemission flux, see section 5.2.2. The
effect of these SEE coefficients is studied in section 5.3.4, elsewhere they are set
to zero. The secondary electron emission source term Sse is non-zero only in cells
adjacent to the dielectric surface. In these cells, it is given by

Sse = −∇ · (Γ̃pe − γiΓ̃
+
i ) (5.2)

where Γ̃+
i is the flux of positive ions onto the surface, and Γ̃pe is the pho-

toemission flux coming from the surface. By definition, both these fluxes are
non-zero only at the surface.

Secondary emission leaves behind positive surface charge on the dielectric.
Therefore, the surface charge density σs changes in time as

∂tσs = −e(Γ̃e + Γ̃−
i ) + e(1 + γi)Γ̃

+
i + eΓ̃pe, (5.3)

where e is the elementary charge and the other terms correspond to the fluxes
onto the dielectric surface: Γ̃e for electrons, Γ̃−

i for negative ions, Γ̃+
i for positive

ions, and Γ̃pe for photon electrons. We calculate fluxes on the gas-dielectric
interface in the same way as fluxes in the bulk gas, which may not always be
accurate [162]. However, we expect that this approximation, which was also used
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in e.g. [80, 163, 164], has no strong effect on the transient (non-equilibrium)
simulations presented here.

For positive streamers, secondary electron emission (SEE) from a dielec-
tric can be important, because these electrons can start avalanches growing to-
wards the streamer head. For negative streamers, electrons move away from the
streamer head, so that SEE electrons released from the dielectric would immedi-
ately flow back onto it. SEE from dielectrics is therefore neglected for negative
streamers in this chapter. We remark that SEE could play a role in the initi-
ation of negative streamers (for example through surface charge accumulation),
but that is outside the scope of the present thesis.

5.2.2 Photoionization and Photoemission

Positive streamer discharges need a source of free electrons ahead of them in order
to propagate. Photons can generate such free electrons through photoionization
in the gas or photoemission from a dielectric surface. In N2–O2 mixtures, non-
local photoionization can take place when an excited nitrogen molecule emits
a UV photon in the 98 to 102.5 nm range, which has enough energy to ionize
an oxygen molecule. The role of photoemission in surface discharges is less well
understood. Photons can be emitted from several excited states. The probability
of photoemission not only depends on the photon energy, but also on the surface
properties [69]. For simplicity, we consider only two types of photons here: high-
energy photons, which can generate photoionization and photoemission, and low-
energy photons, which can only contribute to photoemission and are not absorbed
in the gas. These processes are illustrated in figure 5.1.

Figure 5.1: Illustration of photoionization and photoemission mechanisms in air.
Two types of photons are considered. High-energy photons can generate pho-
toionization and photoemission, whereas low-energy photons are not absorbed
by the gas and only contribute to photoemission.



88 5.2. Simulation Model

Photoionization and photoemission are here modeled with a Monte Carlo
(MC) method. The idea is to approximate the photoionization source term
Sph and the photon flux onto the dielectric Γ̃pe by randomly sampling discrete
photons. For computational efficiency, these terms are updated every ∆tγ =
10∆t, where ∆t is the time step used for solving equation (2.1).

First, the number of ionizing (high-energy) photons produced per grid cell
during a time ∆tγ is determined. We use Zheleznyak’s model [89], in which the
number of ionizing photons is proportional to the number of impact ionization
events, as shown in equation (2.13). The corresponding proportionality factor is
set to ξpq/(p + pq), where We remark that ξ should in principle depend on the
electric field [89], but that it is here approximated by a constant ξ = 0.05, as
in [38]. Per cell, a random number is drawn to determine how many photons are
generated, see [139].

Since simulations are here performed in 2D, the discrete photons do not cor-
respond to (single) physical photons. Instead, the total photon number Nphotons

is fixed, so that the MC method always uses 105 photons. The weight factor w
of these photons is given by w =

∫
SγdV/Nphotons, where∫

SγdV = ξpq/(p+ pq)

∫
SidV, (5.4)

is the volume-integrated production rate of ionizing photons.
For simplicity, the number of produced low-energy photons is assumed to be

equal to the number of high-energy photons. As the low-energy photons only
contribute to photoemission, their effect can be controlled through the corre-
sponding photoemission coefficient.

Second, an isotropically distributed direction is sampled for each photon.
Afterwards, absorption lengths are determined. The absorption length of high-
energy photons is sampled from the absorption function for air, see e.g. [38].
Low-energy photons are not absorbed by the gas, so their absorption length is
set to a large value, making sure they always end up outside the computational
domain.

Third, we determine which photons hit a dielectric surface, and where they
do so. These photons are absorbed by the surface, where they contribute to
the local photoemission flux Γ̃pe. For the low-energy and high-energy photons,
photoemission coefficients γpeL and γpeH are used, respectively. If a surface cell
of area ∆A is hit by nL and nH low-energy and high-energy photons, then

Γ̃pe = (γpeLnL + γpeHnH)w/∆A. (5.5)

The effect of photoemission is investigated in section 5.3.4; elsewhere in this
chapter photoemission is not taken into account (so that γpeL = γpeH = 0).

Fourth, the remaining high-energy photons that are absorbed in the gas con-
tribute to photoionization source term Sph. If nγ photons are absorbed in a grid
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cell with volume ∆V , then
Sph = nγw/∆V. (5.6)

Low-energy photons and high-energy photons that are absorbed outside the com-
putational domain have no effect.

5.2.3 Computational domain and initial conditions

The geometry we use consists of a flat dielectric placed between two parallel-
plate electrodes, as shown in figure 5.2. This geometry resembles some actual
HV insulation applications, and its simplicity makes it suitable for numerically
studying surface discharges. The computational domain measures (40 mm)2, and
the dielectric is placed on the left side with a width of 10 mm. A constant high
voltage is applied at the upper electrode, and the lower electrode is grounded.
Neumann zero boundary conditions are applied on the left and right sides for
electric potential.

The gas is artificial air (80% N2 and 20% O2) at 1 bar and 300 K. The
background densities of electrons and positive ions are set to 1010 m−3 [165].
Discharges usually start in regions where the electric field is locally enhanced. In
actual HV devices, the electric field is often enhanced at a triple junction between
gas, dielectric and electrode. A realistic description of discharge inception (due
to e.g. partial discharges and surface charge accumulation) is outside the scope
of the present chapter. Instead, an ionized seed is placed near the upper triple
junction to enhance the electric field locally, as indicated in figure 5.2. The
ionized seed is about 2mm long with a radius of about 0.4 mm. The electron and
positive ion density are 5×1018 m−3 at the center, and they decay at distances
above d = 0.2mm with a so-called smoothstep profile: 1−3x2+2x3 up to x = 1,
where x = (d− 0.2mm)/0.2mm. When the electrons from a seed drift upwards,
the electric field at the bottom of the seed is enhanced so that a streamer can
start.

The minimum grid spacing ∆x used for the adaptive mesh is about 1.2 µm.
The mesh refinement depends on the local ionization coefficient α, ensuring that
∆x < 1/α.

5.3 Interaction between positive streamers and dielectrics

To investigate the interaction between positive streamers and dielectrics, the fol-
lowing parameter values are used unless indicated otherwise: an applied voltage
of 100 kV, a relative permittivity of the dielectric (εr) set to 2, a positive ion mo-
bility (µ+

i ) of 3× 10−4 m2·V−1·s−1, and no electron emission from the dielectric.
In section 5.3.1, the initial seed is placed at different distances from the dielectric
to study how the streamer-dielectric interaction affected by the streamer incep-
tion position. We also point out the main differences between surface and gas
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Figure 5.2: The computational domain. A parallel-plate geometry is used, with
a flat dielectric present on the left. Discharges start from the ionized seed present
close to the top electrode, as described in the text.

streamers. Next, we systematically study the effect of several parameters on the
surface discharges: the applied voltage (section 5.3.2), the dielectric permittivity
(section 5.3.3), the secondary electron emission coefficients (section 5.3.4), and
finally the ion mobility (section 5.3.5). The parameters investigated and their
values in each section are shown in table 5.1.

Table 5.1: Investigated parameters and their values in each section. Here d is
the distance between the seed center and the dielectric; U the applied voltage; εr
the relative permittivity of the dielectric; γi the ion-induced secondary electron
emission coefficient; γpe the photoemission coefficient and µ+

i the positive ion
mobility.

Section d/mm U/kV εr γi γpe µ+
i /m2·V−1s−1

5.3.1 0.5, 1, 2, 5 100 2 0 0 3× 10−4

5.3.2 0.5 92, 100, 112 2 0 0 3× 10−4

5.3.3 0.5 100 2, 3, 5 0 0 3× 10−4

5.3.4.1 0.4 100 2 0, 0.5 0 3× 10−4

5.3.4.2 0.5, 1 100 2 0 0, 0.5 3× 10−4

5.3.5 0.5 100 2 0 0 (0, 1, 5, 10)× 10−4

5.3.1 Streamer-dielectric interaction

Previous experiments have revealed that dielectrics attract positive streamers,
see e.g. [58, 59]. This attraction is also present in our numerical model. Figure
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5.3 shows the evolution of the electron density for an initial ionized seed placed
1mm away from the dielectric. It can be seen that the streamer starts to grow in
air and then gradually develops towards the dielectric. After connecting with the
dielectric, the streamer propagates down over its surface. The evolution shown
here is in qualitative agreement with the discharge photographs in [58].

To study the streamer-dielectric attraction, we have placed the initial ionized
seed at different distances from the dielectric. Figures 5.4 a–d show the electron
density for seeds placed at 0.5mm, 1mm, 2mm and 5mm from the dielectric.
For comparison, the electron density for a streamer in bulk gas is also shown
in figure 5.4e. In this simulation the dielectric was removed, so that the whole
computational domain contained gas, and the initial seed was placed at x =
20mm. Figure 5.4a shows the electron density at 15 ns, for the other cases,
which develop more slowly, results at 20 ns are shown. The closer the streamer
is located to the dielectric, the stronger the attraction to the dielectric becomes.
It can also be seen that a nearby dielectric increases the streamer’s velocity in
the gas, and that streamers here propagate faster on the surface than in the gas.

Figure 5.3: The streamer development process between 10 ns and 18 ns for seed
placed at 1mm from the dielectric. White equipotential lines spaced by 2 kV are
shown in part of the domain.

Attraction to the dielectric As photoemission is disabled here (see ta-
ble 5.1), the attraction of the streamer to the dielectric is purely electrostatic.
The net charge in the streamer head polarizes the dielectric, which increases the
electric field between the streamer and the dielectric. This effect is illustrated
in figure 5.5, which shows the horizontal electric field (Ex) around the streamer
heads. With a dielectric present, |Ex| increases on the dielectric side, and it is
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Figure 5.4: The electron density for streamers starting from different locations.
For panels a-d, the initial seed was placed at 0.5mm, 1mm, 2mm and 5mm
from the dielectric. For comparison, a streamer in bulk gas is shown in panel e.
Results are shown at 20 ns, except for panel a, which has the fastest propagation.
White equipotential lines spaced by 2 kV are shown in part of the domain.

reduced on the other side. The closer the streamer is to a dielectric, the stronger
this effect becomes. Eventually, the streamer will turn into a surface streamer.
As shown in figure 5.4, such a surface streamer is thinner and quite asymmetric
compared to a gas streamer.

In past research, the attraction of streamers to dielectrics could often be ex-
plained by the enhanced static field between pointed electrodes and dielectrics,
see e.g. [58, 60]. In contrast, the attraction to the dielectric is here due to the
space charge from the streamer itself, since in our plate-to-plate geometry, the
electric field has no horizontal component before a discharge is present. Assum-
ing that streamers propagate approximately along electric field lines [142], we
can therefore state that streamers lead themselves to the dielectric: their space
charge modifies the background field and causes a horizontal field component
that attracts them to the dielectric.

Surface charge on the dielectric could also play a role in attracting streamer
discharges, by modifying the background electric field. However, there is negligi-
ble surface charge here, as secondary electron emission is disabled in this section
and electrons move away from the dielectric. Positive ions do move towards
the dielectric, but there are initially few of them near the dielectric, and they
drift with a relatively low mobility, so that they hardly contribute to the surface
charge.
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Figure 5.5: Horizontal electric field (Ex) at 20 ns for streamers starting from
different locations. The curves are taken at the streamer head, at the height of
the maximum electric field.

Effect on streamer velocity Several experimental studies have found that
surface discharges are faster than bulk gas streamers [59, 62, 166]. Their in-
creased velocity was attributed to increased ionization rates near the dielectric,
accumulated negative charge and electron emission from the dielectric surface.
Electron emission from the dielectric is not included here (it is in section 5.3.4),
but we still find that the surface streamers are significantly faster. Figure 5.6
shows the streamer velocity and its maximal electric field for the case d = 1mm.
Note that both the velocity and the maximal electric field increase when the
surface streamer forms, at around y = 35mm. Even though the higher field is
mostly in the horizontal direction, see figure 5.5, it still contributes to a faster
vertical growth.

As can be seen in figure 5.4, the electron density inside a surface streamer
(∼ 1020 to 1021m−3) is higher than in a gas streamer (∼ 1019m−3) when the
discharge conditions are otherwise similar. This was also observed in for exam-
ple [82]. We remark that besides the presence of a dielectric, the electron density
inside a streamer discharge also depends on other factors, such as the applied
voltage, the streamer radius, the gas composition, and the amount of photoion-
ization. Also note that we use a Cartesian 2D model, in which there is less field
enhancement around the streamer heads than in full 3D, reducing the electron
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density in both surface and gas streamers.

(a) The maximum electric field

(b) The streamer velocity

Figure 5.6: The maximum electric field and streamer velocity versus the vertical
position of the streamer head.

There seem to be several related effects that lead to the increased surface
streamer velocity. The strong electric field between a surface streamer and a
dielectric pulls the surface streamer towards the dielectric. This reduces their
radius (as shown in figure 5.4), and results in an asymmetric streamer head shape,
which also leads to stronger electric field enhancement. The result is that the
ionization rate is increased, that the streamer has a higher degree of ionization,
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and that it propagates faster. This behavior is quite distinct from gas streamers,
which typically propagate faster when they have a larger radius [7].

Cathode sheath As shown in figure 5.7, the surface streamer ‘hovers’ over
the dielectric surface without fully connecting to it. This phenomenon was also
observed in simulations of dielectric barrier discharges [71, 167–169], and it only
occurs for positive streamers. The reason is that positive streamers grow from
incoming electron avalanches, but such avalanches require sufficient distance be-
fore they reach ionization levels comparable to the discharge. Positive streamers
can therefore not immediately connect to the dielectric surface. Due to the net
charge in the streamer head, a very high electric field is present in the narrow
gap between the streamer and the dielectric. The effect of secondary electron
emission on these dynamics is studied in section 5.3.4, and the role of the positive
ion mobility is investigated in section 5.3.5.

Figure 5.7: The electron density and the electric field around the positive
streamer head at 20 ns, for an initial seed at 1mm from the dielectric. Note
the gap between the streamer and the dielectric.

We remark that the maximum electric field of a positive surface streamer can
rapidly rise to very high values, as shown in figures 5.6a and 5.7. These high-
field areas typically contain a low electron density, but they still pose a problem
for plasma fluid simulations. In the present fluid simulations, the transport and
reaction coefficients (e.g., the ionization coefficient or the electron mobility) are
functions of the local electric field strength. These coefficients are tabulated up
to a certain maximum electric field, which is here 35 kV/mm; for higher fields, we
use the tabulated value at 35 kV/mm. More generally, the validity of the local
field approximation is questionable when there are such high electric fields (and
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corresponding strong gradients). For future studies in such ultra-high electric
fields, particle-in-cell simulations could therefore be more suitable, as was also
observed in [81]. Finally, we remark that a potential physical limitation for this
maximum electric field is field emission of electrons from the surface.

5.3.2 Effect of applied voltage

To study the effect of the applied voltage on surface discharges, we have per-
formed simulations for applied voltages of 92 kV, 100 kV and 112 kV, which cor-
respond to background electric fields of 2.3 kV/mm, 2.5 kV/mm and 2.8 kV/mm,
respectively. In all cases, the initial seed was located at 0.5mm from the dielec-
tric, and the evolution up to 15 ns was simulated. Figure 5.8 shows the maximum
electric field versus time, and figure 5.9 shows the electron density for three cases
at 7 ns and 9 ns.

Figure 5.8: The maximum electric field versus time for streamers in background
electric fields of 2.3 kV/mm, 2.5 kV/mm and 2.8 kV/mm between. The indicated
stages are I: initial stage, II: gas propagation, III: transition towards a surface
streamer, IV: stable surface propagation.

Both figures reveal the following stages in the streamer’s development:

1. The inception stage, in which the maximum electric field is from 0 to about
9 kV/mm in our setup and the streamer is hardly propagating, as shown
in figure 5.9a.

2. The gas-propagation stage, in which streamers propagate in the gas with
a maximum electric field below 12.5 kV/mm. This stage is visible in figure
5.9(a) and figure 5.9(b).
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Figure 5.9: The electron density for streamers in different background electric
fields (2.3 kV/mm, 2.5 kV/mm and 2.8 kV/mm) at 7 ns and 9 ns.

3. The transition stage from a gas streamer to a surface streamer, in which
the maximum electric field increases sharply. The streamer also loses its
rounded head shape, as shown in figures 5.9(b) and 5.9(c).

4. The surface propagation stage. The growth of the maximum electric field
is slowing down, and the streamer propagates along the dielectric, as shown
in figure 5.9(c).

Figure 5.8 shows that when the voltage is changed, the streamers still exhibit
similar behavior in these four stages. The main difference is that the inception
stage becomes shorter. For background fields of 2.3 kV/mm, 2.5 kV/mm and
2.8 kV/mm, the inception stages last 8.5 ns, 5.5 ns and 3.75 ns, respectively. The
second stage also becomes slightly shorter for a higher applied voltage.

Figure 5.10 shows the streamer velocities versus their vertical location for the
three applied voltages.

As expected, a higher background electric field leads to a higher streamer
velocity for streamers of the same length, in agreement with the experimental
results of [63].

5.3.3 Effect of dielectric permittivity

The relative permittivity ε of dielectric materials varies over a wide range. To
study how ε affects surface discharges, we have performed simulations with ε set
to 2, 3 and 5. As before, the initial seed was placed at 0.5mm from the dielectric,
and simulations were performed up to 15 ns.
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Figure 5.10: Streamer velocities versus their vertical location for different back-
ground electric fields.

The maximum electric field versus time for the three permittivities is shown
in figure 5.11. The main difference we observe is that the second and third
stages are shorter for a higher permittivity. A higher ε means the dielectric
polarizes more strongly, which leads to a stronger attraction of streamers to the
dielectric. Streamers therefore start the surface propagation stage earlier, and
their maximum electric field increases more rapidly. Note that their maximum
electric field is also higher during the surface propagation stage. In summary, we
can conclude that a higher permittivity leads to a faster transition into a surface
streamer, and a higher maximum field during the surface propagation stage.

Figure 5.12 shows the electron density for these three cases when all the
streamers are at y = 36mm. It can clearly be seen that the streamers attach
more rapidly to the dielectric with a higher permittivity. Notice also that the
surface streamer’s radius is smaller wither a higher dielectric permittivity, a result
of the stronger electrostatic attraction.

Figure 5.13 shows the velocity versus the streamer’s vertical position for the
different εr. The permittivity has only a small effect on the streamer’s velocity,
in agreement with the experimental observations of [60]. In contrast, a negative
correlation between the permittivity and the streamer velocity was found in [63].
The discrepancy could come from the different geometry that was used, in which
multiple surface and gas streamers propagated next to a cylindrical dielectric.

5.3.4 Effect of secondary electron emission from dielectrics

Electron emission from dielectrics may influence streamer velocities [170] and
affect the high electric field in the dielectric-plasma gap [171]. In this section,
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Figure 5.11: The streamers’ maximal electric fields versus time for dielectrics
with relative permittivities εr of 2, 3 and 5.

Figure 5.12: The streamers’ electron density for dielectrics with relative permit-
tivities εr of 2, 3 and 5. Results are shown at different times, at the moment
when the streamer heads are at y = 36mm.

we study how secondary electron emission affects surface streamers in our com-
putational geometry. Both ion-induced secondary emission (ISEE) and photo-
emission are considered.

Ion-induced secondary electron emission

The ion-induced secondary electron emission (ISEE) yield γi can vary over a
wide range [172–174]. Here we consider two cases, γi = 0.5 and γi = 0 (i.e., no
secondary emission). In this section, the initial ionized seed’s center is placed
0.4mm away from the dielectric, so that streamers start directly next to the



100 5.3. Interaction between positive streamers and dielectrics

Figure 5.13: Streamer velocities versus their vertical location for different relative
dielectric permittivities.

dielectric. Figure 5.14 shows the electron density and electric field distribution
at 15 ns for both ISEE coefficients. It can be seen that ISEE here has little effect
on the streamer length and the electric field. The electron density in the streamer-
dielectric gap is slightly higher behind the head for the streamer with γi = 0.5,
but this has negligible influence on the electric field in the gap. We can conclude
that the ISEE yield hardly affects the streamer head and its propagation (the
latter is mainly determined by the former). The reason for this is that positive
ions have a much lower mobility than electrons. Most positive ions are generated
close to the streamer head, and they will not reach the dielectric in time to
affect the rapidly propagating streamer head. Most ISEE electrons are therefore
released after the streamer has passed by.

Photoemission

The photo-emission coefficient γpe for typical dielectric materials varies between
10−4 to 10−1 for photon energies of 5–20 eV [175, 176]. This yield can be higher if
the material contains stains or defects, or when it is negatively charged [69, 172].
The measurement of γpe of dielectrics in air is often quite challenging [177]. We
here use several values for γpe to demonstrate how photoemission affects positive
streamers.

As discussed in section 5.2.2, we consider low-energy and high-energy pho-
tons, with the main distinction that high-energy photons can be absorbed in the
gas. The following four cases are considered for the photoemission coefficients
γpeL and γpeH for low-energy and high-energy photons:
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Figure 5.14: The electron density and electric field at 15 ns with the ion-induced
secondary electron emission coefficient γi set to 0 (left) and 0.5 (right).

1. γpeH=0, γpeL=0

2. γpeH=0.5, γpeL=0

3. γpeH=0, γpeL=0.5

4. γpeH=0.5, γpeL=0.5

In the simulations, streamers start near the dielectric, with the seed placed at
either 0.5mm or 1mm from the dielectric.

As shown in figure 5.15, photoemission by low-energy photons helps to start
a discharge near a dielectric. At 5.5 ns, the γpeL = 0.5 cases show the streamer
already bending towards the dielectric with a sharp tip, due to photoemission.
However, we remark that the inception time for these four cases is the same when
the seeds are placed at 1mm away from the dielectric. The secondary electrons
from the dielectric then need more time to reach the streamer, and the streamers
have already started due to the photoionization they generate. We conclude
that photoemission can be important for discharges close to dielectrics and for
discharges in gases with less photoionization than air.

Figure 5.16a shows the electron density distribution for the above four cases
at 11 ns. The streamers with γpeL = 0.5 are longer than the other two, since
they start earlier. Photoemission also causes them to attach to the dielectric
more rapidly. Another difference is that the narrow gap between streamer and
dielectric is smaller with more photoemission. This happens because photoemis-
sion provides seed electrons in the gap, which allows the streamer to get closer
to the dielectric. To see this more clearly, the electron density distributions at
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Figure 5.15: The electric field (top) and the electron density (bottom) in simu-
lations with different photoemission coefficients for high-energy (γpeH) and low-
energy photons (γpeL). Results are shown at 5.5 ns, when the streamer discharges
start to grow.

y = 36.4mm (the dashed line in figure 5.16(a) are shown for these four cases in
figure 5.16(b). Without photoemission, the electron density has a wider profile
with a lower maximum, and it is located farther from the dielectric. When pho-
toemission is included, the effect of the low-energy photons (i.e., γpeL = 0.5) is
most important here.

Figure 5.17 shows the streamer velocities versus their vertical position for
all four cases. The photoemission coefficients have only a small effect on the
velocity, which is a little higher with γpeL = 0.5. We think this is somewhat
surprising. A possible explanation is that photoemission mostly leads to growth
towards the dielectric, whereas photoionization in the gas contributes most of
the free electrons that cause growth parallel to the dielectric. Another effect in
the simulations presented here is that high-energy photons contribute less to a
streamer’s growth very close to a dielectric. There are two reasons for this. First,
these photons are absorbed at shorter distances if they hit a dielectric. Second,
their photoemission coefficient is here less than one (γpeH = 0.5), whereas in the
gas they always lead to photoionization.

5.3.5 Effect of positive ion mobility

The positive ion mobility µ+
i can affect surface streamers in two ways. First,

a higher ion mobility increases the amount of ion-induced secondary electron
emission (ISEE). However, since ISEE was found to play a negligible role in
section 5.3.4, its role is not further studied here, and we set the ISEE yield to
zero (i.e., γi = 0).

A second effect is that a higher ion mobility increases the conductivity of
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(a) The electron density at 11 ns

(b) Zoom of the electron density at y = 36.4mm

Figure 5.16: The electron density for simulations with different photoemission
coefficients.

the discharge, in particular in regions where the ion density is high compared to
the electron density. For positive surface streamer discharges, such a region is
present in the streamer-dielectric gap. This gap typically contains a high electric
field, especially close to the streamer head, see section 5.3.1. Electrons rapidly
drift away from the surface, whereas positive ions move from the high-density
discharge region towards the surface, as illustrated in figure 5.18.

To investigate how the positive ion mobility (µ+
i ) affects the decay of the high

electric field in the streamer-dielectric gap, we have performed simulations with
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Figure 5.17: Streamer velocities versus their vertical location for different pho-
toemission coefficients.

Figure 5.18: The electric field at 5.5 ns after streamer inception for a positive
ion mobility of 3×10−4m2/Vs. The electron and positive ion dynamics in the
streamer-dielectric gap are illustrated.

positive ion mobilities of 0, 1×10−4m2/Vs, 5×10−4m2/Vs and 1×10−3 m2/Vs,
using a seed placed 0.5mm from the dielectric. For these simulations, we have
recorded Ex in the middle of the gap at the point indicated in figure 5.18. The
recorded fields are shown versus time in figure 5.19. The maximum electric field
occurs when the streamer heads pass by the observation point indicated in figure
5.18. The decay of the peak in Ex is faster for higher µ+

i , which is most clearly
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Figure 5.19: The Ex field at the point (x, y) = (10.01mm, 36mm) versus time
for streamers with different positive ion mobilities. Here t = 0 corresponds to
the streamers’ respective inception times, which vary by less than a nanosecond
for the four cases.

visible for the µ+
i = 5× 10−4m2/Vs and µ+

i = 1× 10−3m2/Vs cases. Note that
the field also decays when the ions are immobile. This mainly happens because
the amount of net space charge is lower behind the streamer head, but electron
avalanches in the gap (due to e.g. photoionization) also contribute.

5.4 Interaction between negative streamers and di-
electrics

To investigate the interaction between negative streamers and dielectrics, the
following parameter values are used unless otherwise specified: an applied voltage
of 120 kV, a relative permittivity of the dielectric (εr) set to 2, and a positive ion
mobility (µ+

i ) set to 3× 10−4 m2·V−1s−1. Electron emission from the dielectric
is neglected, as elaborated in section 5.2.1.

The distance d between the initial seed and the dielectric is slightly varied
in this section, see table 5.2. In section 5.4.1, we use d = 1mm to study the
attraction of streamers towards the dielectric. In section 5.4.2 and 5.4.3, we use
d = 0.5mm, and in section 5.4.4 we use d = 0mm so that discharges directly
start at the interface. When the initial seed is placed farther away from the
dielectric, it will take longer for the streamer to reach the dielectric, but the
further discharge evolution is similar, as was also observed in section 5.3.

The applied voltage, dielectric permittivity and pre-set surface charge are
varied in sections 5.4.2, 5.4.3 and 5.4.4, see table 5.2. We study how these
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parameters affect negative streamers, in particular their inception, propagation,
morphology and surface charge characteristics. The simulations are performed
up to 20 ns. In all considered cases, streamers have reached the dielectric and
propagated over it within 20 ns. We do not consider later stages, in which the
discharge has reached the other electrode.

Table 5.2: Investigated parameters and their values in each section. Here d is
the distance between the seed center and the dielectric surface; U the applied
voltage; εr the relative permittivity of the dielectric and σs the initial surface
charge.

Section d/mm U/kV εr σs/pC·mm−2

5.4.1 1 -120 2 0
5.4.2 0.5 −112,−120,−128 2 0
5.4.3 0.5 -120 2, 3, 5 0
5.4.4 0 -120 2 −5,−1, 0, 1, 5

5.4.1 Streamer-dielectric interaction

Comparison with positive streamers The attraction of positive streamers
to dielectrics has been demonstrated in several experiments (e.g. [170])) and sim-
ulations (e.g. section 5.3). In our simulations, we observe a similar attraction for
negative streamers. Figure 5.20a shows the development of a negative streamer
between 4 ns and 14 ns for an initial seed placed 1 mm away from the dielectric
surface. For comparison, the development of a positive streamer under the same
conditions (but with a different voltage polarity) is shown in Figure 5.20b.

The electron density in the positive streamer channel (∼1019 m−3) is higher
than in the negative channel (∼1018 m−3). This can be explained as follows.
Electrons drift away from negative streamers, whereas they drift towards positive
streamers. The charge layer around positive streamers is therefore formed by
positive ions, which are less mobile than electrons, so that positive streamer
channels are more concentrated [19]. However, for both polarities, the electron
densities of surface streamers (∼1021 m−3) are higher than those of gas streamers,
which we also observed in section 5.3. This is primarily due to the enhanced
electric field of surface streamers, shown in Figure 5.21 and discussed below.
Surface streamers have a higher field due to electrostatic effects and due to their
reduced radius compared to gas streamers.

Another distinguishing feature is that the negative streamer starts earlier.
At 4 ns, its length is about 2 mm, whereas the positive streamer just starts.
However, afterwards positive streamers have a higher velocity, especially when
propagating over the surface. This is illustrated in Figure 5.21, which shows the
streamer velocity and its maximal electric field versus streamer length.
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From figures 5.20 and 5.21, we find that both negative and positive streamers
reach the dielectric at around y = 35 mm. The negative surface streamer forms
at around y = 29 mm and the positive surface streamer forms at about y =
33 mm. For both polarities, the maximum electric field and streamer velocity
increase when propagating over the surface. The maximum electric field for the
negative surface streamer is about 20 ∼ 25 kV/mm; for the positive one, it is
over 30 kV/mm.

For both polarities, the dielectric’s polarization strengthens the electric field
between the streamer and the dielectric, which attracts the streamer to the di-
electric. However, the negative streamer propagates along the surface for 6 mm
before a surface streamer forms, whereas this distance is only 2 mm for the pos-
itive streamer. There can be two reasons for this. First, for negative streamers,
electrons move away from the streamer channel, which leads to the accumulation
of negative surface charge on the dielectric. This surface charge lowers the electric
field between the streamer and the dielectric. Second, the negative streamer has
a larger radius and a lower electric field. This means it has lower and more spread
out charge density at its head, which leads to weaker electrostatic attraction to
the surface.

Figure 5.22 shows the streamer velocity versus maximum electric field for the
positive and negative streamers in figure 5.20. Compared to streamers in bulk
gas [7, 19], the relation between v and Emax is more complicated for streamers
interacting with dielectrics. Three stages with different slopes can be distin-
guished. When v < 0.9mm/ns, streamers are propagating towards the dielec-
tric. For v between 0.9 mm/ns and 1.6 mm/ns, a surface streamer forms, and for
v > 1.6mm/ns a surface streamer is propagating over the dielectric. Note that
for the same velocity, negative streamers have a lower maximum electric field,
but that the three stages occur at similar streamer velocities for both polarities.

Surface charge characteristics As mentioned before, electrons from a nega-
tive surface discharge move outwards, so towards the dielectric it is propagating
over. Figure 5.23 shows the evolution of the surface charge for the negative
streamer shown in Figure 5.20a. Up to 12 ns, the surface charge only increases,
which happens most rapidly near the streamer head. Afterwards, a reduction
in surface charge behind the streamer head is visible. This happens when the
back of the negative streamer becomes more positively charged, so that the field
between the back of the streamer and the negatively charged surface reverses.
Positive ions then flow to the surface and partially neutralize it.

The increasing surface charge near the streamer head can produce a high
electric field inside the dielectric, which was also observed in [71]. Figure 5.24
shows the electric field distribution for the streamer in Figure 5.20a at 14 ns.
A high electric field is present around y = 37.43 mm, which corresponds to the
location of the peak of the surface charge at 14 ns in Figure 5.23.

We remark that for positive surface streamers [71, 146], a streamer-dielectric



108 5.4. Interaction between negative streamers and dielectrics

(a) Negative streamers

(b) Positive streamers

Figure 5.20: Evolution of negative (a) and positive (b) streamers between 4 ns
and 14 ns, for an initial seed located at 1 mm from the dielectric surface on
the left. The applied voltage is -120 kV for negative streamers and 120 kV for
positive streamers. The dielectric permittivity is 2. Note that only part of the
computational domain is shown in this figure.
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(a) The maximal electric field

(b) Streamer velocity

Figure 5.21: Streamer maximal electric field (a) and velocity (b) versus y-location
of the electric field maximum. Results are shown for the negative and positive
streamers in figure 5.20 (labeled “negative, d=1mm” and “positive, d=1mm”,
respectively) and for corresponding cases in bulk gas without a dielectric. The
streamer velocity v is calculated by dividing the distance the streamer head moves
between two consecutive outputs by the output time interval.

gap with a high electric field but a low electron density has been observed. For
negative surface streamers no such gap is present, and the streamers can fully
connect to the dielectric surface, as shown in figure 5.24.
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Figure 5.22: Streamer velocity versus maximum electric field at the streamer
head. Results are shown for the negative and positive streamers in figure 5.20.

Figure 5.23: The evolution of the dielectric surface charge from 4 ns to 16 ns for
the negative streamer from figure 5.20a.

5.4.2 Effect of applied voltage

To study the effect of the applied voltage on negative surface discharges, we have
performed several simulations for applied voltages of 100 kV to 128 kV, which
correspond to background electric fields of 2.5 kV/mm to 3.2 kV/mm. In all cases,
the initial seed was located at 0.5 mm from the dielectric, and the evolution up
to 20 ns was simulated. Negative streamers usually require a higher background
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Figure 5.24: Electric field distribution for the negative surface streamer of figure
5.20a at 14 ns.

electric field than positive streamers [7]. With the geometry and initial seed used
here, the formation of negative streamers required a background electric field of
2.6 kV/mm, which is a little bit lower than the breakdown threshold, whereas
positive streamers could start in a field of 2.3 kV/mm. We remark that with a
different initial seed or with a pointed electrode streamers can also form in lower
background fields.

Figure 5.25 shows electron densities for negative streamers in background
electric fields of 2.8 kV/mm, 3.0 kV/mm and 3.2 kV/mm. When compared
at the same time, streamers are longer in a higher background electric field.
Whereas the differences are initially small, they increase at later times, because
the streamers accelerate. This is consistent with our findings for positive stream-
ers. Similar behavior was also observed experimentally, e.g. in [68]. Although
the background electric field affects the streamer velocity, the overall develop-
ment for these three cases is similar. Surface streamers form at about y = 32
mm, and when compared at the same length they have a similar shape.

The streamer velocity versus y-position of the streamer head is shown in figure
5.26. With time, the velocities as well as the differences between them increase.
Note that the negative streamer velocity does not start at zero, which is the case
for positive streamers. The difference is that negative streamers propagate with
at least the electron drift velocity [19], whereas positive streamers can only grow
due to ionization.

Figure 5.27 shows the surface charge distribution when the streamer heads
are located close to y = 28 mm. The profiles are similar, so the background
electric field has only a small effect on the amount of surface charge deposited
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Figure 5.25: Electron densities for negative streamers in a background electric
field of 2.8, 3.0 and 3.2 kV/mm, at 4 ns and 7.5 ns.

Figure 5.26: The streamer velocity versus the y-position of the streamer head in
several background electric fields.

at a certain length.
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Figure 5.27: The dielectric surface charge for streamers in different background
electric fields. Curves are shown at the moment the streamer heads are close to
y = 28 mm.

5.4.3 Effect of dielectric permittivity

To study the effect of the dielectric permittivity on negative surface discharges,
we have performed simulations with relative permittivities of 2, 3 and 5. The
initial seeds were again located at 0.5 mm from the dielectric, and simulations
ran up to 20 ns.

Figure 5.28 shows the electron density at 4 ns and 9 ns. At 4 ns, the streamer
lengths are still similar to each other. However, at 9 ns, the streamer velocity
is clearly higher with a lower permittivity. The same can be seen in figure 5.29,
which shows the streamer velocity versus the y-location of the streamer head.
Initially, the streamer velocities are similar, but afterwards streamers are slower
with a higher dielectric permittivity. The velocity difference (compared at the
same length) becomes smaller as the streamers grow longer. The slower velocity
can be explained from the following two aspects. A higher permittivity, which
enhances the electric field between streamers and dielectrics, leads to stronger
attraction of electrons to the surface. This directly leads to increased negative
surface charge, which reduces the electric field at the streamer head. The other
effect is that free electrons are more strongly attracted towards the dielectric.
This can reduce the amount of impact ionization taking place in front of the
streamer, as electron avalanches end up at the dielectric surface. We remark
that positive streamers behave differently: a larger permittivity led to faster
discharge inception, but had almost no effect on the streamer velocity.

Figure 5.30 shows the surface charge distribution when the streamers are close
to y = 30 mm and y = 28 mm. For streamers of the same length, there is more
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Figure 5.28: Streamer electron densities for dielectrics with relative permittivities
εr of 2, 3 and 5, shown at 4 ns and 9 ns.

Figure 5.29: Streamer velocity versus y-location for different dielectric permit-
tivities.

negative surface charge near the streamer head with a higher permittivity. After
the streamer head has passed by, the surface charge profiles are similar for the
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three cases. We can deduce that the amount of surface charge remaining after
flashover is not sensitive to the dielectric permittivity. This is consistent with the
discharge simulations reported in [80], in which the amount of surface charge was
similar for different dielectric materials. On the other hand, the rate at which
surface charge builds up before flashover could be sensitive to the permittivity.

Figure 5.30: The dielectric surface charge for different dielectric permittivities,
shown when the streamer heads are close to y = 28 mm and y = 30 mm. A
higher permittivity leads to more negative charges close to the streamer head.

5.4.4 Effect of preset surface charge

Surface charge accumulation is considered to be a tough problem for HVDC spac-
ers [178]. There have been quite a few experimental studies on how surface charge
affects subsequent discharges. Two cases can be considered: ‘same-polarity’ sur-
face charge, which has the same polarity as the surface discharge, and ‘opposite-
polarity’ surface charge. In two studies [64, 67], same-polarity surface charge
increased flashover resistance, whereas opposite-polarity surface charge reduced
flashover voltage levels. In contrast, another study found almost no effect of
same-polarity surface charge [65], and in [66] both unipolar and mixed-polarity
surface charge reduced flashover resistance. Therefore, the effect of preset surface
charge on surface discharges remains inconclusive.

The different experimental results mentioned above could be caused by dif-
ferent charge deposition methods. The experimental surface charge deposition
methods also create ionization (electrons and ions) in the gas. Since this ioniza-
tion affects the formation of surface discharges [179], it is hard to single out the
effect of the deposited surface charge. Differences could also be caused by the
fact that experimental charge deposition methods usually lead to a non-uniform
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charge distribution. A non-uniform surface charge distribution can enhance the
electric field near some parts of the dielectric, while reducing it in others.

Here we use numerical simulations to investigate the effect of preset surface
charge on negative surface discharges. Compared to experiments, simulations
allow full control over the initial surface charge distribution without affecting the
background ionization level. Different amounts of surface charge (both positive
and negative) are added at the beginning of the simulation. We place the initial
seed so that its center coincides with the dielectric surfaces. This ensures that
discharges start at the interface, which is also likely to happen in actual HV
equipment. The simulations are performed up to 20 ns.

Figure 5.31 shows the maximum electric field versus time for preset surface
charge densities of -5, -1, 0, 1 and 5 pC/mm2. The surface charge is placed uni-
formly. An enhancement of the maximum electric field indicates the development
of negative surface streamers, see figure 5.21. Figure 5.31 therefore shows that
preset positive surface charge accelerates the development of negative streamers
around dielectrics, while negative surface charge delays or inhibits negative sur-
face discharges. Negative surface charges reduce the electric field ahead of the
initial ionized seed, while positive charges enhance it. Our results agree with the
experimental measurements in [64] and [67]. They are also in agreement with
[68], in which it was found that residual surface charge with the same polarity
as the applied high-voltage suppressed the development of surface discharges.

Figure 5.31: The maximum electric field versus time for simulations with preset
surface charge densities of -5, -1, 0, 1 and 5 pC/mm2. Enhanced electric fields
indicate a negative surface streamer has formed.

Figure 5.32 shows the electric field along the dielectric surface for the above
simulation cases, measured 1 µm away from the dielectric (in the gas) at t = 1
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ns. At this time, the streamers start to form at the tip of the initial seed, located
at 37.5 mm. Note that the uniform surface charge leads to a non-uniform change
in the electric field, with the largest differences occurring near the electrodes.
With a negative surface charge, the electric field near the negative HV electrode
is reduced, whereas the field near the grounded electrode is enhanced. A positive
surface charge has the opposite effect. These changes in the electric field have a
strong effect on the development of surface discharges, as shown in figure 5.31.

Figure 5.32: The initial electric field along the dielectric surface for simulations
with preset surface charge densities of -5, -1, 0, 1 and 5 pC/mm2. The values
were measured at 1 µm outside the dielectric (in the gas) at t = 1 ns, when
streamers start to form.

In section 5.4.1, we presented results in which negative streamers deposited
negative surface charge on dielectrics. Such inhomogeneous surface charge may
not increase discharge resistance. In actual devices, the effects of surface con-
duction and volume conduction should also be taken into account [178]. Further
work is required to understand the role of these different mechanisms.

5.5 Comparing with 3D particle simulations

With our 2D model, we effectively simulate planar surface discharges. This leads
to some differences compared to a full 3D description. First, the electric fields and
charge densities in 3D are typically higher, as the streamer heads have a stronger
curvature. Second, it is often observed that both surface and gas streamers are
present in experiments [62, 180]. We do not observe these two components with
our 2D model. Furthermore, as we mentioned in section 5.3.1, Fluid simulations
may be unreliable for modeling the cathode sheath, which exhibits a high electric
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field but contains a low electron density.
Based on the reasons stated above, preliminary 3D particle simulations are

conducted in this section. Due to the high computational cost associated with
3D particle simulations, a smaller computational domain is utilized compared to
that used in 2D fluid simulations, and the simulation time is also reduced. The
electric field and electron density at the streamer head are qualitatively compared
between 2D fluid simulations and 3D particle simulations.

5.5.1 Simulation settings

The computational domain for 3D particle simulations is shown in figure 5.33.
It consists of a cube with a length of 8mm for each Cartesian coordinate. The
dielectric with a relative permittivity of 2 is placed on the left side with a width
of 3mm. The rest of the domain is filled with artificial air of 300K and 1 bar.

Figure 5.33: The computational domain for 3D particle simulations. A parallel-
plate geometry with a needle protrusion is used, with a flat dielectric present on
the left. Discharges start from the needle electrode.

We consider a plate-to-plate geometry with a needle protrusion connected to
the high voltage electrode. The length of the needle electrode is 1.1 mm and it
has a radius of 0.1mm. The tip of the needle electrode is a hemisphere with
the same radius. The center line of the needle electrode is placed at x=3.4 mm
and y=4 mm, which is 0.4 mm away from the dielectric surface. The bottom
electrode is grounded. A constant high voltage of 16 kV is applied on the upper
electrode (including the needle electrode), which corresponds to a background
electric field of 2 kV/mm between the plates. The boundary conditions of the
potential on the sides of the domain are given by homogeneous Neumann con-
ditions. The boundary conditions of the potential at the dielectric-gas interface
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are described in section 2.4. The particles are removed from the simulation if
they move into the needle-electrode or out of the domain. If a particle impacts
the dielectric surface, surface charge is accumulated on the dielectric according
to the particle’s weight. The particle is then removed from the simulation. In
this section, electron emission from the dielectric surface is disregarded.

The initial seed consists of 1000 electron-ion pairs at coordinates that are
drawn from a Gaussian distribution centered at R0 with a standard deviation
of 20µm. And R0 corresponds to the point (x=3.4 mm, y=4 mm, z=6.8 mm)
located 0.1 mm below the needle tip. The weight of each initial particle is set to
100.

The cross sections for N2 and O2 are taken from Phelps’ database [123].
Super-particles are used to represent multi physical electrons. The desired par-
ticle number in one cell is set to 50. Adaptive mesh refinement is used to control
the cell size, which leads to a minimal grid size of around 1µm.

5.5.2 Morphology of surface streamers in 3D

We ran the codes on a super computer with 4 AMD Opteron 6344 12-core pro-
cessors and 120 GB of RAM was used. With a computing time of 10 days, the
simulation time reaches 4.2 ns. The electron density evolution of the streamer
which starts at 0.4mm away from a dielectric surface between 1 ns and 4 ns is
shown in figure 5.34.

Figure 5.34: The electron density of a streamer which starts at 0.4 mm away
from a dielectric surface between 1 ns and 4 ns. Front view. The dielectric is on
the left side.
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The evolution of the streamer follows a similar pattern as depicted in figure
5.3. Initially, the streamer initiates in the air and is subsequently attracted by
the dielectric, propagating along its surface. This behavior is consistent with the
findings from 2D fluid simulations. However, there is a notable difference that a
gas-phase streamer component emerges alongside the surface component, which
aligns with observations made in experiments [62, 63]. The gas-phase streamer
component exhibits a slower velocity compared to the surface component, which
is also in line with experimental observations [62, 63]. Furthermore, the surface
streamer component exhibits a higher electron density and propagates at a faster
speed, consistent with the results of the 2D fluid simulations.

In figure 5.35, we present the electron density at 4.2 ns from different views.
The surface streamer appears narrower than the gas-phase component in the x
direction while extending in the y direction, resulting in a pancake-like shape.
On the other hand, the gas-phase component maintains a finger-like shape and
propagates away from the surface component.

Figure 5.35: The electron density of the streamer in figure 5.34 at 4.2 ns in
different views. The directions referenced in the figure are indicated in figure 5.33.

5.5.3 Comparison between 2D fluid simulations and 3D particle
simulations

Figure 5.36 shows the electron density and the electric field around the streamer
head of the streamer in figure 5.35, sliced at y=4 mm. The displayed region sizes
and the color bar of figure 5.36 are the same as figure 5.7. Comparing figure 5.7
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and figure 5.36, it is evident that the results from 2D fluid simulations exhibit
similar characteristics to those observed in 3D particle simulations regarding the
streamer head. In both cases, a cathode sheath with a low electron density and
a high electric field is present in the gap between the surface streamer and the
dielectric. Notably, the width of the cathode sheath is similar between the 2D
fluid and 3D particle simulations. However, one distinction is that the width
of the streamer head in the x direction is approximately 0.15 mm in 3D, which
is narrower than the width observed in 2D (around 0.22 mm, as shown in fig-
ure 5.14). The particle simulation exhibits a lower electron density in the gap
between the streamer and the dielectric compared to the fluid simulation, but
this difference does not significantly impact the electric field profile.

Figure 5.36: The electron density and the electric field around the streamer head
of the streamer in figure 5.35, sliced at y=4 mm.

Although similar characteristics of streamer heads have been observed be-
tween 2D fluid and 3D particle simulations, we note that these two simulations
were performed in different background electric fields (Ebg=2.5 kV/mm for the
2D fluid simulation and Ebg=2.0 kV/mm for the 3D particle simulation). In a
preliminary test, the electric field at the streamer head is up to 50 kV/mm with a
Ebg of 2.5 kV/mm, since the streamer head has a stronger curvature in 3D than
in 2D. Therefore, it is hard to run a relatively longer 3D particle simulation with
a Ebg of 2.5 kV/mm. We do observe that the streamer head shape is similar in
different Ebg in 3D simulations as we observed in section 5.3.2. A higher Ebg

would lead to higher electric fields and electron densities at the streamer heads.
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5.6 Conclusions

In this chapter, we have studied both positive and negative surface streamers
with numerical simulations. A 2D fluid model for surface discharges based on
the Afivo-streamer code [111] was developed. The model includes a Monte Carlo
procedure for photoemission from a dielectric surface. These new features are
compatible with the adaptive mesh refinement and the parallel multigrid solver
provided by the underlying Afivo framework [109].

We have used the new model to investigate the interaction of streamers and
dielectrics. We considered a parallel-plate geometry, with a flat dielectric between
the two electrodes. The characteristics of positive and negative surface discharges
were compared. The effect of several parameters was investigated: the applied
voltage, the dielectric permittivity, secondary electron emission caused by ions
and photons, the mobility of positive ions and the preset surface charges. Our
main findings are summarized below:

1. The attraction of streamers to the dielectric was found to be mostly elec-
trostatic. In our geometry, this attraction was caused by the net charge
in the streamer head, which polarized the dielectric, increasing the field
between the streamer and the dielectric. A higher dielectric permittivity
led to a more rapid attachment of the streamer to the dielectric.

2. Compared to gas streamers, both positive and negative surface streamers
have a smaller radius, a higher electric field, and a higher electron density.
In our simulations, this gave surface streamers a higher propagation velocity
than gas streamers. The maximum electric field and propagation velocity
of negative surface streamers are slightly lower than that of positive surface
streamers.

3. A narrow gap forms between positive streamers and dielectrics, as was also
observed in earlier work [71, 168, 169]. A very high electric field can be
present in this so-called ‘cathode sheath’. When negative surface streamers
propagate along a dielectric, the negative surface streamer could touch the
dielectric and the dielectric becomes negatively charged. The peak charge
density occurs around the streamer head, and it produces a high electric
field inside the dielectric.

4. A higher applied voltage caused the positive surface discharges to start
earlier, but they behaved qualitatively similarly. A higher streamer velocity
was observed with a higher applied voltage for both positive and negative
polarities.

5. For a positive streamer, a higher dielectric permittivity also accelerated the
formation of surface streamers. But for a negative streamer, a higher dielec-
tric permittivity slows down the development of negative surface stream-
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ers. This could be due to an increase in negative surface charge near the
streamer head, which reduces the streamer’s electric field. The effect be-
comes weaker for longer streamers.

6. For positive streamers, photoemission can accelerate streamer inception
near dielectrics. However, photoemission hardly increases the velocity of
surface streamers. A possible reason is that photoemission mostly leads to
growth towards the surface, whereas photoionization contributes more to
the growth parallel to the surface.

7. The positive ion mobility affects the decay of the high electric field in the
streamer-dielectric gap for positive streamers.

8. Preset positive surface charge accelerates the development of negative stream-
ers around dielectrics, whereas negative surface charge delays or inhibits
negative surface discharges.

Furthermore, the results of the 2D fluid simulations of a positive streamer
were compared with 3D particle simulations. We have observed the presence
of both a surface streamer component and a gas-phase streamer component.
Additionally, similar cathode sheath structures were found between the surface
component and the dielectric in 3D and 2D simulations.





Chapter 6

The effect of photoionization on
positive streamers in CO2
studied with 2D particle-in-cell
simulations

We investigate the effect of photoionization on positive streamer prop-
agation in CO2 with 2D particle-in-cell simulations. Positive streamers
require free electrons ahead of them to sustain their propagation, which
in air are typically provided by photoionization. Photoionization in CO2

is much weaker than it is in air, because fewer ionizing photons are
produced and their typical absorption distance is orders of magnitude
smaller. Our results show that even a small amount of photoionization
is possible to sustain positive streamer propagation, but that requires a
higher electric field around the streamer head than in air. Furthermore,
we propose a self-sustaining criterion for streamer discharges in CO2 and
we discuss the uncertainties in the photoionization model.
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This chapter is adapted from an electronic publication with a reduced introduc-
tion and model description:
Xiaoran Li, Anbang Sun and Jannis Teunissen. The effect of photoioniza-
tion on positive streamers in CO2 studied with 2D particle-in-cell simulations.
arXiv:2304.01531, 2023.
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6.1 Introduction

Discharges can occur in a wide range of gases. The properties of the gas have
a direct influence on the discharge characteristics in it. The discharges in a
single gas atmosphere exhibit distinct characteristics compared to in air, such
as more branches [7]. CO2 is increasingly used as an insulating gas [93, 102] in
high-voltage equipment, and it is the main component of many alternatives to
SF6 [181, 182]. Electric breakdown properties of CO2 have been measured in
many previous studies [94–100]. We here focus on streamer discharges in CO2,
which play an important role in the early stages of electric breakdown [6].

Positive streamers require a source of free electrons ahead of them to sustain
their propagation [6], as illustrated in figure 6.1. In air, such electrons are typ-
ically provided by photoionization, but in CO2 photoionization is much weaker,
since fewer ionizing photons are produced and because their typical absorption
distance is orders of magnitude smaller [92, 107]. In this chapter, we focus on
a particular question that was raised in [105]: can positive streamers propagate
due to photoionization in CO2? A quantitative photoionization model for CO2

is proposed. We use 2D particle-in-cell simulations to study whether such weak
photoionization in CO2 can sustain positive streamer growth. Furthermore, we
present a criterion for self-sustained propagation due to photoionization. And
we discuss how the assumption of a 2D Cartesian geometry affects our results
compared to a fully 3D description.

Figure 6.1: Schematic illustration of self-sustained positive streamer propaga-
tion due to photoionization. The streamer grows due to incoming electron
avalanches, which should generate a sufficient number of photo-electrons ahead
of the streamer so that the process is sustained.
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6.2 Simulation method

We simulate positive streamer discharges in CO2 using afivo-pic [112, 140],
an open-source parallel AMR code for particle-in-cell discharge simulations with
Monte-Carlo collisions (PIC-MCC).

6.2.1 PIC-MCC model

We provide a brief summary of the model below, for a more detailed description
see [112, 140]. Ions as tracked as densities, and they are assumed to be immobile
on the nanosecond time scales considered in this chapter. Electrons are tracked
as particles. They are accelerated by the electric field and stochastically collide
with a background of neutral gas molecules. The electron coordinates and ve-
locities are advanced with the ’velocity Verlet’ scheme, and isotropic scattering
is assumed for collisions. Electron-neutral scattering cross sections for CO2 were
taken from the IST-Lisbon database [183] on LXCat. This database contains an
effective momentum transfer cross section, accounting for the combined effect of
elastic and inelastic processes [184]. We subtracted the sum of the inelastic cross
sections to obtain an approximate elastic cross section that can be used in the
particle model.

To make the particle-in-cell simulation computationally feasible, super-particles
are used to represent several physical particles. The weights of super-particles
(how many physical particles they stand for) are adaptively controlled to obtain
a desired number of simulated particles per cell, which is here set to 75. Details
of the weight control method can be found in [112] and [140].

For simplicity and efficiency the simulations are performed in a 2D Cartesian
geometry, as full 3D simulations would be very costly. These 2D simulations can
be interpreted as taking place in a 3D slab of dimension Lx × Ly × Lz, periodic
in the z dimension, where Lx × Ly is the size of the computational domain and
Lz is a finite length. Particle densities are computed by averaging over the z
coordinate. The length Lz controls the amount of particle noise, and is here set
to 1 mm, as further discussed in section 6.4.2.

For computational efficiency, adaptive mesh refinement is used [109]. The
mesh is refined if α(E)∆x > 0.5, where α is the ionization coefficient. This leads
to a minimal grid size of around 1µm in our simulations.

6.2.2 Possible electron sources for positive streamers in CO2

Positive streamers require a source of free electrons in front of them for their
propagation [6]. Below, we discuss two common sources of such electrons: back-
ground ionization and photoionization.

Background Ionization Background ionization levels in ambient air (by ra-
dioactivity and cosmic rays) were reported to be 109 - 1010 m−3 at ground
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level [152]. The background ionization level in an experimental vessel filled with
CO2 from a high-pressure gas cylinder is probably significantly lower, as the gas
would contain less radon than ambient air. Experimentally, large statistical time
lags have been observed for the inception of positive streamers in CO2 [102, 103],
which suggests that there are typically few free electrons.

For positive streamer propagation, the composition of the background ioniza-
tion also matters. In electro-negative gases such as air, background ionization is
mostly present in the form of positive and negative ions. However, in pure CO2,
electron attachment is always dissociative CO2 + e → CO + O− [185], which
means that it only occurs for electrons with energies above 3 to 4 eV. In the
absence of an electric field, we therefore expect the main electron loss processes
to be wall losses, electron-ion recombination and electron attachment due to gas
impurities. Depending on the type of impurity, it might be possible to detach
electrons from negative ions when an electric field is later applied.

There is considerable uncertainty in all the above processes, which makes it
difficult to provide generic estimates for background ionization levels in CO2.
We therefore focus on the effect of photoionization in this chapter, and assume
there is negligible background ionization.

Photoionization in CO2 Compared to air, there is relatively little informa-
tion about photoionization in CO2 [92]. We implement a Monte Carlo photoion-
ization model in CO2 based on the results of Przybylski [107]. In [107] the ratio
ξω/αeff was measured at pressures of about 1 to 3 Torr, with values between
0.6×10−4 and 4.8×10−4. This ratio indicates how many photoionization events
are generated (on average) per net electron-impact ionization, with αeff being
the effective ionization coefficient, ω the photon production coefficient (with the
same units as αeff), and ξ the probability of ionization after photon absorption.
The value of ξω/αeff depends on the reduced electric field, and we follow the as-
sumption made in [92] that the pressure range in [107] to corresponds to reduced
electric fields between 260-1000Td, resulting in the field-dependence shown in
figure 6.2. Note that we extrapolated the ratio to zero for E/N = 200Td, and
that the ratio ξω/α = ξω/αeff · (αeff/α) is also shown.

We use photon absorption coefficients from [92, 186]. According to [92], pho-
tons with wavelengths of 83-89 nm can contribute to the photoionization of CO2.
For these photons, the absorption coefficients range from 0.34 to 2.2 cm−1Torr−1,
which corresponds to absorption lengths in the range of 6.1-40µm at standard
temperature and pressure.

There are several uncertainties in the above photoionization model, which
are discussed in section 6.4.1.

Monte Carlo photoionization procedure We use a Monte Carlo photoion-
ization procedure similar to the one described in [112, 137]. The basic steps
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Figure 6.2: Coefficients ξω/αeff [92, 107] and ξω/α (nearly identical), describing
how many photoionization events are generated on average per (net) electron-
impact ionization. We extrapolated ξω/αeff to zero for E/N = 200Td.

are as follows. For each electron impact ionization event, an ionizing photon is
generated with probability ξω/α. Such a photon starts at the location of the ion-
ization, and its direction is sampled from an isotropic distribution. Absorption
coefficients µ are sampled as

µ = µmin(µmax/µmin)
U1 , (6.1)

where U1 is a (0,1) uniform random number, µmax/p = 2.2 cm−1Torr−1 and
µmin/p = 0.34 cm−1Torr−1 are the maximum and minimum absorption coeffi-
cients [92, 186]. Note that this sampling follows from the linear approximation
in figure 24 of [92]. Afterwards, absorption distances are sampled from the ex-
ponential distribution as

l = −ln(1−U2)/µ, (6.2)

where U2 is another (0,1) uniform random number. Finally, a photoionization
event is generated at the location where the photon is absorbed, generating a
free electron and a positive ion.

6.2.3 Simulation domain and initial conditions

We simulate positive streamers in CO2 at 300 K and 1 bar, using the 2D Carte-
sian computational domain illustrated in figure 6.3. The computational domain
measures 8mm (width) times 16 mm (height). We use a parallel-plate electrode
geometry with a needle protrusion. A 2.1mm long needle electrode is inserted
at the center of the HV electrode, with a 0.1mm radius and a rounded tip.
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Figure 6.3: The computational domain and an example of the electron density
due to the initial seed.

A high voltage of 32 kV is applied on the upper electrode while the lower
electrode is grounded. The background electric field Ebg = 2kV/mm is defined
as the applied voltage divided by the gap length (16 mm). Note that Ebg is below
the breakdown electric field Ebd = 2.2 kV/mm [105].

Homogeneous Neumann boundary conditions are applied for the electric po-
tential on the left and right sides. Electrons are absorbed at electrodes, but not
emitted.

To initiate the discharges, a neutral seed is used. The seed consists of 100
electron–CO+

2 pairs at coordinates that are drawn from a Gaussian distribution
centered at the tip of the needle electrode with a standard deviation of 0.2 mm.
The corresponding initial electron density is shown in figure 6.3.

6.3 Results

6.3.1 A positive streamer in CO2 with photoionization

We simulate streamer discharges in pure CO2 with an applied voltage of 32 kV
using the model and conditions described in section 6.2. We run the simulation 7
times since the simulation results are stochastic when using a Monte Carlo model.
The first line of figure 6.4 shows the electron density profiles for these different
runs when the streamer heads locate approximately at y = 6 mm. The labels
on the figures indicate the time when each reaches the location. The average
time is 33 ns with a standard deviation of 1.41 ns. The streamer velocities are
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similar across multiple runs and this is also the case for the electron density in the
streamer channel and the streamer radius. The electron density and electric field
of the streamer in the first row (first line) between 5 ns and 32.5 ns are presented
in the last two lines of figure 6.4. The streamer continuously propagates in the
gap, sustained by the photoionization it produces.

Figure 6.4: Top row: electron density in linear scale for several positive streamers
in CO2, with the streamer heads located approximately at y = 6 mm. Bottom
two rows: time evolution of the electron density in logarithmic scale and electric
field of the streamer in the upper-left corner between 5 ns and 32.5 ns.

In these simulations, photoionization is much weaker than it is in air, mostly
due to the short absorption distance of ionizing photons. This results in a steeper
electron density gradient around the streamer edge than in air, as was also ob-
served to a lesser extent in simulations in air-methane mixtures [187]. Another
effect is that the discharge develops more stochastically, with streamer branch-
ing, and in particular many small branches. This happens because there are
relatively few photons that are absorbed at a sufficient distance to contribute to
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discharge growth.
The electron density in the streamer channel is around 1021 m−3 and the

maximum electric field at the streamer head is around 16-20 kV/mm during the
entire evolution, which is much higher than typical electron density and maxi-
mum electric field of positive streamers in air [105]. Although the channel devel-
ops stochastically, the streamer radius increases in a relatively stable way as the
streamer bridges the gap.

6.3.2 A self-sustaining criterion for streamer discharges in CO2

Self-sustained positive streamer growth requires Nsp ≥ 1, where Nsp is the
number of new photoionization events that will on average be produced due to
a single initial photoionization event. We present an approximate criterion for
such self-sustained growth based on the work of Naidis [188], in which criteria for
discharge inception in air near spherical and cylindrical electrodes were presented.
Our criterion has the following form:

Nsp = fg ξω/αeff

∫ rc

0
p(r)Ne(r)dr ≥ 1, (6.3)

where r = 0 corresponds to the streamer head position (the location of its charge
layer), rc is the distance at which the electric field equals the critical field, p(r) is
the probability of photon absorption at a distance r and Ne(r) is the final size of
an electron avalanche starting at location r traveling to r = 0. Furthermore, fg
is a geometric factor, and ξω/αeff is the factor given in figure 6.2. The underly-
ing idea is that a photoionization event produces an electron avalanche growing
towards the streamer head.

Equation (6.3) is a simplified version of an equation given in [188]. As in [188],
we assume that new photons are produced at r = 0, since the number of electrons
grows exponentially in an avalanche. The factor ξω/αeff therefore depends on
the field at the streamer head. The probability of photon absorption is given
by [89]

p(r) =
exp(−µminpr)− exp(−µmaxpr)

r log(µmax/µmin)
, (6.4)

where µmin and µmax are the pressure-reduced absorption coefficients given in
section 6.2.2.

A simplification made here is the geometric factor fg. Since streamers have no
spherical or cylindrical geometry, we use a simple line integral along their axial
direction. We roughly correct for geometric effects by assuming only photons
within an opening angle θmax = 20◦ contribute, so that fg = sin(θmax/2)

2 ≈ 0.03.
Another modification is that we limit the size of avalanches to Nmax, so that

Ne(r) = min

[
Nmax, exp

(∫ r

0
αeff(r

′)dr′
)]

. (6.5)
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As mentioned in [188], the exponential growth of avalanches stops when space
charge effects become important, see e.g. [189]. The number of electrons in
a streamer will depend on its length, radius and degree of ionization, but for
simplicity, we use a single value Nmax = 108. Without such a limitation, there
would be contributions of unrealistically large avalanches to equation (6.3), due
to the strong field around a streamer. Note that equation (6.5) is equivalent to
limiting the α-integral to a value log(Nmax) ≈ 18.4.

Figure 6.5 illustrates the criterion of equation (6.3). For several electric field
profiles, the value of log(Ne) and the integrand p(r)Ne(r) of equation (6.3) are
shown, and the resulting values for Nsp are given. The electric field profiles
were extracted from the simulations shown in figure 6.4 in the vertical direction,
starting from the streamer head, at 5 ns, 10 ns, 15 ns and 20 ns. The values of
Nsp suggest that the streamer is initially barely self-sustained (Nsp ∼ 1), whereas
at later times there are more photons available. However, we emphasize that
there is quite some uncertainty in equation (6.3), mostly due to the assumptions
about the geometric factor fg and due to the simple assumption of a maximum
avalanche size Nmax.

6.4 Discussion

6.4.1 Uncertainties of photoionization in CO2

As mentioned in [92], the only direct measurements of photoionization parame-
ters in CO2 (photon production and absorption) were performed in the sixties
by Przybylski [107] and Teich [108], at pressures of about 1 to 3 Torr. Our
photoionization model is based on these measurements, and it contains several
uncertainties. Most importantly, there appears to be no information on the colli-
sional quenching of emitting states, which could play a major role at atmospheric
pressure (as it does in air). Furthermore, measurements obtained at different
pressures and a constant current were converted into an E/N dependence in [92].
It is unclear how accurate this E/N dependence is, in particular when used in a
streamer discharge model in which fields vary rapidly in space and time. Other
uncertain aspects are that a factor 4π might have to be included in ξω/αeff , as
discussed in [92], and that the purity of the CO2 used in the experiments was
not reported.

Another option could be to directly use cross sections to model photoioniza-
tion in CO2. The first ionization limit of CO2 is 13.77 eV, which corresponds to
a photon wavelength of 90 nm. According to Pancheshnyi [92], photons in the
spectral range of 83-89 nm can contribute to the photoionization of CO2. Such
photons can be produced by transitions of OII, CII and OI after the dissociation
of a CO2 molecule. Dissociation cross sections contributing to VUV emission
were reported in [190]. These cross sections peak at energies of 100 eV to 200 eV,
and they require a typical threshold energy of about 50 eV.
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(a) Vertical electric field profiles near the streamer head of the streamer
in figure 6.4

(b) Logarithm of electron avalanche size Ne(r) according to equation
(6.5) versus the start position of the avalanche

(c) The integrand p(r)Ne(r) of equation (6.3), where p(r) denotes the
probability of photon absorption at a distance r

Figure 6.5: Illustration of the criterion in equation (6.3) with electric fields ex-
tracted from the simulations shown in figure 6.4.
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In preliminary tests with these cross sections, they led to a significantly
smaller production of photoionization than expected from the measurements of
Przybylski and Teich [107, 108]. To more accurately model photoionization in
CO2 at atmospheric pressure would thus probably require new measurements.

6.4.2 Effects of 2D Cartesian geometry

For computational reasons, we have performed simulations in a 2D Cartesian
geometry. Below, we discuss the effect of this geometry on our results.

One major difference is that in a Cartesian 2D geometry field enhancement
is significantly weaker, and it decays less rapidly in space, since streamer heads
in 2D have no curvature in the third dimension. However, the criterion for self-
sustained growth derived in section 6.3.2 is generic, and can also be applied in
3D. For example, if we assume that the electric field (E3D) ahead of a streamer
is given by

E3D = (1 + r/R)−2(Emax − Ebg) + Ebg, (6.6)

where r = 0 corresponds to the location of Emax at the streamer head, R =
0.1mm, Emax = 22 kV/mm and Ebg = 2kV/mm, then the result is Nsp = 13.5,
indicating that self-sustained growth is possible. The more rapid decay of the
field in 3D has no strong effect, since most photons are absorbed close to the
streamer head. Self-sustained growth is thus probably more easily obtained in
3D, due to the stronger field enhancement.

Although streamer branching can only be accurately studied in 3D, we can
qualitatively study the effect of stochastic fluctuations in 2D as well. As discussed
in section 6.2.1, the amount of particle noise in a 2D simulation can be controlled
by a parameter Lz, which indicates the ‘depth’ over which particle densities are
averaged in the third dimension. To investigate how Lz affects the simulation
results, we ran four cases with Lz set to 100mm, 10 mm, 1 mm and 0.1 mm,
which are shown in figure 6.6. Propagation velocities are similar in all cases. The
electron density around the streamer is smoother with a larger Lz, as expected.
A smaller value of Lz leads to a more irregular and thinner channel, with a
somewhat higher electron density.

We speculate that in 3D, positive streamers in CO2 would develop in a highly
irregular manner with many thin branches, similar to the evolution illustrated
in figure 6.6. Such stochastic growth has experimentally been observed in other
gases with weak or no photoionization [88].

6.4.3 Voltage dependence and inception behavior

We have studied the effect of the applied voltage by varying it with steps of 0.8 kV.
For voltages between 28.8 kV and 31.2 kV, we observed the formation of a local
ionized cloud around the needle tip, which did not result in streamer propagation.
Short positive streamers have also been observed in experiments [102]. In this
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Figure 6.6: The effect of the parameter Lz on 2D particle simulations. Lz controls
the amount of particle noise, see section 6.2.1. Electron densities are shown when
streamer heads are approximately at y = 11.5 mm (top, logarithmic scale) and
at y = 3mm (bottom, linear scale).

regime, the streamer is not self-sustained by photoionization, so there is only
limited growth due to a number of background free electrons.

The lowest voltage for the streamer to cross the gap was 31.2 kV, which
corresponds to a background field Ebg = 1.95 kV/mm close to the breakdown
field Ebd = 2.2 kV/mm. This is consistent with the experimental observation
in [102] that the positive streamers in CO2 could only cross the gap when Ebg

was close to Ebd, using a quasi-uniform field setup. However, we emphasize that
we cannot quantitatively compare our results against experiments since we use
a 2D Cartesian model in which field enhancement is significantly lower than in
3D, see section 6.4.2.

6.5 Conclusions

We have performed 2D PIC-MCC simulations of positive streamer discharges
in CO2, in which we included photoionization based on the measurements of
Przybylski [107] and Teich [108]. In our simulations photoionization was able
to sustain positive streamer growth in CO2. Such self-sustained growth only
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occurred in background fields close to the breakdown threshold, which can be
attributed to two main causes: first, the short absorption distance of ionizing
photons, and second, the use of a 2D Cartesian model, in which electric field
enhancement is weaker than in 3D. We have presented an approximate criterion
for self-sustained discharge growth due to photoionization, based on the idea that
a single photoionization event should produce on average at least one additional
photoionization event. We have also discussed the significant uncertainties in
photoionization parameters for CO2.
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Conclusions and outlook

7.1 Conclusions

This thesis is centered around simulations of streamer discharges, encompassing
four key aspects. Firstly, it involves the comparison between simulations and
experimental observations of positive streamers in air, aiming at validating our
fluid model. Secondly, it explores the characteristics of steady and stagnating
positive streamers, delving into how their propagation relates to the background
electric fields. Thirdly, it investigates the dynamics of streamer discharges in-
teracting with dielectrics, aiming to unravel the complex influences of different
physical mechanisms. Lastly, it examines the effect of photoionization on the
propagation of positive streamers in CO2 through particle simulations, and pro-
poses a self-sustaining criterion for streamer discharges in CO2. By addressing
these four aspects, this thesis contributes to the comprehensive understanding of
streamer discharge phenomena.

Macroscopic properties of streamers, such as their velocities and radii, are de-
termined by the movement and collisions of charged particles. The behavior of
these particles is influenced by external factors, such as applied voltages, as well
as the properties of the surrounding medium, including gas compositions, tem-
peratures, pressures, and the presence of nearby dielectrics. Consequently, these
factors also influence streamer properties. The above notion has been demon-
strated throughout the individual chapters of this thesis. Chapter 3 specifically
shows the effect of applied voltages and gas temperatures on streamer properties.
Chapter 5 demonstrates that the presence of a nearby dielectric can significantly
influence the propagation of streamers by altering the electric field profile around
the streamer head. Chapter 6 highlights that the morphology of streamers in CO2

can differ significantly from those in air, suggesting that the gas composition
plays a crucial role in determining streamer properties. Additionally, chapter 4
exhibits a complex relationship between the background electric field and the
streamer properties, including velocity, radius and the maximum electric field,
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addressing the nonlinear response of streamer properties to external conditions.
After the general conclusion above, we summarize the most important findings
from each chapter below:

• Chapter 3: The comparison between simulations and experiments of sin-
gle positive streamer discharges in air revealed good qualitative agreement
in terms of optical emission profiles, streamer velocity, and radius during
the entire evolution. Quantitatively, the simulated streamer velocity was
approximately 20-30% lower at the same streamer length, and the simu-
lated radius was about 1 mm (20-30%) smaller. The study investigated the
influence of various parameters, such as transport data, background ion-
ization levels, photoionization rates, gas temperatures, voltage rise time,
and voltage boundary conditions, on the agreement between the model and
experiment. It was noted that the observed discrepancies might be par-
tially attributed to an increase in gas temperature due to the experimental
repetition frequency of 50 Hz.

• Chapter 4: Steady positive streamers at different constant velocities were
obtained in background electric fields ranging from 4.1 kV/cm to 5.4 kV/cm,
which corresponds well with experimental stability fields. Faster steady
streamers have a larger radius, a lower maximal electric field, a longer
effective length and can propagate in a lower background electric field, in-
dicating that there is no unique stability field. Behind the streamer head,
electron densities decrease due to attachment and recombination, and the
electric field relaxes back to the background electric field. A faster streamer
thus has a longer conductive length. A lower background electric field is
therefore sufficient to get a similar amount of electric field enhancement.
This is supported by the observation that steady streamers in N2-O2 mix-
tures with lower O2 content than air require lower background electric
fields. In the case of a stagnated streamer, the average background electric
field measured between the streamer head and tail resembles the empiri-
cally determined stability field.

• Chapter 5: A 2D fluid model for surface discharges was developed based
on the Afivo-streamer code. The characteristics of positive and negative
surface discharges were studied in a parallel-plate geometry, with a flat
dielectric between the two electrodes. The attraction of streamers to the
dielectric was mainly electrostatic. Compared to gas streamers, both pos-
itive and negative surface streamers have a smaller radius, a higher max-
imum electric field, a higher electron density and a higher propagation
velocity. A narrow gap with a high field and a low electron density occurs
between positive streamer heads and dielectrics, while the negative sur-
face streamer can touch the dielectric. Photoemission can accelerate the
inception of positive streamers near dielectrics. Nevertheless, the increase
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in streamer velocities due to ion-induced and photo-induced electron emis-
sion from the dielectric is limited, as photoionization plays a dominant role
in streamer growth. Additionally, the presence of preset opposite-polarity
surface charge promotes the development of streamers around dielectrics,
whereas same-polarity surface charge delays or inhibits surface discharges.

• Chapter 6: Photoionization in CO2 is significantly weaker compared to air
because fewer ionizing photons are produced and because their absorption
distance is much shorter. To investigate the effect of photoionization in
CO2, a Monte Carlo photoionization model was developed. By conducting
PIC-MCC simulations incorporating this novel photoionization model, we
found even a small amount of photoionization was able to sustain positive
streamer growth in CO2, but this required a higher electric field around
the streamer head than in air.

7.2 Outlook

Improving simulation accuracy through new measurements of cross-
sections and photoionization parameters: The need for new measure-
ments on cross-sections and photoionization parameters arises from the depen-
dence of simulation accuracy on accurate input data. Existing cross-section
databases for gases like N2 and O2 were mostly obtained decades ago, while
data for popular insulating gases such as CO2, SF6, and C4F7N are limited.
Furthermore, there is a lack of available data on photoionization parameters of
gases other than N2-O2 mixtures. Evaluating the accuracy and uncertainty of
the existing data poses challenges. Obtaining more accurate input data would
enhance the validation of simulation models and enable streamer simulations in
a broader range of gases.

Considerations for three-dimensional simulations: Three-dimensional sim-
ulations should be considered if they are feasible within reasonable cost for the
following reasons. Firstly, branching streamers and non-axisymmetric streamers,
such as surface discharges, are more prevalent in nature and laboratory settings
than single-filament streamers. Accurate depiction of these streamers requires
the use of 3D models. Secondly, studying branching streamers can lead to new
insights and findings that go beyond the understanding of single-filament stream-
ers. For example, it could be possible that due to repeated branching, streamers
in moderately high background fields will not continually accelerate, but on av-
erage obtain a certain velocity and radius. Another interesting aspect is how the
presence of multiple streamers changes the background field required for their
collective propagation, i.e., the stability field. Furthermore, in a surface dis-
charge, the interaction between surface streamers and gas-phase streamers can
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only be described in 3D. Hence 3D simulations are essential for investigating
surface discharges.

Choosing proper boundary conditions in streamer simulations: Bound-
ary conditions are essential for solving partial differential equations. The selec-
tion of boundary conditions in streamer simulations can impact the computa-
tional results. In section 3.4.9, it was observed that using different boundary
conditions, such as homogeneous Neumann or Dirichlet conditions, on the radial
boundary of a 2D asymmetric configuration led to slight variations in streamer
velocities. Additionally, the selection of boundary conditions becomes critical
for specific scenarios. For instance, for surface discharges, the boundary condi-
tion at the gas-dielectric interface directly influences the accumulation of surface
charge on the dielectric surface and consequently affects the accuracy of electric
field calculations. However, how to properly set the boundary condition remains
unclear due to lack of the secondary emission data. New measurements are re-
quired regarding this aspect. Numerically, boundary conditions for the electron
flux from the gas side towards a dielectric surface in a fluid model can be refined
by comparing fluid and particle simulations.
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Summary

Streamer discharges are a common initial stage of electrical discharges. They
create the first ionized paths for later heat-dominated spark discharges, playing
an important role in electric breakdown in nature and in high voltage devices.
Simulations, which provide a full temporal and spatial evolution of fields and
plasma species, are powerful tools for studying the physics of streamer discharges.
They allow for the deactivation or artificial amplification of physical mechanisms,
offering a detailed understanding of complex behavior of streamers.

This thesis takes a further step on previous computational studies on streamer
discharges. We focus on four open questions on discharges in high-voltage de-
vices, namely how accurate are current commonly used simulation models, how
streamer properties depend on the background electric field, how streamers in-
teract with dielectrics, and how positive streamers propagate in gases different
from air.

First, simulations and experiments of positive streamer discharges in air at
100 mbar were compared for model validation. Single-filament streamers were
generated in a plate-plate geometry with a protruding needle and their evolution
was captured with a high-speed camera. A 2D axisymmetric drift-diffusion-
reaction fluid model was used to simulate streamers under closely matched con-
ditions. Good qualitative agreement was achieved between the experimental and
simulated optical emission profiles, as well as the streamer velocity and radius
throughout the evolution. However, quantitatively, the simulated streamer ve-
locity and radius were approximately 20% to 30% smaller. The study examined
the impact of various parameters, such as transport data, background ionization
levels, photoionization rates, gas temperatures, voltage rise time, and voltage
boundary conditions on the agreement between the simulations and experiments.
The observed discrepancies could potentially be attributed to an increase in gas
temperature caused by the experimental discharge repetition frequency of 50 Hz.

Second, streamers can be accelerating, steady or stagnating in different elec-
tric fields. We explored steady propagation fields for positive streamers in air and
streamer deceleration in fields below the steady propagation field. To generate
constant-velocity positive streamers, an axisymmetric fluid model is employed,
adjusting the applied voltage based on the streamer velocity. Steady propaga-
tion is observed for streamers at constant velocities ranging from 3× 104 m/s to
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1.2× 105 m/s, with no changes in the background field during this phase. Inter-
estingly, faster streamers can propagate in lower background fields than slower
ones, indicating the absence of a unique stability field. The study establishes a
relationship between streamer radius, velocity, maximal electric field, background
electric field, and a characteristic time scale for conductivity loss. Additionally,
the deceleration of streamers is investigated, and a phenomenological model with
fitted coefficients is presented to describe the evolution of velocity and radius for
stagnating streamers. A comparison is also made between the lengths of stag-
nated streamers and predictions based on the conventional stability field.

Third, we performed simulations to explore streamers that propagate towards
a dielectric surface, attach to it, and propagate along it with a 2D fluid model.
It was found that streamers are attracted to dielectrics via electrostatic forces.
Compared to streamers in bulk gas, surface streamers have smaller radii, higher
electric fields, and greater electron densities, resulting in faster propagation. Pos-
itive surface streamers have a high electric field and low electron density area
between the streamer head and the dielectric, while negative ones may touch
the surface, creating a high field area inside the dielectric. Various parameters
were investigated, including applied voltage, dielectric permittivity, secondary
electron emission, positive ion mobility, and preset surface charges. A higher
applied voltage increases streamer velocities for both polarities. Higher permit-
tivity dielectrics accelerate surface streamer formation for positive polarity, while
negative streamers in such conditions experience slower development. Electron
emission from dielectric surfaces hardly affects positive streamer velocity due to
strong photoionization in air. Preset positive surface charge accelerates negative
streamer development around dielectrics, while negative surface charge delays or
inhibits negative surface discharges. Additionally, 3D particle simulations were
performed for positive surface discharges, revealing both surface and gas-phase
streamer components, as has also been observed in experiments.

Finally, we focused on streamers in CO2, which is increasingly used as an
insulating gas in high voltage devices. Discharges in CO2 exhibit significant
differences compared to in air. In air, positive streamers rely on photoionization
to create free electrons ahead of them, but photoionization is much weaker in CO2

due to a smaller number of ionizing photons and shorter absorption distances. We
examine the impact of photoionization on positive streamer propagation in CO2

using 2D particle-in-cell simulations. Our computational results suggest that
even a small amount of photoionization can sustain positive streamer propagation
in CO2, but only with a higher electric field around the streamer head compared
to air. Additionally, we propose a self-sustaining criterion for streamer discharges
in CO2, based on the idea that a single photoionization event should produce,
on average, at least one additional photoionization event. We also discuss the
uncertainties associated with our photoionization model.
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