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 In the field of object classification, identification based on object variations 

is a challenge in itself. Variations include shape, size, color, and texture, these 

can cause problems in recognizing and distinguishing objects accurately. The 

purpose of this research is to develop a classification method so that objects 

can be accurately identified. The proposed classification model uses Voting 

and Combined Classifier, with Random Forest, K-NN, Decision Tree, SVM, 

and Naive Bayes classification methods. The test results show that the voting 

method and Combined Classifier obtain quite good results with each of them, 

ensemble voting with an accuracy value of 92.4%, 78.6% precision, 95.2% 

recall, and 86.1% F1-score. While the combined classifier with an accuracy 

value of 99.3%, a precision of 97.6%, a recall of 100%, and a 98.8% F1-score. 

Based on the test results, it can be concluded that the use of the Combined 

Classifier and voting methods is proven to increase the accuracy value. The 

contribution of this research increases the effectiveness of the Ensemble 

Learning method, especially the voting ensemble method and the Combined 

Classifier in increasing the accuracy of object classification in image 

processing. 
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1. INTRODUCTION  

In the field of classification, grouping based on the nature and characteristics of objects is essential [1], 

[2]. Object classification is used to differentiate objects in images based on relevant attributes [3], [4]. These 

problems are found in various fields besides the ability of identification systems based on characteristics. As 

in research with variations in poses, expressions, and lighting it becomes one of the challenges for 

identification. Besides that, in the medical field, object identification is a challenge in itself, one of which is 

for the detection of medical diseases which involves the identification of pathology on medical images. 

Identification requires extraction, to find out the characteristics of the object, you can use GLCM. In previous 

research, the system performance showed an accuracy of 0.984, a sensitivity of 0.992, a specificity of 0.968, 

and a precision of 0.967 with Magnetic Resonance Imaging samples. The classification model using SVM with 

k-NN obtained results of 94.6% and 91% [5]–[8]. In addition, in the industrial field, object classification for 

identification is used to group objects based on characteristics. This identification can be used for product 

identification, sorting, and recognition of an object [9]–[11]. So object identification is a critical study because 
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it requires accurate and effective results. So it is very important to overcome these problems so that the results 

become reliable [12]–[14]. In object classification, there are several problems that need to be addressed, 

including variations in the complexity of objects in the dataset, including variations in shape, size, color, 

texture, and object context. This variation can cause difficulties in recognizing and distinguishing objects 

accurately [15], [16]. In addition, every single classification model may have specific weaknesses or tend to 

provide unstable predictive results in some situations [17]–[19].  

Based on this, the purpose of this research is to improve the accuracy of object identification. 

Improvement using several classification methods such as K-Nearest Neighbors (KNN), Random Forest (RF), 

Support Vector Machine (SVM), Decision Tree, and Naive Bayes (NB). Ensemble Learning methods including 

Voting and Combined Classifiers, are used to improve reliability [19]–[22]. Voting and Combined Classifier 

methods use classification, K-Nearest Neighbors (K-NN), Random Forest (RF), Support Vector Machine 

(SVM), Decision Tree, and Naive Bayes (NB) [23]–[27]. The combination of these methods used to predict 

and classify allows the combination to improve prediction results. This is based on that each model may have 

an emphasis on specific characteristics or features that are more relevant in object classification [28]–[31]. By 

using a combination of classification prediction results from several models, it can improve classification 

accuracy and reduce the tendency of prediction errors when using a single model. Ensemble Learning methods 

such as Voting and Combined Classifier can overcome the problem of complexity and variation in object 

classification. Combining the prediction results from several classification models will improve the accuracy 

of object classification and provide more reliable results in various image processing and pattern recognition 

applications [32]. 

In addition to the Ensemble Learning method, this study also uses GLCM (Gray-Level Co-occurrence 

Matrix) feature extraction and histograms to obtain relevant characteristics or features from the image. GLCM 

is an effective method for describing the spatial relationship between pixel intensities in an image. GLCM 

features namely Contrast, Correlation, Energy, Homogeneity, entropy will be extracted from object images for 

use in the classification process [33]–[36]. Histogram feature extraction shows the frequency of occurrence of 

pixel intensity levels. The histogram is represented as a numeric vector that represents the image. Histogram 

features can be used in classification algorithms to predict unknown image classes. By combining Ensemble 

Learning and GLCM feature extraction methods and histograms, a more accurate object classification model 

is produced. The contribution of this research increases the effectiveness of the Ensemble Learning method, 

by using Voting Ensemble and Combined Classifier to increase reliability.  

 

2. METHODS  

The object detection method begins with hold pre-processing, as shown in Fig. 1. The object datasets with 

different sizes are resized to ensure uniform size in order to simplify the extraction process. The extraction 

process uses the Gray-Level Co-occurrence Matrix (GLCM) and histogram methods [34], [37]. 

 

 
Fig. 1. Flowchart Classification Model using Ensemble Learning 
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Feature extraction uses the GLCM and histogram methods. Features are obtained by analyzing pixel pairs 

(GLCM) and the distribution of pixels in the sample image (histogram) as shown in Table 1 and Table 2. 

Features are classified individually using (a). Random Forest (RF) in principle this method uses several tens to 

hundreds of decision trees for classification, (b). This Support Vector Machine (SVM) method for feature 

classification uses a hyperplane to maximize the distance of object classes, (c). the k-Nearest Neighbors (k-

NN) method classifies object classes based on the majority of nearest neighbor classes, (d). the Naive Bayes 

method determines class labels based on features, with features not related to each other, (e) while the Decision 

Tree method uses a tree structure to describe rules and predict classes [38]–[42]. Ensemble voting method by 

combining the prediction results from various individual classification algorithms. For method (g). combine 

classifier to improve accuracy based on priority.  

 𝐸𝑛𝑒𝑟𝑔𝑦 = ∑∑𝑃(𝑖, 𝑗)2

𝑗𝑖

 
(1) 

 𝐶𝑜𝑛𝑡𝑟𝑎𝑠𝑡 = ∑∑(𝑖 − 𝑗)2

𝑗𝑖

∗ 𝑃(𝑖, 𝑗)
 

(2) 

 
𝐻𝑜𝑚𝑜𝑔𝑒𝑛𝑒𝑖𝑡𝑦 = ∑∑

𝑃(𝑖, 𝑗)

1 + (𝑖 − 𝑗)2
𝑗𝑖

 
(3) 

 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 = −∑∑𝑃(𝑖, 𝑗)

𝑗𝑖

∗ 𝑙𝑜𝑔(𝑃(𝑖, 𝑗))
 

(4) 

 
𝐶𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 =

∑ ∑ [𝑖𝑗 ∗ 𝑃(𝑖, 𝑗)]𝑗𝑖 − 𝜇𝑥 ∗ 𝜇𝑦

𝜎𝑥 ∗ 𝜎𝑦

 
(5) 

Equation (1) Energy measures texture uniformity, calculated by adding the squares of the co-occurrence 

probabilities of each pair of pixels in the matrix. Equation (2) Contrast measures the variation between 

neighboring pixels, calculated by taking the difference between the row and column indices, squaring it, and 

then multiplying it by the probability of co-occurrence. Equation (3) Homogeneity measures the proximity of 

elements in the co-occurrence matrix. Equation (4) Entropy measures the complexity of the information in an 

image. Equation (5) Correlation which measures the linear dependence between pixel intensities at positions 

(i) and (j) the average pixel intensity of each coordinate. Where, i and j are co-occurrence matrix indices, P(i,j) 

is the element of the co-occurrence matrix at position (i,j), µx and µy are the average row and column weights 

of the co-occurrence matrix dan σx and σy are the standard deviation of the row and column weights of the co-

occurrence matrix. 

 

Table 1. Histogram Pseudo Code 
No Step Pseudo Code Pseudo Code 

1 
Create an array called histogram with size N, initialized with zeros, where N 

is the number of possible intensity levels in the image 

function 

calculateHistogram(image): 

histogram = array of size N, 

initialized with zeros 

width = width of image 

height = height of image 

for y from 0 to height-1: 

for x from 0 to width-1: 

intensity = intensity of pixel at 

(x, y) in image 

histogram[intensity] = 

histogram[intensity] + 1 

return histogram 

2 
Create an array called histogram with size N, initialized with zeros, where N 

is the number of possible intensity levels in the image. 

3 Get the width and height of the image 

4 
Iterate over each pixel in the image using two nested loops, one for the y-

coordinate (rows) and one for the x-coordinate (columns). 

5 Retrieve the intensity of the pixel at coordinate (x, y) in the image. 

6 
Increment the corresponding element in the histogram array by 1 for the 

found intensity level. 

7 Repeat steps 4 and 5 for each pixel in the image. 

8 Return the calculated histogram 

 

After the dataset pre-processing process is complete, the next step is to perform the extraction using the 

GLCM (Grey Level Co-occurrence Matrix) and Histogram methods. GLCM is a two-dimensional matrix that 

describes the relationship between pixel intensities in an image. To describe important information from the 

matrix by calculating the energy, which describes the intensity of the pixels scattered in the image matrix. For 
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contrast measure the significant difference in pixel intensity in the matrix. Meanwhile, homogeneity is 

calculated to measure the extent to which the pixel intensities are similar in the matrix. Meanwhile, entropy is 

used to describe the level of disorder or complexity in the image matrix. The next feature is a correlation to 

measure the linear relationship between the pixel intensities in the matrix.  The next feature extraction is the 

histogram, which is the analysis of the pixel intensity distribution in an image. The histogram is used to 

determine the distribution of pixel intensity across a range of possible values. The histogram extraction process 

uses the stages of changing the grayscale image and calculating the histogram at the pixel gray level. determine 

the range of minimum and maximum intensity values in the image, the range is divided into several intervals 

and adjusted to the needs of the analysis. Each pixel in the image is placed into the appropriate bin based on 

its intensity. This is done by comparing the pixel intensity values with predetermined bin interval limits. The 

number of pixels in the bin is counted and represents the distribution of the frequency or intensity of the pixels 

in each value interval. The histogram formula is shown in Table 1. Improved predictions using the Voting 

Ensemble and Combined Classifier methods. The Voting Ensemble method collects predictions from each 

model and votes based on a majority. Whereas Combined Classifier is more dynamic, a model with unknown 

label predictions, then predictions from other models will replace it as shown in Table 2. 

 

Table 2. Voting Ensemble and Combined Classifier 
No Pseudo Code Algorithm 

1 

FUNCTION VotingEnsemble(RF_predict, SVM_predict, 

kNN_predict, NB_predict, DT_predict) 

FOR i = 1 TO length(RF_predic) 

Create a list: predict_list = [RF_predict[i], SVM_predict[i], kNN_predict[i], 

NB_predict[i], DT_predict[i]] 

vote = MostFrequentLabel(predict_list) 

ensemble_predict[i] = vote 

END FOR 

RETURN ensemble_predict 

END FUNCTION 

Voting Ensemble 

2 

FUNCTION CombinedEnsemble(RF_predict, SVM_predict, 
kNN_predict, NB_predict, DT_predict) 

FOR i = 1 TO length(RF_predict) 

IF RF_predict[i] != "unknown" 

ensemble_predict[i] = RF_predict[i] 

ELSE IF SVM_predict[i] != "unknown" 

ensemble_predict[i] = SVM_predict[i] 

ELSE IF kNN_predict[i] != "unknown" 

ensemble_predict[i] = kNN_predictions[i] 

ELSE IF NB_predict[i] != "unknown" 

ensemble_predict[i] = NB_predictions[i] 

ELSE 

ensemble_predict[i] = DT_predictions[i] 

END IF 

END FOR 

RETURN ensemble_predict 

END FUNCTION 

Combined 

Classifier 

// Main execution 

TRAIN each model (RF, SVM, k-NN, NB, Decision Tree) using training data 

PREDICT with each model using test data 

voting_results = VotingEnsemble(RF_predict, SVM_predict, kNN_predict, NB_predict, DT_predict) 

combined_results = CombinedEnsemble(RF_predict, SVM_predict, kNN_predict, NB_predict, DT_predict) 

 

3. RESULTS AND DISCUSSION 

The confusion matrix is used to test and find out the accuracy of the tested model for classification models 

with Random Forest (RF) Fig. 2(a), accurate prediction results in all classes.  

In Fig. 2(b), for the K-Nearest Neighbors (KNN) model, the results of classifying several samples 

experienced prediction errors in a number of classes. In Fig. 2(c) Decision Tree model also shows a similar 

pattern, although with a slightly lower error rate than KNN. Meanwhile, Fig. 2(d) Supports Vector Machine 

(SVM) model also faces challenges in classifying the different classes, especially in predicting the first and 

second classes with a significant number of errors. Meanwhile, Fig. 2(e) Naive Bayes (NB) model also shows 

performance similar to SVM, with a significant error rate in the first and second-class predictions. The test 
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results show that the Random Forest classification model has an accuracy of 99.09%, this method also shows 

superiority in precision and recall with 99.28% and 98.96% respectively. This indicates that the Random Forest 

not only classifies most of the samples correctly but also exhibits a good balance in minimizing errors. While 

SVM showed the lowest performance with 43.47% accuracy, with precision reaching 43.52%, and 41.48% 

recall, indicating that SVM is often mistaken in identification. The k-NN and Tree methods show average 

performance with an accuracy of 76.13% and 79.73%, respectively. Both have a balance between precision 

and recall, indicating that they have a relatively balanced error rate for positive and negative classifications. 

Meanwhile, Naive Bayes has an accuracy of 50.90%, with a precision of 56.55% but a lower recall of 46.09%. 

The test results show that Random Forest shows the best and most consistent performance in all evaluation 

metrics. 

 
   

(a) (b) (c) 

  

(d) (e) 

Fig. 2. Confusion Matrix (a) Random Forest (b) k-NN (c) Decesion Tree  

(d) SVM (e) Naive Bayes 

 

Based on the independent classification, RF, k-NN, SVM, Tree, and NB are used in the Voting Ensemble 

and Combined Classifier models (Fig. 3(a) and Fig. 3(b)). The result is that the Combined Classifier method 

has an accuracy of 98.88%, a precision of 99.01%, a recall of 98.72%, and an F1-score of 98.86%. Meanwhile, 

the Voting Ensemble accuracy was 87.39%, the average precision was 88.42%, the average recall was 86.24%, 

and the F1 score was 86.96%. These results show that the Combined Classifier is able to classify better than 

the Voting Ensemble model. 

 
  

(a) (b) 

Fig. 3. Confusion Matrix (a) Voting Ensemble (b) Combined Classifier 

 

The Confusion matrix in Voting Ensemble has a high level of accuracy in predicting Class 0, class 2, and 

Class 3, with 99 correct predictions for Class 0, 135 correct predictions for Class 1, and 174 correct predictions 

for Class 2. However, this model has a little difficulty in predicting Class 2, with 16 prediction errors in Class 

1 and 11 prediction errors in Class 2. Overall, Voting Ensemble shows good performance with a high degree 

of accuracy. Meanwhile, the confusion matrix on the Combined Classifier shows almost identical results to the 

Voting Ensemble, with a high degree of accuracy in all classes. This model predicts class 1 and class 3 

perfectly, with 123 correct predictions for class 1 and 182 correct predictions for class 3. Similar to the Voting 

http://issn.lipi.go.id/issn.cgi?daftar&1368096553&1&&


798 Jurnal Ilmiah Teknik Elektro Komputer dan Informatika (JITEKI) ISSN: 2338-3070 

 Vol. 9, No. 3, September 2023, pp. 793-801 

 

 

Object Classification Model Using Ensemble Learning with Gray-Level Co-Occurrence Matrix and Histogram Extraction 

(Florentina Tatrin Kurniati) 

Ensemble, this model has little difficulty predicting Class 2, with only 1 prediction error to Class 1 and 3 

prediction errors to Class 3. Overall, the Combined Classifier also shows very good performance with a high 

degree of accuracy. 

The test results in the form of a bar chart are shown in Fig. 4 prediction results 4(a). Class-0, 4(b). Class-

1 and 4(c). Class-2, it can be seen that the SVM (Support Vector Machine) and NB (Naive Bayes) models have 

a lower prediction success rate for all classes compared to the other models. In addition, RF (Random Forest), 

VE (Voting Ensemble), and CC (Combined Classifier) seem to do a very good job predicting all classes, with 

bar heights reaching almost 100%. Models that are not accurate in predicting are class 1: SVM and NB models, 

class 2 SVM and NB models, and class 3 SVM and NB models. In general, SVM and NB models appear to be 

the least accurate in predicting all classes. 

 
   

(a) (b) (c) 

Fig. 4. Class Prediction Results 

 

Table 3. Classification Test Results 
Classifier Accuracy Precision Recall F1 Score 

Random Forest (RF) 0.993 0.976 1.000 0.988 

k-Nearest Neighbors (k-NN) 0.871 0.730 0.852 0.786 

Decision Tree (Tree) 0.868 0.778 0.790 0.784 

Support Vector Machine (SVM) 0.599 0.302 0.481 0.371 

Naive Bayes (NB) 0.665 0.198 0.658 0.305 

Voting Ensemble (VE) 0.924 0.786 0.952 0.861 

Combined Classifier (CC) 0.993 0.976 1.000 0.988 

 

The highest accuracy, shown in Table 3 value is in the Random Forest (RF) and Combined Classifier 

classification models, with an accuracy of 0.993. Meanwhile, the model with the lowest accuracy is the Support 

Vector Machine (SVM) with an accuracy of 0.599. Precision is the ratio of True Positives divided by the total 

number of True Positives and False Positives. This shows how often the model is right when it predicts the 

positive class. RF and Combined Classifiers also have the highest precision, with a value of 0.976. The model 

with the lowest precision is Naive Bayes (NB), with a value of 0.198. Recall or Sensitivity is the ratio of True 

Positives divided by the total number of True Positives and False Negatives which indicates how often the 

model finds a positive class when it is actually a positive class. RF and Combined Classifier have the highest 

recall, with a value of 1,000. The model with the lowest recall is SVM, with a value of 0.481. F1 Score is the 

harmonic mean of precision and recall. The F1 score tries to strike a balance between precision and recall. RF 

and Combined Classifier have the highest F1 score, with a value of 0.988. These results indicate that the stretch 

model is capable of solving problems related to object variations [5]–[8], [43]. 

 

4.  CONCLUSION 

The classification models evaluated were Random Forest (RF), K-Nearest Neighbors (KNN), Decision 

Tree, Support Vector Machine (SVM), and Naive Bayes (NB), the results of Random Forest (RF) have high 

accuracy. Meanwhile, the SVM and NB models experienced difficulty in classification, with SVM recording 

the lowest accuracy of 43.47%. Even though the k-NN model and Decision Tree have moderate performance, 

the precision and gain values are balanced. The classification model is used in the Voting Ensemble model 

with an accuracy of 87.39%, while the Combined Classifier shows superiority with an accuracy of 98.88%, 

precision of 99.01%, recall of 98.72%, and F1 score of 98.86%. The Voting Ensemble and Combined Classifier 

models open opportunities for wider development for models with low accuracy. 
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