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 Cattle are an essential source of animal food globally, and each country 

possesses unique endemic cattle races. However, categorizing cattle, 

especially in countries like Indonesia with a large cattle population, presents 

challenges due to costs and subjectivity when using human experts. This 

research utilizes Computer Vision (CV) for image data classification to 

address this urgent need for automatic categorization. The main objective of 

this study is to develop a mobile-friendly model using CV techniques that can 

accurately detect and classify Indonesian endemic cattle races, such as 

Limosin, Madura, Pegon, and Simental. To achieve this, an object 

localization approach is employed to extract multiple features from distinct 

regions of each cattle image, including the head, ear, horn, and muzzle areas. 

The authors evaluate two CV algorithms, ResNet50 and MobileNetV2, to 

assess their performance in cattle race classification. The dataset used is facial 

photos of 147 cows. The results indicate that ResNet50 outperforms 

MobileNetV2, achieving a training data accuracy of 83.33% compared to 

MobileNetV2's 77.08%. Moreover, the validation accuracy of ResNet50 

(76.92%) significantly surpasses MobileNetV2's (38.46%). The novel 

contribution of this research lies in developing a cost-effective and efficient 

solution for identifying endemic cattle breeds in Indonesia. The mobile-

friendly model based on ResNet50 demonstrates superior accuracy, enabling 

cattle farmers and researchers to categorize cattle races with higher precision, 

reducing manual effort, and minimizing costs. In conclusion, this research 

provides a valuable advancement in automatic cattle categorization using CV 

techniques. By offering a practical and accurate model that considers 

Indonesia's specific cattle breeding conditions, this study contributes to the 

sustainable management and conservation of endemic cattle races while 

enhancing the efficiency of cattle farming practices. 

Keywords: 

Indonesian Endemic Cattle; 

MobileNetV2;  

ResNet50 
 

This work is licensed under a Creative Commons Attribution-Share Alike 4.0 

 

Corresponding Author: 

Ahmad Fikri, Universitas Indonesia, Pondok Cina, Beji, Kota Depok, Jawa Barat, 16424, Indonesia 

Email: ashterigaz@gmail.com  

 

1. INTRODUCTION 

Cattle play a pivotal role in global food consumption, producing meat and milk, making them vital export 

commodities in numerous countries. Each country harbors unique endemic cattle breeds, necessitating distinct 

cattle management approaches. In industrial settings, farms manage large cattle populations concurrently to 

ensure effective and resource-efficient processes. Cows are one of the prima donna animals for consumption 

globally [1]. Besides producing meat like chickens and goats, cows can also produce milk. As we know, cow 

derivative products are essential export commodities in several countries [2]. This fact makes the demand for 

cattle in various countries always urgent. Uniquely, cows in each country have endemic types. This results in 

each country having a unique need for cattle. 
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With Indonesia being the fourth most populous country globally, its growing cattle population requires 

innovative management methods [2]. Data collection is crucial in optimizing industry practices and generating 

new knowledge for organizations. Accurate cattle classification is among the challenges in cattle management, 

which aids in providing appropriate treatment. However, human-based classification can be prone to errors due 

to daily changes in cattle appearance and issues with tagging methods. 

In this modern era, cattle management is attempted using innovative methods. Data collection is essential 

for the industry [4]. Another benefit is that the data collected will become new knowledge for the organization 

[5]. One of the big problems in cattle management is the classification of cattle [6]. The type of cattle is 

advantageous in providing proper treatment for the cow. It's just that management using humans is prone to 

mistakes because cows grow and develop daily, so their appearance changes [7]. When using ear tags, these 

objects are prone to falling off, so the cow cannot be recognized [8]. Body painting or stamping with a hot iron 

is also prone to loss due to cows’ daily growth and development [9]. These three things are less effective for 

livestock conditions.  

Notably, the research unveils the uniqueness of cattle noses, similar to fingerprints, enabling individual 

identification and recognition of changes as they develop. Leveraging this discovery, the authors propose 

processing cattle nose images through Computer Vision (CV) technology, particularly for automatic 

classification. The writer finds the uniqueness that the cow's nose is identical to the cow’s. According to [3], 

[9], [10], the cow's nose pattern is unique, like fingerprints. That way, cows can be distinguished based on their 

noses, and they can still be recognized when they develop and develop. Therefore, it is necessary to process 

the image of each photo of the cow's nose which will later be stored in the database. With the help of this 

technology, also known as Computer Vision (CV), it is hoped that farms will increase profitability by 

eliminating operational costs. 

The existing related works, such as those using Expectation Maximization (EM), Convolutional Neural 

Network (CNN), and Content-Based Image Retrieval (CBIR) approaches, have shown promising results in 

cattle classification. However, a crucial gap remains in using mobile-friendly CV models like MobileNetV2 

and ResNet50 for cattle classification in the context of Indonesian endemic cattle breeds. The result of [11] 

shows the application of deep learning, especially CV, in treating livestock with two phases. These phases are 

the segmentation phase and the classification phase of feature extraction. The combination of these phases is 

to create more specific features by classifying livestock first. Hamdi and his team used Expectation 

Maximization (EM) for the segmentation algorithm and extracted texture features from each image. 

Furthermore, they use FKNN for the classification algorithm. This study’s dataset consisted of 32 groups of 

cow snout images. FKNN achieves a maximum accuracy of 100%, higher than KNN with 88% accuracy. 

Paper [12] used the technique as a feature extraction algorithm and a Convolutional Neural Network 

(CNN) to classify Indonesian endemic cattle. GLCM can extract these features: energy contrast and 

homogeneity via CNN. This study categorizes five types of cattle: Bali, Pasuruan, Aceh, Madura, and Pesisir. 

The experimental results show that combining GLCM and CNN has higher accuracy than the original CNN. 

The precise accuracy of the GLCM-CNN is 98.927% for 100 iterations of the image data set. However, [11] 

only performed feature segmentation after classifying. As a result, the model obtained is more sensitive to 

available features than specific features, such as differences in face shape and nose shape. 

Research [13] focused on classifying cattle using the Content-Based Image Retrieval (CBIR) approach. 

In addition to the technical differences between [11] and [12], several steps were carried out in this phase to 

obtain classification work, such as preprocessing, significantly changing the size and color of the frame, and 

transforming the color space. Furthermore, Sutojo uses GLCM for feature extraction to find contrast, energy, 

homogeneity, and entropy. In this paper, Sutojo uses a sample of combined cattle species between endemic 

cattle (Limosin, Simental, Brangus) and cross breeds (Ongole (PO) and Frisien Holstein (FH)). Each cow has 

100 training images and 20 test images. The results of this image processing are extraordinary, with 95% 

system accuracy and 100% precision. 

Research on Angus Cettle [3] also strengthens the claim for face detection in cattle. In this study, the 

detection performed on Angus cattle obtained a better prediction accuracy on the face and better in combination 

with the body. With three types of algorithms, PrimNet, VGG16, and ResNet50, this algorithm achieves 

significant accuracy with the VGG16 algorithm. 

However, the drawback of the [3], [11], [12], [13] models is that development is done using applications 

that are on the computer. Meanwhile, the required device characteristics are mobile devices capable of 

processing images with high flexibility and mobility, but the resulting accuracy is guaranteed [14], [15]. Two 

mobile algorithms can accommodate this need, namely MobileNetV2 and ResNet50. MobileNetV2 was 

proposed as a model by the Google Research team to effectively maximize accuracy while considering the 

limited resources for on-device or embedded applications [16]. Meanwhile, ResNet50 is unique because it 

already has an image dataset that is pre-trained and ready to use. Both algorithms are worth considering as 
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future algorithms in classification [17]. Specifically, there is no use of the MobileNet or ResNet algorithm 

types in the classification of Indonesian cattle, although that is very urgent when you see the advantages. Even 

so, this algorithm has been used for a variety of human faces ([18]–[22]), fish ([23]), breast cancer ([24]), and 

human skin ([25]). 

Thus, this research addresses this gap by developing a novel mobile-friendly CV model for cattle 

classification. The study focuses on four Indonesian endemic cattle breeds: Limousin, Madura, Pegon, and 

Simental. By utilizing MobileNetV2 and ResNet50, mobile-friendly deep learning models, the authors seek to 

enhance cattle breeders' profitability and efficiency in cattle management. 

The authors contribute to advancing automatic cattle classification using state-of-the-art CV techniques 

through this research, offering a flexible and accurate solution for cattle management, promising cost-

effectiveness, and increased efficiency for cattle farmers. For the case used, the authors took samples from four 

Indonesian endemic cattle races: Limousin, Madura, Pegon, and Simental. Meanwhile, there has yet to be 

similar research that addresses the same issue as in this study ([16], [18]–[29], [3], [8], [10], [16]–[18], [25], 

[26], [29]–[42]). The subsequent sections detail the methodology, experimental results, and discussions, 

providing comprehensive insights into the effectiveness of the proposed model. 

 

2. PROPOSED METHOD 

In this study, two convolutional neural network models, ResNet50 and MobileNetV2, classify cattle 

images based on their race. The ResNet50 architecture, known for its effectiveness in image recognition, uses 

residual learning to address the degradation problem in deeper networks. On the other hand, MobileNetV2, 

designed for mobile and embedded devices, utilizes depthwise separable convolutions and inverted residual 

blocks to reduce computational complexity and memory requirements while maintaining performance. 

ResNet50 is one of the most popular and effective convolutional neural network model architectures for 

image recognition, especially on mobile devices [42]. This architecture was developed by Microsoft Research 

in 2015 and won the ImageNet image recognition competition the same year. The ResNet50 algorithm is 

designed with a residual learning form in the form of several stacked layers. Formally, this learning formulation 

is written in (1). 

 𝑦 = 𝐹(𝑥, {𝑊𝑖}) + 𝑥 (1) 

From  (1), 𝑥 and 𝑦 are the input and output vectors of the layer under consideration. The function 

𝐹(𝑥, {𝑊𝑖}) + 𝑥 represents the residual mapping to be studied. For the example in Fig. 1 which has multiple 

layers, 𝐹 =  𝑊2𝜎(𝑊1𝑥) where σ denotes ReLU [17] and the bias is omitted for notational simplification. 𝐹 +
𝑥 operations are performed by shortcut connection and addition by element. We adopt the second nonlinearity 

after addition (that is, 𝜎(𝑦)). 

To discuss residual learning, let's think of 𝐻(𝑥) as a base mapping to fit some stacked layer (not 

necessarily the entire net), where 𝑥 denotes the input to this first layer. If one hypothesizes that some nonlinear 

layers can asymptotically approximate a complicated function2, then that is equivalent to hypothesizing that 

they can asymptotically approximate the residual function, i.e. 𝐻(𝑥)  −  𝑥 (assuming that the inputs and outputs 

have the same dimensions). So instead of expecting nested layers to approximate 𝐻(𝑥), we explicitly let these 

layers approximate the residual function 𝐹(𝑥): =  𝐻(𝑥)  −  𝑥. The original function becomes 𝐹(𝑥) + 𝑥. 

Although both forms should be able to asymptotically approximate the desired function (as hypothesized), the 

ease of learning may differ. 

Furthermore, the shortcuts in (1) introduce no additional parameters or computational complexity. These 

results are interesting in practice and important in computational comparisons between ordinary and residual 

networks. Authors can fairly compare regular/residual networks that simultaneously have the same number of 

parameters, depth, width, and computational cost (except for the addition of negligible elements). The 𝑥 and 𝐹 

dimensions must be the same in (1). If this is not the case (e.g. when changing input/output channels), the 

author can perform a linear 𝑊𝑠 projection with a shortcut connection to fit the dimensions: 

 𝑦 = 𝐹(𝑥, {𝑊𝑖}) + 𝑊𝑠𝑥 (2) 

In (1) calculations, the square matrix 𝑊𝑠 can also be utilized. However, the authors will show through 

experimentation that identity mapping is sufficient to overcome the degradation problem and is economical, 

and thus Ws is only used when matching dimensions in (2). The form of the residual function 𝐹 is flexible. 

The experiments in this paper involve function 𝐹 having two or three layers (Fig. 1), while more layers are 

possible. But if 𝐹 has only one layer, equation (1) is similar to a linear layer: 𝑦 =  𝑊𝑖𝑥 +  𝑥, whose advantage 

we have not observed yet. The authors also note that while the notation above is about fully connected layers 

for simplicity, it applies to convolutional layers. The function 𝐹(𝑥, {𝑊𝑖})) can represent many convolutional 

layers. Addition by element is performed on two feature maps, channel by channel. 
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ResNet50 has 50 convolution layers used to process images and extract important features. This 

architecture uses the concept of a "skip connection" or "shortcut connection" (as illustrated in Fig. 1), which 

allows information to pass through multiple layers as it travels through the network [32]. This helps overcome 

the degradation problem in deeper convolutional neural networks. 

In addition, ResNet50 also uses a convolution block called a "bottleneck," which consists of a convolution 

layer with a smaller filter followed by a convolution layer with a larger filter. These blocks help reduce 

computational complexity and speed up training time [17]. 

 

 
Fig. 1. ResNet50 Algorithm Scheme [30] 

 

The following algorithm is MobileNetV2. This algorithm is designed as one of the architectural 

convolution neural network models for mobile devices or embedded devices with computational and memory 

limitations. This architecture was developed by Google in 2018 as an improvement over the previous 

MobileNet model [26]. 

MobileNetV2 uses a similar bottleneck layer concept to ResNet50 but with a smaller filter size to reduce 

the number of parameters and computational complexity [29]. This architecture also utilizes the "depthwise 

separable convolution" technique, which processes each channel in the image separately, thereby reducing the 

number of parameters and computation time. In addition, MobileNetV2 also introduces the concept of an 

"inverted residual block," which allows information to jump through multiple layers as it passes through the 

network, thereby reducing performance degradation in deeper networks [16]. 

Fig. 2 depicts the layer arrangement in MobileNet. Just like MobilenetV1, MobileNetV2 still uses 

depthwise and pointwise convolution [19], [21]. MobileNetV2 adds two new features, namely: 1) linear 

bottleneck, and 2) shortcut connections between bottlenecks. In the bottleneck section there are inputs and 

outputs between the model, while the inner layer encapsulates the model's ability to convert input from lower 

level concepts (for example pixels) to higher level descriptors (for example image categories). Ultimately, just 

like residual connections in traditional CNNs, shortcuts between bottlenecks allow faster training and better 

accuracy. 

The modeling flow of the proposed system is depicted in Fig. 3. It involves several key steps, including 

data preprocessing, object localization, and feature extraction, followed by training and evaluation using the 

ResNet50 and MobileNetV2 models. 

Fig. 3 illustrates the design of the proposed system to classify cattle images based on their race. In the 

first step, the image as input is entered to be processed. The shot entered is a picture of a cow's head, as shown 

in Fig. 4. Furthermore, the idea is mapped with the object localization process. This process is carried out to 

capture the crucial parts that will be processed into the algorithm. As mentioned, the image to be taken is the 

natural area, especially the nose, which must be visible so that the uniqueness of the cow can be optimally 

processed. Next, the third step is storing features ready to be processed. These features will be entered into a 
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database ready to be separated into training, testing, and validation datasets. Finally, the feature will be used 

by two algorithms, namely the ResNet50 and MobileNetV2 algorithms. Both algorithms will be trained to 

classify cattle images based on race. The hope is that the outputs of the two models are then compared to 

determine the final classification of the input image. 

 

 
Fig. 2. MobileNetV2 Arrchitecture [24] 

 

 
Fig. 3. Model Scheme 

 

 
Fig. 4. Image Dataset of Limousin Cattle (a), Madura (b), Pegon (c), and Simental (d) 

 

The author uses the Roboflow framework to process all data. Roboflow is an image annotation platform 

that facilitates image annotation tasks in developing computer vision models. Roboflow allows users to import 

image datasets, assign image annotation tasks, and generate pre-processed output. This study used a dataset of 

cow images annotated with labels to mark areas as local objects. The Roboflow framework is used to provide 

such annotations. Localized object areas correspond to the features to be extracted, such as head, hair, nose, 

eye, and horn areas. Once the local object is generated, we perform a pre-processing stage where we crop the 

image in the local area to prepare it as input for the testing process. The goal is to increase the system’s accuracy 

by focusing on local points and eliminating unnecessary regions. The steps in more detail in this research are: 

http://issn.lipi.go.id/issn.cgi?daftar&1368096553&1&&


946 Jurnal Ilmiah Teknik Elektro Komputer dan Informatika (JITEKI) ISSN: 2338-3070 

 Vol. 9, No. 4, December 2023, pp. 941-950 

 

 

New Generation Indonesian Endemic Cattle Classification: MobileNetV2 and ResNet50 (Ahmad Fikri) 

1. Datasets 

The study utilizes 147 images of cattle representing four Indonesian endemic cattle races: Limousin, 

Madura, Pegon, and Simental. The dataset is split into training, validation, and test sets in a ratio of 

60:30:10, respectively. 

2. Pre-processing 

In the data preprocessing stage, the cow images are resized to a uniform size of 416×416 pixels, ensuring 

consistency for object localization. The object localization process is crucial for identifying specific areas 

in the cow images, such as the head, hair, nose, eye, and horn areas, to extract relevant features. The 

authors use the Roboflow framework to achieve this, which allows image annotation tasks to mark 

localized object areas. 

3. Localization of Objects 

The information in image data is very complicated because it requires generalizations to describe objects 

and pinpoint their exact location. To overcome this problem, the object localization method is used, which 

consists of three components that aim to improve accuracy: area of interest techniques that focus on 

specific areas to extract features, classification techniques, and object localization. 

In this process, each image data of the type of cattle will be labeled (annotated image) to determine 

the location of the features to be extracted from each image of the cow. Fig. 5 shows an example of an 

annotated Pegon cow image for a localization object. These object annotations identify specific areas of 

the image containing the thing or object the system wants to recognize. In this image, the cow object has 

been annotated to help the system identify the cow’s location in the image. The second image (right) shows 

an example of a cropping image of a Pegon cow focusing on the localization area. After the object 

localization, the images are cropped to focus on the specific regions of interest, eliminating unnecessary 

regions and enhancing the system's accuracy. 

 

 
Fig. 5. Example of annotated cow image data for localization (left) and cropped (right) objects 

 

4. Evaluation Score 

To evaluate the performance of the models, the accuracy metric is calculated (as shown in Equation 

3), which measures the proportion of correctly classified cattle images to the total number of predictions. 

However, it is recommended to include other evaluation metrics such as precision, recall, and F1 score to 

provide a more comprehensive assessment of the models' performance. 

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  (𝑇𝑁 +  𝑇𝑃) / (𝑇𝑃 +  𝐹𝑃 +  𝑇𝑁 +  𝐹𝑁) (3) 

In summary, the method section outlines using ResNet50 and MobileNetV2 models, the modeling flow, 

data preprocessing, object localization, and evaluation. However, to enhance clarity, provide more details on 

the object localization technique, training process, data augmentation (if applicable), and additional evaluation 

metrics used in the study. 

 

3. RESULTS AND DISCUSSION 

This experiment tests two parameters: the number of epoch iterations and the computing time. The 

number of epoch iterations shows how often the entire dataset is used to train the model, while the computation 

time shows how long it takes the system to process the data to produce the model. These two parameters are 

parameters that are commonly used in similar research, especially those related to biometric analysis [20], [21], 

[24], [25], [27]. 
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The performance results from the system experiments show that the higher the number of epoch iterations, 

the better the model performance will be. In this study, the authors set the same epoch for both models, namely 

400 n, as the default number for those models. 

Regarding computation time, the shorter it takes to train the model, the more efficient the system is. 

Computational time efficiency does not always correlate with the resulting model performance. The short time 

may compromise the model’s accuracy because it does not provide sufficient opportunities for the model to 

learn the complex data features. 

Table 1 shows that in cases with the same number of epochs of 400, the MobileNet V2 model has a shorter 

computation time than the ResNet-50 model. The MobileNet V2 model requires approximately 35 minutes of 

computation time, while the ResNet-50 model requires about 120 minutes. This shows that the MobileNet V2 

model is more efficient regarding computation time because it is specifically designed for mobile devices with 

limited computing resources. Meanwhile, the ResNet50 classification algorithm performs in-depth tests on all 

network layers. 

 

Table 1. Comparison of Model Performance 

Algorithm Computation Time (m) 

ResNet50 120 m 

MobileNet-V2 35 m 

 

Based on Table 2, ResNet50 is superior in terms of validation data accuracy. Even though both have 

accuracy above 70%, as is the standard accuracy of similar models, ResNet50 is far behind MobileNetV2 in 

calculating validation data accuracy. However, there is a uniqueness in the validation data figures for each 

model. ResNet50 has a validation accuracy that is close to the accuracy value on the testing data, while on 

MobileNetV2, the validation value is only half the accuracy value on the testing data. This shows that there is 

potential for overfitting of the model. 

 

Table 2. Classification Model Accuracy Results 

Algorithm Accuracy (%) Validation Accuracy (%) 

ResNet50 83.33 76.92 

MobileNetV2 77.08 38.46 

 

Previous studies using objects similar to this research indicate that the potential for overfitting is close to 

the lack of datasets. However, if you look at it from another side, there is a potential method that can be used 

other than looking at the dataset, namely the use of regularization techniques. With regularization techniques, 

researchers focus more on finding patterns from the model rather than increasing the quantity of datasets which 

cannot necessarily be proven to be related to increasing model quality. The best way to reduce overfitting or 

the best way to set a fixed sized model is to get the average prediction of all possible parameter settings and 

combine the final output. However, this becomes too computationally expensive and not feasible for real-time 

inference/prediction. There are other methods inspired by ensemble techniques (such as AdaBoost, XGBoost, 

and Random Forest) where researchers use several neural networks with different architectures. But this 

requires many models to be trained and stored, which over time becomes a big challenge as networks grow 

deeper. Obviously, this conflicts with the concept of MobileNetV2 which offers a more computationally 

efficient model. 

The use of MobileNetv2 and ResNet50 using regularization techniques has been discussed in several 

previous studies. One of the keys to the two models is that the dataset must be large because it learns from a 

large number of models [29], [30], [31]. In this research, limitations in collecting datasets are an issue due to 

the limited number of cows in each farm, even though this dataset has been collected from one of the largest 

farms in Indonesia. In neural networks, this is not an efficient use of hardware because the same features need 

to be created separately by different models. That's when the idea of using the same subset of neurons was 

discovered [41]. 

 

4. DISCUSSION 

After developing and testing the model, the best model for this case study is divided into two: the model 

with the fastest processor and the model with the highest accuracy. For the model with the quickest process, 

MobileNetV2 takes the first spot. This is because ResNet50 has a much higher number of layers than 

MobileNetV2. We have seen from the different test results 70 minutes. This more than twofold difference 

indicates that model development with ResNet50 needs to be refined to catch up with MobileNetV2 gains. 
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On the other hand, the model with the highest accuracy is obtained by ResNet50. The more layers answer 

the reason for this gain [43]. ResNet50 is slower than MobileNetV2 in this case, but it has better accuracy on 

the accuracy and accuracy of validation data. Even though it has passed the 70% threshold [41], the ResNet50 

model must be further developed because the validation accuracy is still lower than the training accuracy. On 

the other hand, MobileNetV2 must be set in the model structure because there is a very significant difference 

between training and validation accuracy. These improvements can be made by adding data, repairing the 

model, or adding a new layer to the model [44]. 

The comparison between the MobileNet V2 and ResNet50 models is inseparable from other factors, such 

as the accuracy and validation accuracy of the system test scenarios. Because one of the keys to the success of 

a cow image recognition system is the accuracy and validation accuracy of the system's experimental design 

on the cow image dataset used, the accuracy and validation accuracy values of the two models need to be 

considered and compared. 

Please note that both models use machine learning, classified as deep learning. ResNet50 and 

MobileNetV2 use iterative learning up to the specified epoch point. The 400 epoch point was chosen because 

it is the default iteration value of the two models ([31], [34], [16]). One of the proper improvements to be made 

in future research is to determine the maximum iteration value for these two models. 

The next development agenda is developing a model that can accommodate the two advantages of the 

model, namely the most accurate and fastest model. Considering the location of the case study, it is crucial to 

make the two go hand in hand. One of the subsequent research agendas is to develop a model to achieve both 

of these and improve the existing model. Not only that, but this model is also worthy of investigation with 

other case studies, such as other ruminant animal farms (goats, buffaloes, or sheep) or other similar case studies. 

 

5. CONCLUSION 

From the results of research conducted by the author, it can be concluded that the Computer Vision 

approach to the image dataset of cattle species with the localization object approach to Indonesian endemic 

cattle has two results. The most accurate model was achieved by the ResNet50 algorithm with a training data 

accuracy of 83.33% which outperformed the MobileNetV2 model by 77.08%. The validation accuracy value 

on ResNet50 was 76.92%, far superior to MobileNetV2 of 38.46%. On the other hand, the model with the 

fastest process was achieved by MobileNetV2 with 50 minutes compared to ResNet50's 120 minutes. This can 

happen because of the difference in the number of layers of ResNet, which is superior to MobileNetV2, which 

raises advantages and disadvantages simultaneously. 

In general, the author succeeded in achieving the aim of this research, namely creating an automatic cattle 

classification using advanced CV techniques. The use of this algorithm in animal husbandry, especially the 

accurate classification of cattle based on race, can be beneficial for cattle breeders, animal husbandry and the 

agricultural industry in Indonesia because it does not injure the cattle and the mapped identity of the cattle is 

very unique and impossible to change. When used on a large scale, farmers can simply position one camera in 

the corral corridor and let the cows pass in the same direction from there. That way, the costs incurred for 

manpower costs can be eliminated. 

This model can still be developed further to increase its accuracy and strengthen its specialization. This 

research encourages biometric identification of animals, especially cows, where cows are the largest and most 

popular livestock in the world after chickens and have different breeds depending on the continent. With a 

more general model like this, breeders are only limited to breeding cattle with the criteria for endemic 

Indonesian breeds. There are several ways to improve this model, such as using ensemble learning [25] or 

AutoML [26] which is also used in several research related to computer vision. As an extension of the 

application of computer vision which was initially used to identify human identity [27], research related to 

animal biometric identity is certainly very interesting. 

The author suggests that further research focus on model development to improve accuracy and speed on 

both sides. From the validation accuracy rate, which is lower than the training accuracy, many things can be 

improved, such as the amount of data, number of layers, or model structure. In addition, this model is also 

feasible to be developed for other case studies, such as ruminant animals with identical characteristics similar 

to cattle (goats, bulls, or sheep). 
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