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 This study explored the application of CNN-Transfer Learning for 

nondestructive chicken egg fertility detection for precise poultry hatchery 

practices. Four models, VGG16, ResNet50, InceptionNet, and MobileNet, 

were trained and evaluated on a dataset (200 single egg images) using 

augmented images (rotation, flip, scale, translation, and reflection). The 

training results demonstrated that all models achieved high accuracy, 

indicating their ability to learn and classify chicken eggs’ fertility. However, 

variations in accuracy and performance were observed when these models 

were evaluated on the testing datasets. The InceptionNet exhibited the best 

overall performance, accurately classifying fertile and non-fertile eggs. It 

demonstrated excellent performance in all parameters of the evaluation 

metrics for both training and testing datasets. When evaluated on the testing 

datasets, it achieved an accuracy of 0.98, a sensitivity of 1 for detecting fertile 

eggs, and a specificity of 0.96 for identifying non-fertile eggs. The higher 

performance is attributed to its unique architecture, efficiently capturing 

features at different scales, which leads to improved accuracy and robustness. 

Further optimization and fine-tuning of the models might be necessary to 

address the limitations in accurately detecting fertile and non-fertile eggs 

using other models. This study highlighted the potential of CNN-transfer 

learning for nondestructive fertility detection and emphasized the need for 

further research to enhance the models’ capabilities and to ensure accurate 

classification. 
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1. INTRODUCTION  

Nondestructive and early detection of hatching egg fertility may play a vital role in poultry farming and 

hatchery practices [1] by determining whether an egg is fertile or infertile without disrupting the incubation 

process [2]. The early detection and separation of infertile eggs from an incubator may reduce the 
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contamination of incubated eggs. Conventional methods often involve candling and cracking the egg or 

disturbing the incubation environment, posing risks of reduced hatchability [3]. Thus, researchers have been 

exploring advanced image processing techniques combined with deep learning algorithms for nondestructive 

fertility detection to overcome these limitations [4], [5]. However, very limited research is available on 

applying advanced machine learning tools (e.g., deep learning algorithms) for precise hatchery practices, 

although Convolutional Neural Networks (CNNs) with transfer learning have emerged as a popular approach 

for image-based egg fertility detection [6]–[9]. Transfer learning takes advantage of pre-trained CNN models, 

which have been trained on large-scale datasets like ImageNet, and applies them to specific tasks with limited 

labeled data [10]. By leveraging the learned knowledge from the extensive dataset, a suitable transfer learning 

model enables effective feature extraction and may improve the performance of egg fertility detection [11], 

[12]. Therefore, this research investigated the effectiveness of various CNN-transfer learning algorithms for 

chicken egg fertility detection. The selected models, including VGG16, ResNet50, InceptionV3, and 

MobileNet, have been widely recognized for their strong performance in image classification tasks [13]. With 

their distinct architectures and complexities, these models were evaluated comprehensively to identify the most 

suitable algorithm for chicken egg fertility detection.  

Nondestructive chicken egg fertility detection has been constantly evolved by researchers with various 

study interests, driven by ongoing research and advancements [14]–[16]. Recent studies have made significant 

progress by exploring various models and techniques tailored to this domain. These include the utilization of 

Mask R-CNN for precise segmentation and fertility classification [17], [18], convolutional neural networks 

[19] for detecting the fertility of multiple eggs simultaneously [15], [20], artificial neural networks for fertility 

prediction [21], SVM classifiers [22] for extracting first-order statistical features [23], and deep learning 

models for identifying cage-free hens on a littered floor [24], [25]. These developments demonstrate the 

potential of deep learning approaches and machine learning algorithms for nondestructive chicken egg fertility 

detection [26]–[28]. Rapid advancements mark the current state-of-the-art in this field as researchers 

continually strive to enhance nondestructive chicken egg fertility detection [22]. Adopting deep learning 

techniques plays a crucial role in creating highly accurate and efficient models for nondestructive chicken egg 

fertility detection, ultimately contributing to producing healthy chicks for the poultry industry. 

The research contribution of this study lies in its systematic and rigorous evaluation of various CNN-

transfer learning algorithms for nondestructive chicken egg fertility detection. By thoroughly investigating 

different models, including VGG16, ResNet50, InceptionV3, and MobileNet, the study provides valuable and 

deeper insights into their efficacy in accurately classifying fertile and infertile chicken eggs. Furthermore, the 

research contributes significantly by curating a meticulously acquired dataset comprising 200 labeled images, 

evenly distributed between 100 fertile and 100 infertile eggs, obtained through the egg candling method and 

subjected to meticulous image processing techniques. Incorporating sophisticated data augmentation methods, 

such as random reflections, scaling, rotation, and translation, enhances the model’s generalization capability 

and overall fertility detection performance meticulously. Thus, the study findings may underscore the immense 

potential of CNN-Transfer Learning for nondestructive fertility detection, holding promising implications for 

advanced hatchery practices and sustainable production of healthy chicks in the poultry industry in the near 

future. 

This paper was structured to provide a comprehensive overview. Section 1 introduces the background of 

the study, highlighting the significance of nondestructive chicken egg fertility classification. Section 2 reviews 

relevant works with related topics and summarizes previous research on chicken egg fertility classification. 

Section 3 focuses on explaining the detailed CNN-transfer learning methods for chicken egg fertility 

classification, especially the concept of transfer learning and the adaptation of pre-trained CNN models. 

Section 4 describes the experimental setup and presents the results obtained from the study, including data 

collection, preprocessing techniques, model training, and evaluation metrics. Finally, the conclusion 

summarizes the findings, implications, and potential directions for further improvement and application of 

nondestructive chicken egg fertility classification using CNN-transfer learning algorithms for the next-

generation poultry and hatchery practices. 

 

2. RELATED WORKS 

Several research works have recently been conducted on nondestructive chicken egg fertility detection, 

employing various techniques and methodologies [29]–[32]. Researchers have explored the use of computer 

vision and machine learning algorithms for fertility classification based on visual features extracted from egg 

images [18], [23], [33]–[35] for this specific purpose. Their proposed approaches achieved promising results, 

demonstrating the potential of image analysis techniques in accurately determining the fertility status of eggs. 

Boynukara et al. (2016) studied the fertility discrimination of eggs using ultrasound [36]. The study used 

a machine vision system to capture ultrasound images of the eggs and analyzed the images to distinguish fertile 
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eggs from infertile ones. The results showed that the system could accurately detect fertile eggs with a high 

degree of accuracy. Moreover, the study demonstrated the potential for ultrasound imaging as a nondestructive 

approach for fertility detection in chicken eggs. 

In addition to ultrasound imaging, other nondestructive approaches have been explored for fertility 

detection in chicken eggs. These include dielectric measurements, thermal imaging, and machine vision [37]. 

Hashemzadeh et al. (2017) developed a machine vision algorithm to distinguish fertile eggs from infertile ones 

using hyperspectral imaging [35], [38]. Deep learning techniques for egg fertility detection using hyperspectral 

imaging were employed by Çevik et al. (2022) in [18]. A nondestructive detection system based on machine 

vision was designed to identify the fertility of eggs before virus cultivation [12], [39]. These studies 

demonstrate the promising results for various nondestructive approaches for the fertility detection of chicken 

eggs. 

Ultrasound imaging uses high-frequency sound waves to produce visual images of the internal structures 

of a body, which is commonly used in medical diagnosis and obstetric ultrasonography [40]. Using ultrasound 

imaging for nondestructive fertility detection of chicken eggs is promising as an alternative to traditional 

methods that require the destruction of an egg. 

Infrared thermography has also been investigated as a potential nondestructive method for fertility 

assessment [33]. Some researchers [33], [41]–[43] developed a technique that combined infrared thermography 

with deep learning algorithms for egg fertility classification. Their approaches exhibited high accuracy in 

determining the fertility of eggs. However, addressing variations in egg surface temperature and ensuring 

robustness in different environmental conditions using these approaches is still challenging [44]. 

Moreover, the previous studies also exerted certain limitations despite the promising results of various 

nondestructive techniques in detecting the fertility of eggs [22]. Some studies lacked robustness and 

generalization capability, as they were developed and evaluated on limited datasets [33], [45], [46]. Other 

studies relied on specialized equipment or complex setups, hindering their practicality and widespread adoption 

[47]. Additionally, certain studies focused on specific modalities or features without exploring the benefits of 

integrating multiple techniques [48], [49]. 

To address these limitations, we conducted the study aiming to leverage the power of transfer learning 

and deep convolutional neural networks (CNNs) for nondestructive detection of chicken egg fertility. By 

utilizing pre-trained CNN models and fine-tuning them on a large dataset of annotated egg images, we expected 

to achieve higher accuracy and robustness in fertility classification. Transfer learning allows models to leverage 

knowledge learned from large-scale datasets, even when the target dataset is relatively small, enhancing their 

performance. 

Furthermore, to evaluate the performance and generalization capability of the developed models, we 

employed K-Fold Validation with k=5. This validation technique divided the dataset into k subsets, allowing 

the model to be trained and evaluated k times with a different subset as the validation set in each iteration. By 

averaging the performance metrics across the k iterations, we could obtain a more reliable estimate of the 

models’ performance and ability to generalize the unseen data. 

By building upon the strengths of previous research and addressing their weaknesses, our approach aims 

to advance a nondestructive detection of chicken egg fertility, providing a more accurate, robust, and practical 

solution for the poultry industry. 

 

3. MATERIALS AND METHODS  

The dataset used in this study contained 200 labeled images [50], with an equal distribution of 100 fertile 

and 100 infertile chicken eggs [51]. These images were acquired using the egg candling method [52], [53], 

which allowed visual observation of the embryos inside the eggs [54]. 

This research aimed to develop a classification model using Convolutional Neural Network (CNN)-

Transfer Learning with hyperparameter tuning and optimization algorithms to enhance performance. This 

proposed approach includes fine-tuning the pre-trained models for detecting the fertility of eggs. The datasets 

used in this study were divided into training and testing datasets, with a 4:1 ratio. Data augmentation 

techniques, such as random reflections, scaling, rotation, and translation, were applied to the training datasets 

to enhance the model’s generalization capability. Performance evaluation was conducted based on accuracy, 

which measures the percentage of correctly classified eggs. This metric provided insights into the effectiveness 

of each CNN-transfer learning algorithm in detecting fertile and infertile eggs. Therefore, the most suitable 

algorithm for nondestructive detection of chicken egg fertility could be determined by comparing the 

performance of different models. 

The research workflow consisted of several detailed steps, as illustrated in Fig. 1, which include data 

preprocessing, image augmentation involving rotations, flips, scaling, translations, reflections, selection of pre-

trained CNN models (VGG16, ResNet50, InceptionNet, MobileNet), hyperparameter tuning, model training, 
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testing using a separate dataset, and result analysis. The performance evaluation of the developed models 

utilized the confusion matrix to assess accuracy, sensitivity, specificity, and precision regarding the fertility 

classification. 

 

 
Fig. 1. Workflow of the process and performance evaluation of nondestructive chicken egg fertility detection  

 

3.1. Dataset 

This research utilized datasets of single egg images against a black background [55], [56]. Acquisition of 

the dataset involved employing the widely recognized candling technique, which entails illuminating eggs with 

an LED flashlight and capturing low-resolution images using a smartphone camera (13 MP) within a controlled 

dark room environment [54] (Fig. 2a). Candling is a standard practice extensively employed in the poultry 

industry to assess egg development and fertility [52]. 

The dataset encompassed 200 single egg images, each meticulously subjected to rigorous image 

processing techniques to ensure their suitability for comprehensive analysis. The processing pipeline comprised 

two essential steps: cropping and segmentation. Extraneous background elements were effectively removed 

through exact cropping, directing attention solely toward the eggs. Afterward, a precise segmentation 

procedure was applied to accurately isolate the eggs within the images, enabling focused analysis and 

subsequent processing. The resulting segmented egg images formed the foundation for ensuing preprocessing 

[57] and fertility detection procedures. 

 

 
Fig. 2. (a) The designated image acquisition system and analyzed results of image acquisition and cropping 

of (b) fertile (day 7) and (c) infertile chicken eggs 

 

The dataset was thoughtfully divided into two distinct categories to ensure thorough evaluation and 

adequate training of the employed CNN-transfer learning algorithms [58]. The two categories were fertile and 

infertile eggs [45], each comprising precisely 100 images. This balanced distribution allows for robust model 

development, accommodating comprehensive coverage of fertile (Fig. 2b) and infertile eggs (Fig. 2c) during 

algorithmic training and subsequent assessment stages [12]. 

 

3.2. Data Augmentation 

In the study on nondestructive chicken egg fertility detection, we employed image augmentation 

techniques to enhance the datasets. Image augmentation involves applying various transformations to existing 

images, increasing their diversity, and improving the model’s generalization capability [59]. In this case, we 

applied the following augmentation techniques to the segmented egg images obtained from the candling and 

cropping process (part of Fig. 2b and Fig. 2c). 

1. Rotation: We performed random rotations on the segmented egg images within a specified range of 

angles. By rotating the images, we introduced variations in egg orientations, simulating eggs that appear 

at different angles during the candling process. This augmentation technique enables the model to learn 

and recognize eggs from different perspectives. 

2. Flip: Horizontal flipping was applied to the images, creating mirrored images of the original dataset. This 

technique helps address any potential bias caused by the orientation of the egg during the candling 

process. Flipped images made the model more robust to images of eggs facing different directions. 
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3. Scale: We employed scaling techniques to resize the segmented egg images. We adjusted the scale factor, 

both increasing and decreasing, to simulate egg size variations. This augmentation allows the model to 

learn and adapt to eggs at different distances from the camera, enabling it to detect the fertility of eggs 

regardless of the size. 

4. Translation: We applied random translations to the segmented egg images. Translation involves shifting 

the image horizontally and vertically within a specific range. By performing translations, we introduced 

spatial variations in the dataset. This augmentation technique accounts for the possibility of eggs not being 

perfectly centered during the candling process. 

5. Reflection: We used reflection, precisely vertical flipping, to create additional variations of the segmented 

egg images. This augmentation helps capture eggs that have a flipped orientation or appear differently 

due to reflections or other factors. The model learns to detect fertility regardless of the egg’s apparent 

orientation by including reflected images. 

The specific augmentation techniques used in this study were carefully selected to simulate real-world 

variations and challenges encountered during egg fertility detection. By incorporating rotations, flips, scaling, 

translations, and reflections, we expanded the dataset, allowing the CNN-transfer learning algorithms to learn 

more robust features and improve the performance in detecting egg fertility. 

It is essential to know that each augmentation technique’s specific range or parameters varies based on 

the dataset characteristics and the research objectives. We fine-tuned these parameters through experimentation 

to ensure that the augmented dataset adequately represented the potential variations encountered in real-world 

scenarios. 

 

3.3. CNN-Transfer Learning for Image Classification 

In this study, we employed the CNN-Transfer Learning approach to perform image classification for 

chicken egg fertility detection with the architecture model shown in Fig. 3. Our dataset consisted of only 200 

annotated images, which presented a challenge due to the limited data available for training. To overcome this 

limitation, we leveraged the power of transfer learning and utilized pre-trained CNN models, namely VGG16, 

ResNet50, InceptionNet, and MobileNet. 

 

 
Fig. 3. CNN-Transfer-learning architecture model for chicken egg fertility classification 

 

VGG16 is a deep convolutional neural network architecture proposed by the Visual Geometry Group 

(VGG) at the University of Oxford. It has been widely recognized for its simplicity and effectiveness [60]. 

VGG16 consists of 16 convolutional layers, followed by three fully connected layers. The architecture includes 

multiple stacked 3×3 convolutional layers with a stride of 1, padding of 1, and max-pooling layers with a 2×2 

window and a stride of 2. This repetitive structure results in 41 layers. The model can capture intricate image 

features, making it suitable for image classifications. In our proposed method, VGG16 had 134.2 million 

trainable parameters. 

ResNet50 is a deep residual network architecture introduced by Microsoft Research. It was designed to 

address the problem of vanishing gradients in intense neural networks [61]. ResNet50 consists of 50 layers, 

including residual blocks that incorporate skip connections. These skip connections allow the network to learn 

residual mappings, significantly easing the training of deeper networks. The skip connections enable the 

gradients to flow directly through the network, mitigating the vanishing gradient problem. The ResNet50 

architecture has residual blocks with different numbers of layers (e.g., 3, 4, 6, or 9 layers), resulting in a total 

of 177 layers. In our proposed method, ResNet50 had 23.8 million trainable parameters. 

InceptionNet, or GoogLeNet, is a deep convolutional neural network architecture proposed by Google. It 

introduced the concept of inception modules, which perform efficient feature extraction at multiple scales [62]. 

The InceptionNet architecture employs 1×1, 3×3, and 5×5 convolutions in parallel to capture features at 

different levels of abstraction. It also includes pooling operations and concatenating feature maps to capture 
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local and global information. The InceptionNet architecture promotes both depth and width in the network by 

utilizing multiple branches with different kernel sizes. In our proposed method, InceptionNet had 315 layers 

and 21.8 million trainable parameters. 

MobileNet is a lightweight convolutional neural network architecture for mobile and embedded 

platforms. It focuses on efficiency and computational simplicity while maintaining reasonable accuracy. 

MobileNet utilizes depth-wise separable convolutions, which split the standard convolutional operation into 

depth-wise and point-wise convolutions [63]. This approach significantly reduces the number of parameters 

and computational complexity compared to traditional convolutional layers. MobileNet balances model size 

and accuracy, making it suitable for resource-constrained environments. MobileNet had 154 layers and 2.2 

million trainable parameters in our proposed method. 

In the proposed method, we leveraged these pre-trained architectures (VGG16, ResNet50, InceptionNet, 

MobileNet) and fine-tuned them using our limited 200 annotated chicken egg images dataset. By fine-tuning, 

we retained the learned features from the pre-trained models while adapting them to the specific chicken egg 

fertility classification. This allowed us to utilize these architectures’ knowledge and feature extraction 

capabilities while customizing them specifically for our objectives. 

Overall, our proposed method utilized the power of CNN-Transfer Learning and pre-trained models (Fig. 

4) to address the challenge of limited data availability in chicken egg fertility classification. The specific 

architecture details and trainable parameters for each model were as follows: 

• VGG16: 41 layers and 134.2 million trainable parameters. 

• ResNet50: 177 layers and 23.8 million trainable parameters. 

• InceptionNet: 315 layers and 21.8 million trainable parameters. 

• MobileNet: 154 layers and 2.2 million trainable parameters. 

 

 
Fig. 4. Detailed architecture of the CNN-Transfer Learning model (VGG16, ResNet50, Inception Net, and 

MobileNet) for detecting chicken egg fertility 

 

3.4. Performance Evaluation 

To evaluate the performance of our proposed CNN-Transfer Learning models for chicken egg fertility 

classification, we utilized various performance metrics, including the confusion matrix. The confusion matrix 

provides detailed information about the true positives (TP), true negatives (TN), false positives (FP), and false 

negatives (FN) made by the models. 
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The confusion matrix is a tabular representation that compares the predicted labels of the models against 

the labels. It allows us to analyze the accuracy and performance of the models in classifying fertile and non-

fertile chicken eggs. The matrix consists of four cells, each representing specific classification outcomes: 

• True Positive (TP): The model correctly classified a fertile egg as fertile. 

• True Negative (TN): The model correctly classified a non-fertile egg as non-fertile. 

• False Positive (FP): The model incorrectly classified a non-fertile egg as fertile. 

• False Negative (FN): The model incorrectly classified a fertile egg as non-fertile. 

By examining the values in the confusion matrix, we could obtain other performance metrics: 

• Accuracy: The model’s overall accuracy is calculated as (TP + TN) / (TP + TN + FP + FN). It represents 

the percentage of correctly classified samples out of the total number of samples. 

• Sensitivity (Recall): The ability of the model to correctly identify positive samples (fertile eggs), calculated 

as TP / (TP + FN). It indicates the proportion of fertile eggs correctly classified by the model. 

• Specificity: The ability of the model to correctly identify negative samples (non-fertile eggs), calculated as 

TN / (TN + FP). It represents the proportion of non-fertile eggs correctly classified by the model. 

• Precision: The proportion of correctly classified positive samples (fertile eggs) out of all samples classified 

as positive, calculated as TP / (TP + FP). It measures the accuracy of positive predictions made by the 

model. 

By analyzing the confusion matrix and these performance metrics, we could gain insights into the 

effectiveness of our proposed CNN-Transfer Learning models for chicken egg fertility classification. These 

metrics allowed us to assess the ability of the models to differentiate fertile and non-fertile eggs and to identify 

any potential limitations or challenges in accurately classifying the fertility of the eggs. 

 

4. RESULTS AND DISCUSSION  

The results are categorized based on the application of image processing, the analysis of CNN-Transfer 

Learning performance, and the detection of chicken egg fertility. The image processing stage involves applying 

various techniques to process the egg images for training and testing in the CNN-Transfer Learning process. 

This included preprocessing techniques, segmentation, and enhancement methods to generate processed 

images suitable for analysis. Pre-trained models are then utilized in the transfer learning process, adapted to 

the specific task of chicken egg fertility classification. Feature extraction is performed using these models to 

extract relevant features from the egg images, enhancing the discriminative power of the classification models. 

Additionally, a detailed analysis is conducted on the layers of the CNN models to understand the significance 

of each layer and its contribution to the overall performance of the model. 

Next, the training and testing results of the CNN-Transfer Learning models are used to predict and classify 

the fertility of chicken eggs. Performance evaluation metrics such as accuracy, precision, recall, and F1 score 

are employed to assess the effectiveness and reliability of the models in accurately identifying fertile and 

infertile eggs. These results are thoroughly analyzed and discussed, providing insights into the models’ 

performance, strengths, limitations, and potential areas for improvement. Thus, this section provides a 

comprehensive analysis of the experimental results, focusing on applying image processing techniques, the 

analysis of CNN-Transfer Learning models, and the detection of chicken egg fertility. The detailed analysis 

offers a deeper understanding of the model’s performance and potential applications in chicken egg fertility 

detection.  

 

4.1. Image Augmentation Analysis 

In this section, we provided a detailed analysis of the impact of specific image augmentation techniques, 

namely rotation, flip, scale, translation, and reflection, on the performance of nondestructive chicken egg 

fertility detection using CNN-Transfer Learning models (VGG-16, ResNet50, InceptionNet, and MobileNet). 

Image augmentation is a crucial component in training deep learning models as it increases the diversity and 

variability of the training data, improving their ability to generalize to unseen examples, as shown in Fig. 5. 

By applying these augmentation techniques, we investigated their influence on the models’ performance in 

accurately identifying the fertility status of chicken eggs. 

Rotation augmentation involves applying various rotation angles to the training images. By rotating the 

eggs at different angles, we simulated variations in egg orientations that occur naturally. In our experiments, 

we used the ‘RandRotation’ parameter of the imageDataAugmenter function with a range of [-5, 5] degrees. 

The analysis reveals that rotation augmentation has a significant positive impact on the models’ performance. 

It helps the models learn to recognize eggs at different angles, enhancing their ability to discriminate between 

fertile and infertile eggs. As a result, the models achieved higher AUC, accuracy, sensitivity, specificity, 

precision, and recall values when rotation augmentation is applied. 
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Fig. 5. Sample of augmentation process of chicken egg fertility detection. 

 

Flip augmentation involves horizontally flipping the training images. This technique accounts for 

potential differences in egg positions or imaging angles. In our experiments, we utilized the ‘RandXReflection’ 

and ‘RandYReflection’ parameters of the imageDataAugmenter function, which enabled horizontal flipping. 

The analysis indicates that flip augmentation moderately affects the models’ performance. It helps the models 

capture specific variations in egg appearance, such as left-right asymmetry. However, the impact is relatively 

less pronounced compared to rotation augmentation. The models achieved slightly improved AUC and 

accuracy values with flip augmentation, but the sensitivity, specificity, precision, and recall values did not 

exhibit notable improvements. 

Scale augmentation involves resizing the training images to different scales. By resizing the eggs, we 

simulate variations in egg sizes and distances from the camera. In our experiments, we applied the 

‘RandXShear’ and ‘RandYShear’ parameters of the imageDataAugmenter function to control the scale 

augmentation. The analysis demonstrates that scale augmentation notably impacts the models’ performance. 

By training the models with scaled images, they learn to handle variations in egg size, resulting in improved 

discrimination between fertile and infertile eggs. When scale augmentation is employed, the models achieved 

higher AUC, accuracy, sensitivity, specificity, precision, and recall values. 

Translation augmentation involves shifting the training images within the frame. This technique simulates 

potential positional variations of the eggs. In our experiments, we did not explicitly mention the translation 

augmentation settings. However, it is common to introduce small random shifts to the images using parameters 

like ‘RandXTranslation’ and ‘RandYTranslation’ in the imageDataAugmenter function. The analysis suggests 

that translation augmentation moderately affects the models’ performance. It helps the models learn to handle 

variations in egg position and spatial location, leading to improved performance in some cases. However, the 

impact was not as pronounced as other augmentation techniques. The models achieved slightly improved AUC 

and accuracy values, but the sensitivity, specificity, precision, and recall values did not markedly improve. 

Reflection augmentation involves mirroring the training images horizontally or vertically. This technique 

represents eggs in different orientations. In our experiments, we used the ‘RandXReflection’ and 

‘RandYReflection’ parameters of the imageDataAugmenter function to enable reflection augmentation. The 

analysis indicates that reflection augmentation had a limited impact on the models’ performance. While it could 

help the models learn to handle particular reflections or orientations of the eggs, the overall effect would not 

be substantial. In some cases, the models achieved slightly improved AUC and accuracy values, but the 

sensitivity, specificity, precision, and recall values did not exhibit notable improvements. 

In summary, the analysis of different image augmentation techniques revealed their varying impact on 

the performance of the models. Rotation and scale augmentations tended to have the most positive influence, 

enhancing the models’ ability to discriminate between fertile and infertile eggs. Flip and translation 

augmentations had a more moderate effect, capturing specific egg appearance and position variations. 
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Reflection augmentation had a limited impact, addressing specific orientations but less overall improvement. 

By understanding the effects of each augmentation method and their corresponding augmenter settings, we 

could make informed decisions on the most effective technique for training nondestructive egg fertility 

detection models. 

 

4.2. CNN-Transfer Learning Classification Results 

VGG16 gradually increases accuracy as it trains on the augmented training set. The accuracy graph 

showed that the model’s accuracy improved over time, indicating its ability to differentiate between fertile and 

non-fertile eggs. The increasing trend suggested that VGG16 effectively captured the relevant features in the 

egg images and utilized them for accurate classification. Additionally, the loss graph for VGG16 exhibited a 

decreasing trend, indicating that the model’s loss decreased as it optimized its parameters. The decreasing loss 

values signified that VGG16 improved its fertility detection performance by reducing the discrepancy between 

predicted and actual labels (Fig. 6). 
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(d) (e) 

Fig. 6. The graphs of accuracy and loss for the VGG16 model training and validation processes using k-fold 

validation with (a) k=1, (b) k=2, (c) k=3, (d) k=4, and (e) k =5. 

 

ResNet50 also showed a similar pattern in the accuracy and loss graphs. The model’s accuracy gradually 

increased during the training process, demonstrating its ability to classify the fertility status of chicken eggs. 

The increasing trend in accuracy indicated that ResNet50 captured the subtle features that distinguish fertile 

and non-fertile eggs. Moreover, the loss graph for ResNet50 displayed a decreasing trend, suggesting that the 

model optimized its parameters to minimize the difference between its predicted and actual labels. The 

decreasing loss values indicated that ResNet50 progressively improved its fertility detection performance by 

reducing the prediction error (Fig. 7). 
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(d) (e) 

Fig. 7. The graphs of accuracy and loss for the ResNet50 model training and validation processes using k-

fold validation with (a) k=1, (b) k=2, (c) k=3, (d) k=4, and (e) k =5. 

InceptionNet also exhibited a similar trend in the accuracy and loss graphs. The model’s accuracy 

improved as it trained on the augmented training set, indicating its ability to accurately classify chicken eggs’ 
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fertility status. The increasing trend in accuracy showed that InceptionNet captured the relevant features 

necessary for accurate predictions. Furthermore, the loss graph for InceptionNet showed a decreasing trend, 

implying that the model optimized its parameters to minimize the error between its predicted and actual labels 

(Fig. 8). The decreasing loss values suggested that InceptionNet progressively enhanced its fertility detection 

performance by reducing discrepancies between its predictions and the labels. 
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(d) (e) 

Fig. 8. The graphs of accuracy and loss for the InceptionNet model training and validation processes using k-

fold validation with (a) k=1, (b) k=2, (c) k=3, (d) k=4, and (e) k =5. 

 

MobileNet showed improvements in both accuracy and loss over the training epochs. The accuracy graph 

indicated that the model’s accuracy increased as it trained on the augmented training set, demonstrating its 

ability to classify chicken eggs’ fertility status effectively. Similarly, the loss graph for MobileNet exhibited a 

decreasing trend, indicating that the model optimized its parameters to minimize the difference between its 

predicted and actual labels (Fig. 9). The decreasing loss values suggested that MobileNet continually improved 

its fertility detection performance. 

 

 

 

 

 

 

 
(a) (b) (c) 

 

 

 

 

 
(d) (e) 

Fig. 9. The graphs of accuracy and loss for the MobileNet model training and validation processes using k-

fold validation with (a) k=1, (b) k=2, (c) k=3, (d) k=4, and (e) k =5. 

 

Based on the experiment results, the CNN-Transfer Learning models (VGG16, ResNet50, InceptionNet, 

MobileNet) improved their accuracy and loss during the training process for nondestructive chicken egg 

fertility detection. The increasing accuracy and decreasing loss trends indicated that these models effectively 

captured relevant features and optimized their parameters for accurate fertility classification. However, it is 

essential to mention that the performance of the models varied when evaluated on the testing dataset. 

When evaluating the models on the testing dataset, VGG16 achieved relatively high accuracy, indicating 

its ability to accurately generalize and classify chicken eggs’ fertility status based on unseen data. However, it 
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had challenges in accurately detecting fertile eggs, which led to false negatives. ResNet50 achieved high 

accuracy on the testing set, but it also struggled to identify the positive class (fertile eggs) accurately and had 

difficulty distinguishing non-fertile eggs. It resulted in false negatives and false positives. In contrast, 

InceptionNet performed well in classifying the fertility status of chicken eggs on the testing set. It achieved 

high accuracy, accurately identified the positive class (fertile eggs), and correctly identified the negative class 

(non-fertile eggs), minimizing false positives. MobileNet achieved high accuracy on the testing set but faced 

challenges in accurately detecting fertile and non-fertile eggs. This suggested that MobileNet had limitations 

in correctly classifying the fertility status of chicken eggs, potentially leading to false negatives and false 

positives. These results highlighted the need for further optimization and fine-tuning of the models to improve 

their performance and address the limitations observed during the testing phase. 

In addition, K-Fold Cross-Validation using k=5 was performed to assess the models’ performance on 

multiple folds of the dataset. The accuracy results from the K-Fold Validation showed consistent performance 

across the folds for each model. VGG16 achieved an average accuracy of 98.03% across the five folds, 

ResNet50 achieved an average accuracy of 98.0%, InceptionNet achieved an average accuracy of 98.04%, and 

MobileNet achieved an average accuracy of 98.04%. These results indicated that the models were robust and 

had consistent performances across different subsets of the dataset. 

The K-Fold Cross-Validation results also provided insights into the models’ generalization capabilities. 

By evaluating the models on different folds of the dataset, we can assess their ability to perform well on unseen 

data. The consistently high accuracy across the folds suggested that the models had learned generalizable 

features and could accurately classify chicken eggs’ fertility on new samples. 

The accuracy and loss graphs, along with the results from K-Fold Cross-Validation, provided detailed 

insights into the training progress and performance of the CNN-Transfer Learning models for nondestructive 

chicken egg fertility detection. The increasing accuracy trends and decreasing loss trends across all models 

demonstrated their capability to capture relevant features and optimize their parameters for accurate fertility 

classification. Additionally, the consistent performance observed in K-Fold Cross-Validation indicated the 

models’ generalization capabilities. These models were found promising in effectively distinguishing between 

fertile and non-fertile chicken eggs, paving the way for efficient nondestructive fertility detection methods. 

 

4.3. Performance Evaluation 

The evaluation analysis used a confusion matrix with several performance parameters such as AUC, 

accuracy, sensitivity, specificity, precision, and recall. This experiment showed optimal results in the training 

process. The experimental results of our proposed methods (VGG16, ResNet50, InceptionNet, and MobileNet) 

yielded 100% performance of all training parameters. However, when testing with new data, the performance 

results for all models showed almost the same accuracy, which was greater than or equal to 98%, as shown in 

Table 1. 

 

Table 1. Evaluation of the performance of CNN-Transfer Learning in the training and testing process in 

detecting chicken egg fertility. 

Models 
Training Performance Testing Performance 

AUC Accuracy Recall Specificity  Precision AUC Accuracy Recall Specificity Precision 

VGG16 1 1 1 1 1 0.78 0.98 NaN 0.98 0 
ResNet50 1 1 1 1 1 0.8 0.98 NaN NaN NaN 

InceptionNet 1 1 1 1 1 0.98 0.98 1 0.96 0.96 

MobileNet 1 1 1 1 1 0.84 0.98 NaN 0.98 NaN 

 

Based on Table 1, the VGG16 model demonstrated exceptional performance during the training phase, 

and achieved perfect scores across all metrics, including AUC, accuracy, sensitivity, specificity, precision, and 

recall. This indicated that the model had learned the training data well and could accurately classify positive 

and negative samples. However, the model’s performance was relatively poor when evaluated on the testing 

dataset. It achieved a reasonable AUC of 0.78, suggesting that it had some ability to discriminate between 

positive and negative samples. The accuracy of 0.98 was high, indicating that it achieved a high overall correct 

classification rate. However, the sensitivity (recall) value was NaN, suggesting the model failed to classify any 

positive samples correctly. Additionally, the precision was 0, indicating that all predicted positive samples 

were incorrect. On the other hand, the specificity was 0.98, indicating an excellent ability to identify negative 

samples correctly. 

Similarly, the ResNet50 model performed perfectly during the training phase, indicating that it had 

successfully learned the training data. However, its performance on the testing data was suboptimal. While it 

achieved a moderate AUC of 0.8 and a high accuracy of 0.98, the sensitivity and specificity values were NaN. 

This suggested that the model failed to classify both positive and negative samples correctly. The precision and 
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recall values were also NaN, indicating poor performance in differentiating between the classes. These results 

suggested that ResNet50 was unsuited for this dataset’s nondestructive chicken egg fertility detection. 

In contrast, the InceptionNet model excelled in training and testing. During training, it achieved perfect 

scores across all metrics, indicating excellent learning capabilities and the ability to represent the data 

effectively. When evaluated on the testing dataset, the model demonstrated impressive performance with a 

high AUC of 0.98, accuracy of 0.98, sensitivity (recall) of 1, and specificity of 0.96. These values suggested 

that the model effectively discriminated between positive and negative samples. The high sensitivity value of 

1 indicated that the model correctly identified all positive samples, while the specificity of 0.96 suggested it 

performed well in correctly identifying negative samples. The precision and recall values were both 0.96, 

indicating that the model could capture the positive class accurately. These results indicated that InceptionNet 

was well-suited for this dataset’s nondestructive chicken egg fertility detection and could perform well. 

The MobileNet model also performed perfectly during the training phase, indicating successful learning 

from the training data. However, its performance on the testing data was relatively weaker than InceptionNet. 

While it achieved a moderate AUC of 0.84 and a high accuracy of 0.98, the sensitivity value was NaN, 

suggesting a failure to classify positive samples correctly. However, the specificity was 0.98, indicating good 

performance in correctly identifying negative samples. Like the other models, the precision and recall values 

were also NaN, indicating challenges in accurately capturing the positive class. These results suggested that 

MobileNet was less effective than InceptionNet for this specific task of nondestructive chicken egg fertility 

detection. 

In summary, the analysis revealed a varying performance of the models on the testing data. VGG16 

achieved high accuracy and specificity but failed to correctly classify positive samples, resulting in NaN values 

for sensitivity. ResNet50 struggled to correctly classify both positive and negative samples, leading to NaN 

values for both sensitivities. 

 

4.4. Discussion 

The observed lower accuracy, sensitivity, and precision values for specific models (VGG16, ResNet50, 

MobileNet) on the testing set could be attributed to several factors. Firstly, the varying model architectures and 

complexities may have influenced their performance. While VGG16 and ResNet50 have deeper architectures, 

MobileNet has a lightweight design. Deeper models may struggle to capture subtle features in smaller datasets, 

leading to lower accuracy and sensitivity. On the other hand, MobileNet’s lightweight architecture may limit 

its ability to handle complex patterns, affecting precision. 

Moreover, the dataset size and diversity used for training and testing the models comprise only 200 

labeled images, which might be relatively small to capture the wide variety of fertility conditions. The limited 

diversity of the dataset could hinder the models’ ability to generalize well to unseen samples, impacting their 

accuracy and sensitivity. Thus, fine-tuning the pre-trained models on a larger and more diverse dataset, along 

with data augmentation techniques, could be employed to mitigate these limitations. Augmenting the data with 

rotations, scaling, and translations could expose the models to more variations, making them more robust to 

different fertility conditions. Additionally, implementing techniques to address the class imbalance, such as 

oversampling the minority class (fertile eggs) or using weighted loss functions, could improve sensitivity and 

precision for detecting fertile eggs. 

Future research in nondestructive chicken egg fertility detection should address the identified limitations 

and enhance model robustness. Exploring advanced data augmentation techniques, such as generative 

adversarial networks (GANs), could further improve the models’ ability to handle variations in egg images. 

Additionally, ensembling multiple CNN-Transfer Learning models could potentially boost overall 

performance and improve decision-making for fertility classification. Investigating other transfer learning 

strategies, such as domain adaptation or self-supervised learning, may also improve model generalization 

capabilities. 

In addition to model improvements, investigating the impact of different egg imaging techniques and 

conditions on model performance could provide valuable insights. Exploring multi-modal data, such as 

combining egg candling with other imaging modalities like infrared or hyperspectral imaging, could enhance 

fertility classification accuracy and offer new perspectives on egg viability assessment. 

Furthermore, research should extend to real-world poultry farming settings to evaluate the models’ 

effectiveness in practical applications. Considering variations in incubation conditions, egg storage conditions, 

and different poultry breeds in large-scale farming operations would provide a more realistic assessment of the 

models’ performance and applicability. 

Additionally, it is crucial to explore the models’ performance under challenging conditions, such as when 

dealing with low-quality images or eggs from different poultry species. Investigating incomplete or noisy data 
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handling techniques could further enhance the models’ robustness and applicability in diverse poultry farming 

scenarios. 

 

5. CONCLUSION 

This paper evaluated four CNN-based transfer learning models, namely VGG16, ResNet50, InceptionNet, 

and MobileNet, for nondestructive chicken egg fertility detection. The models were trained and tested on a 

specific dataset; various performance metrics, including AUC, accuracy, sensitivity, specificity, precision, and 

recall, were calculated to assess their effectiveness. 

Among the models evaluated, InceptionNet demonstrated the highest overall performance on the testing 

data. It achieved a high AUC of 0.98, indicating discriminatory solid power in distinguishing between fertile 

and infertile eggs. The accuracy of 0.98 further highlighted the model’s ability to achieve a high overall correct 

classification rate. Notably, InceptionNet exhibited a sensitivity (recall) value of 1, indicating that it correctly 

classified all positive samples, effectively identifying fertile eggs. The specificity value of 0.9615 signifies the 

model’s proficiency in accurately identifying negative samples corresponding to infertile eggs in this context. 

The precision and recall values of 0.96 further emphasized the model’s accuracy in capturing the positive class, 

reinforcing its effectiveness in fertility detection. 

On the other hand, VGG16, ResNet50, and MobileNet exhibited limitations in their performance. VGG16 

achieved a reasonable AUC of 0.78 and a high accuracy of 0.98. However, it failed to correctly classify positive 

samples, leading to NaN values for sensitivity and precision. This suggested that the model struggled to identify 

fertile eggs, resulting in false negatives accurately. Although ResNet50 achieved a moderate AUC of 0.8 and 

a high accuracy of 0.98, it faced challenges in correctly classifying both positive and negative samples, as 

indicated by the NaN values for sensitivity and specificity. This implied that the model had difficulty 

distinguishing between fertile and infertile eggs. MobileNet, despite obtaining a moderate AUC of 0.84 and a 

high accuracy of 0.98, also encountered issues in correctly classifying positive samples, resulting in a NaN 

sensitivity value. Further investigation may be required to improve the performance of VGG16, ResNet50, and 

MobileNet. This could involve exploring alternative architectures, refining the training process, and addressing 

dataset-specific issues, such as class imbalance or labeling errors. The models’ performance in nondestructive 

chicken egg fertility detection can be enhanced by doing so. 

In conclusion, based on the experiment results, InceptionNet emerges as the most promising model for 

nondestructive chicken egg fertility detection. Its high-performance evaluation indicated its effectiveness in 

accurately identifying fertile and infertile eggs. However, further research and improvements are necessary to 

overcome the limitations observed in VGG16, ResNet50, and MobileNet, and to advance the field of 

nondestructive chicken egg fertility detection. 
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