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 Twitter is a medium of communication, transmission of information, and 

exchange of opinions on a topic with an extensive reach. Twitter has a tweet 

with a text message of 280 characters. Because text messages can only be 

written briefly, tweets often use slang and may not follow structured 

grammar. The diverse vocabulary in tweets leads to word discrepancies, so 

tweets are difficult to understand. The problem often found in classifying 

topics in tweets is that they need higher accuracy due to these factors. 

Therefore, the authors used the GloVe feature expansion to reduce vocabulary 

discrepancies by building a corpus from Twitter and IndoNews. Research on 

the classification of topics in previous tweets has been done extensively with 

various Machine Learning or Deep Learning methods using feature 

expansion. However, To the best of our knowledge, Hybrid Deep Learning 

has not been previously used for topic classification on Twitter. Therefore, 

the study conducted experiments to analyze the impact of Hybrid Deep 

Learning and the expansion of GloVe features on classification topics. The 

total data used in this study was 55,411 datasets in Indonesian-language text. 

The methods used in this study are Convolutional Neural Network (CNN), 

Recurrent Neural Network (RNN), and Hybrid CNN-RNN. The results show 

that the topic classification system with GloVe feature expansion using the 

CNN method achieved the highest accuracy of 92.80%, with an increase of 

0.40% compared to the baseline. The RNN followed it with an accuracy of 

93.72% and a 0.23% improvement. The CNN-RN Hybrid Deep Learning 

model achieved the highest accuracy of 94.56%, with a significant increase 

of 2.30%. The RNN-CNN model also achieved high accuracy, reaching 

94.39% with a 0.95% increase. Based on the accuracy results, the Hybrid 

Deep Learning model, with the addition of feature expansion, significantly 

improved the system's performance, resulting in higher accuracy. 
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1. INTRODUCTION  

Twitter is one of the most popular social networks online as a micro-blogging system [1]. Twitter can be 

used as a medium of information transmission and a place to freely express opinions on a topic, and it has 

widespread access [2]. Users can share articles or upload about anything happening in the world, so users can 

freely follow the topics being discussed. It becomes important because it can be used as a source of information 

in evaluating user responses to discussed topics, so it has a wide range of topics [3]–[5]. Word embedding was 

previously used in research classification [6]–[8]. Topic classification effectively explores data, links similar 

documents, and meaningful classification [9].  

Twitter is unique, as this social media platform can only write text-based messages that do not exceed 

280 characters [10]. Unlike other social media that have longer writing boundaries. Because tweets have short 

written limitations, tweets are often written in an unstructured grammar, using slang language, or even the 

file:///C:/Users/USER/Downloads/10.26555/jiteki.v9i3.26736
http://journal.uad.ac.id/index.php/JITEKI
file:///C:/Users/ACER/Downloads/jiteki@ee.uad.ac.id
https://creativecommons.org/licenses/by-sa/4.0/deed.id
https://creativecommons.org/licenses/by-sa/4.0/deed.id
mailto:erwinbudisetiawan@telkomuniversity.ac.id


ISSN: 2338-3070 Jurnal Ilmiah Teknik Elektro Komputer dan Informatika (JITEKI) 781 

  Vol. 9, No. 3, September 2023, pp. 780-792 

 

 

Topic Detection on Twitter Using Deep Learning Method with Feature Expansion GloVe (Windy Ramadhanti) 

content of tweets is irrelevant to a topic [5]. The use of unexplained grammar and varied vocabulary makes 

tweets difficult to detect, so it’s a unique challenge to classify the topic on a tweet so that the information or 

discussion is relevant. Therefore, the extension of features in this research is used to address the problem.  

Research on the classification of topics is multilabel, so the method used is machine learning or deep 

learning. The study [5] performed topic detection on Twitter using the Gradient Boosted Decision Tree method. 

In this study, the authors used the extraction of the TF-IDF feature and the expansion of the FastText feature, 

with an accuracy of 91.39% and an F1 score of 91.44%. Twitter used data of 30360 data and a news corpus of 

97.794 data.  

Similar research was carried out in the study [8] employing Word2vec for feature expansion and TF-IDF 

for feature extraction to extend topic detection using the Gradient Boosted Decision Tree. The data used in this 

research are tweets and news data. Twitter data consists of 35,605 data and news data of 142,544 data. The 

results of this study obtained an accuracy of 85.44%. 

Research [11] conducted testing by classifying the text as an essay. This study showed that the accuracy 

of the results of the RNN algorithm obtained a higher accuracy compared to the CNN algorithm. RNN gets 

55% accuracy, while CNN receives 50%. The study used 2000 data essays. There is no such thing as a shortage 

or a scale of the lowest scale.  

The main contribution to this research is to apply hybrid deep learning methods with the expansion of 

features to classify topics. As far as the researchers searched, no study of the classification of topics using 

Hybrid Deep Learning was found. Therefore, the study aims to analyze the influence of the hybrid deep 

learning merger of the CNN and RNN algorithms as topic classification by adding the GloVe feature expansion.  

The combination of the CNN and RNN algorithms is chosen because the combinations of these two 

methods can handle text with different lengths so that the classification process is not limited to letters alone, 

as well as capable of dealing with complex and non-explicit features so that better decisions can be made [5]. 

The purpose of expanding the GloVe feature is to address word discrepancies in tweets. GloVe employs matrix 

factoring to capture word co-occurrence information and global statistics, enabling semantic relationships 

between words in documents [12], [13]. In this study, the data used is social media Twitter using Indonesian. 

A total of 55,411 datasets are used and then further processed using the Term Frequency - Inverse Document 

Frequency (TF-IDF) extraction feature and the expansion feature using the word embedding method of GloVe. 

 

2. METHODS  

Fig. 1 shows the system’s design built on this study. Starting from data collection, preprocessing, 

application extraction and feature expansion, sampling, model classification, and metrics evaluation. 

 

 
Fig. 1. Topic Detection System 

 

2.1. Crawling Data  

The data collected was obtained using the snscrape library from the Python programming language [14], 

[15]. The data used in this study is Indonesian-language Twitter data. Twitter data collection is taken based on 
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specific keywords for tweet searches. Each time the crawling process will collect as much data as 1000 tweets. 

The data used was taken from January 2022–March 2023. A total of 56,236 Twitter datasets were collected. 

However, there was a decrease in data sets due to data duplication, so the number of datasets was 55,411 as 

the final data set before entering the preprocessing process. Table 1 is the data distribution of the crawling 

results.  

 

Table 1. Data Distribution 
Label Amount Percentage 

Business 7,190 13% 

Health 6,030 11% 

Sport 5,978 11% 

Education 5,898 10% 

Automotive 5,718 10% 

Entertainment 5,527 10% 

Economy 5,384 10% 

Lifestyle 4,905 9% 

Technology 4,803 8% 

Travel 3,978 8% 

Total 55,411 100% 

 

2.2. Labelling 

Data labelling is done against data sets before the classification process. This tagging is done to 

distinguish the topic from each tweet on the dataset. In this study, there were ten different labels for each tweet. 

The labels are based on the most popular topics that often appear on several news portals in Indonesia. Each 

topic frequently appearing on several news sites is used as a reference label to classify topics in Twitter data. 

After examining the most popular topics on the Indonesian news portal, ten labels were taken for use in this 

study. The label used Business, Health, Sports, Education, Automotive, Entertainment, Economy, Lifestyle, 

Technology, and Travel. In this study, the process of manually labelling data [16]. To ensure the accuracy of 

the labelling results, each data is checked by at least three people. The method of majority votes is used in 

decision-making when there is disagreement in the marking process [17]. Examples of labels can be seen in 

Table 2. 

 

Table 2. Example of a label on a tweet 
Tweet  Label 

Gimana mau keringetan kalo tiap olahraga 

dikit dikit cek hape lalu kebanyakan selfie. 

Olahraganya cuman 5 menit, duduk scroll 

hpnya lebih dari 1 jam, terus ngeluh udah 

rajin olahraga tapi badan kok gak bagus 

bagus, pikirin aja sendiri...  

Sports 

Kita dapat menyadari bahwa pijat dapat 

mengobati penyakit, bahkan jika kita tidak 

sakit dan kita secara teratur memijat selama 

10-20 menit setiap hari, itu akan membantu 

menjaga kesehatan tubuh kita.  

Health 

Kenalin, #robot ikan ini bernama Gillbert! 

     

Walaupun kecil, Gilbert mengemban tugas 

yang sangat besar, yaitu mengumpulkan 

sampah #mikroplastik      yang 

mencemari lautan. Yuk lihat bagaimana 

Gillbert beraksi!     

Technology 

 

2.3. Data Preprocessing 

Data preprocessing is a method of preparing data before it is processed. Incomplete and inconsistent raw 

data will be converted into a machine-understood format [18]. Text preprocessing involves processing and 

preparing text data before the analysis. These steps include data cleaning, converting letters into lowercase, 

dividing the text into words or tokens, filtering or removing irrelevant or meaningless words, and changing 

words into their basic form by deleting affixations [19], [20]. To help in the preprocessing process, the NLTK 

(Natural Language Toolkit) Python library enables tagging, stemming, classification, tokenization, and 

http://issn.lipi.go.id/issn.cgi?daftar&1368096553&1&&


ISSN: 2338-3070 Jurnal Ilmiah Teknik Elektro Komputer dan Informatika (JITEKI) 783 

  Vol. 9, No. 3, September 2023, pp. 780-792 

 

 

Topic Detection on Twitter Using Deep Learning Method with Feature Expansion GloVe (Windy Ramadhanti) 

Capabilities for parsing and semantic analysis [21], in addition to using the Pysastrawi library to assist in the 

stemming process [19]. 

The data cleaning includes removing URLs, hashtags, numbers, emoticons, and reading marks. Case 

folding is converting all the words with capital letters into small letters. This process is beneficial if there are 

variations in the use of capitalization on certain words [22]. Stop words are the process of filtering or removing 

words with no significant meaning, such as general words that are not included in the index or cannot be 

searched in computer search engines [23]. Examples of words included in a list of stopword include related 

words such as "dan,” "atau,” and "yang," etc. [23].  

Stemming means removing the word reward as a basic word. The stemming process can be done by 

cutting off the prefixes, endings, or combinations of both. Using stemming, variations of words with the same 

word root are considered similar tokens. Stemming also uses a normalization process in which the slang words 

used in the Internet language are converted into basic word forms [5]. Tokenization is the process of dividing 

sentences into words, phrases, and symbols called tokens [24]. The tokens generated will help in the parsing 

and processing of data. The development of tokenization in this context separated the character series into basic 

processing units and interpreted and grouped isolated tokens to form higher-level tokens. Subsequently, raw 

text is processed and divided into smaller units [25]. 

 

2.4. Feature Extraction 

Feature extraction is a method used to calculate the value of a feature in a document and is one of the 

most important techniques in data processing and text classification [26], [27]. In the feature extraction phase, 

a tweet representation will be performed. The tweet representation in this study uses a boolean vector feature 

with a fixed length with each feature that will indicate the presence or absence of a word in the tweet. This 

tweet representation started using the N-gram feature, including unigram, bigram, and trigram. The n-gram-

based technique is very suitable for text classification, especially for language categorization [28]. Using N-

grams allows the model to capture local patterns and context of words in the text, thereby improving accuracy 

in classifying tweets into appropriate categories in language analysis tasks. By leveraging the N-gram feature, 

the model can recognize combinations of words that often appear together in tweets, providing important 

information for further classification and understanding of the language used in those texts. For example, for 

word representations using the N-gram feature on a unigram, a feature vector with a length of 6 encodes the 

appearance of words in the order “saya”, “minum”, “enak”, “pagi”, “kopi”, and “hari”. Then tweets that contain 

“saya”, “minum”, “kopi”, “pagi”, “hari”, will appear as {1, 1,0, 1, 1, 1}. Examples of word representations 

using the N-gram feature can be seen in Fig. 2. 

 

 
Fig. 2. Example of Tweet Representation 

 

This study used TF-IDF (Term Frequency-Inverse Document frequency) as a feature extraction method. 

TF-IDF calculates the weight or value of each word (token) used on a document in the corpus. This method is 

widely used in information search and text development to evaluate the relationship of each word in a document 

set relationship [29]. This normalization process determines the weight of the terms often appearing in a 

document. Simply put, the document was converted to a weight calculated based on the number of its 

appearances [30]. This method is used to find out how often this word appears on tweet documents. TF-IDF 

can be formulated as follows: 

 𝑤𝑖𝑗 = 𝑡𝑓𝑖𝑗 × 𝐼𝐷𝐹𝑗 , 𝑤𝑖𝑡ℎ 𝐼𝐷𝐹𝑗 (log
𝑁

𝑑𝑓
) (1) 

Where  𝑤𝑖𝑗  is the weight of the word-𝑗  document, 𝑡𝑓𝑖𝑗  represents the number of word appearances that are 

sought on the document, 𝐼𝐷𝐹𝑖𝑗 Inverse Document Frequency, 𝑁 the total of documents, and 𝑑𝑓 is the sum of 

all documents that contain the word search [31]. 
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2.5. Feature Expansion 

GloVe is one of the unsupervised learning algorithms for obtaining vector representations for words [32]. 

Word embedding is considered an efficient and effective method in learning vector representation of words. 

The advantage of the GloVe model is its ability to be trained quickly on larger amounts of data because its 

implementation can be parallelized [3], [32], [33]. Fig. 3 is an example of vector relations captured by GloVe. 

 

 
Fig. 3 Vector relations captured by GloVe [34] 

 

The objective of using the GloVe method for word representation is to capture semantic relationships 

between words based on their common co-occurrence in the corpus [33]. GloVe uses a global matrix factoring 

method, which is a matrix that represents the presence or absence of words in a document [13]. GloVe studies 

relationships between words by calculating how often the words appear together in a particular corpus. The 

probability ratio of word appearance can encode a form of meaning and helps improve performance in word 

analogy problems [13].  The corpus of this study consists of tweets and IndoNews. The tweet corpus uses tweet 

data, while the tweet + IndoNews corpus is constructed using the combined tweet+IndoNews. Table 3 is an 

example of the similarity of the word “kanan” based on the corpus of Tweets with the top 15 similarities. 

 

Table 3. Example of Top 15 Similarity of "kanan" words based on Corpus Tweets 
Word Rank 1 Rank 2 Rank 3 

kanan 

kiri belah motorik 

Rank 4 Rank 5 Rank 6 

dada lajur miring 

Rank 7 Rank 8 Rank 9 

Jalar bahu telinga 

Rank 10 Rank 11 Rank 12 

lengan mules bengkok 

Rank 13 Rank 14 Rank 15 

encok tusuk keseleo 

 

2.6. Convolutional Neural Network 

Convolutional Neural Network (CNN) is a type of simulated neural network in deep learning inspired by 

the human brain [35]. CNN is a type of simulated neural network architecture that can be trained in several 

stages and has been developed specifically for classification tasks [36]. Although its primary use was for image 

classification in computer vision, CNN also performed well in text classification tasks [36]. If an image is an 

input for the image classification, then the input for the text classification is a word vector created using word 

embedding [37]. Fig. 4 shows an overview of the CNN architectural design for text processing. 

Several layers in the CNN model built on this research were created using the TensorFlow Keras library, 

including the input layer, the convolutional layer, the dense layer, the max pooling layer, the dropout layer, 

and the flatten layer. The input layer is a layer for entering data inputs that will be continued onto the 

convolutional layer [39]. This study used 1D convolutional layer because the data used is one-dimensional text 

data. The model can extract these patterns and more sophisticated features from the upper layers using 1D-

CNN to identify simple ways in our data [40]. Layer Conv1D is used with 64 filters, each filter has a 3-kernel 

size and uses the ReLU activation function. 

 

http://issn.lipi.go.id/issn.cgi?daftar&1368096553&1&&


ISSN: 2338-3070 Jurnal Ilmiah Teknik Elektro Komputer dan Informatika (JITEKI) 785 

  Vol. 9, No. 3, September 2023, pp. 780-792 

 

 

Topic Detection on Twitter Using Deep Learning Method with Feature Expansion GloVe (Windy Ramadhanti) 

 
Fig. 4. CNN Architecture [38] 

 

After the Conv1D layer, the Model has a dense layer with 32 units and uses the ReLU activation function. 

The dense layer connects each neuron on the previous layer with the neuron layer on the fully connected layer. 

This creates connections between all the neurons in the layer and allows the nerve tissue to study the more 

complex relationships between the features.  

There is a Max Pooling1D layer. This layer performs the max pooling operation on data passed through 

the previous layer. Max pooling reduces the spatial dimension of the data by taking the maximum value from 

the pooling window. After the MaxPooling1D layer, there is a Dropout layer with a dropout rate 0.1. Dropout 

layers prevent overfitting by randomly turning off some neurons on the previous layer during training. 

After the Dropout layer, the model has a Dense layer with 10 units and uses the ReLU activation function. 

A flatten layer converts one dimension of a feature matrix into a vector that continues a fully connected layer 

[39]. After the Flatten layer, the model has a Dense layer with 10 units and uses the softmax activation function. 

The optimization used is Adam loss function categorical cross entropy. 

 

2.7. Recurrent Neural Network 

A feed-forward neural network focusing on modelling in the temporal domain is known as a recurrent 

neural network (RNN) [41]. The ability of RNNs to send information over time is one of their distinguishing 

characteristics [41]–[43]. To connect the time steps that support training in the temporal domain with the 

exploitation of the sequential properties of the input, RNN has an additional parameter matrix in its structure 

[43], [44]. The RNN (Recurrent Neural Network) model has demonstrated a solid ability to learn various 

natural language processing tasks [45]. This model has good characteristics in modelling sequential data and 

leveraging sequential information to the maximum [45]. However, in using basic RNNs, there are some 

challenges, such as the problem of vanishing gradient, which may limit its ability to capture long-term 

dependencies [46]. To address this problem, the study used LSTM variants to initialize dynamic weights [47]. 

This variation of LSTM is used to remember long-term information with weight as Long-term memory [48]. 

 

 
Fig. 5 RNN Architecture 
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Fig. 5 is the architectural design of RNN built on this research. The LSTM layer has 32 hidden units. A 

drop-out layer of 0.5 is used to prevent overfitting. The dense layer has 32 units with a ReLU activation 

function, and the last Dense Layer uses 10 units and softmax activation functions. The optimization is Adam, 

and categorical cross entropy is the Loss Function. 

 

2.8. Hybrid  

The hybrid model built on this study combined two previous methods, CNN and RNN. This model is 

built using TensorFlow Keras. For the hybrid model made in this study, there are two models, CNN-RNN and 

RNN-CNN. Fig. 6 shows the architecture of hybrid CNN-RNN. 

 

 
Fig. 6 Hybrid CNN-RNN Architecture [49] 

For the CNN-RNN model, the first layer is the Convolution layer 1 Dimension with 32 filters. Each filter 

has 3 kernel sizes and uses the ReLU activation function. Padding is used to keep the output size equal to the 

input size. The L2 regulation with the parameter 0.01 is also applied to the Conv1D kernel to reduce overfitting.  

After the Conv1D layer, the model has a Dense layer with 32 units and uses the ReLU activation function. 

This solid layer performs operations that are fully connected between the previous and next layers. After the 

Dense layer, there is the MaxPooling1D layer. This layer performs the combined operation max on the data 

passed through the previous layer. Max pooling reduces the spatial dimension of the data by taking the 

maximum value from the pooling window. 

After the MaxPooling1D layer, there is the RNN layer in the variant LSTM. The RNN layer has 32 hidden 

units and produces outputs at each time step. LSTM is used to study sequence patterns in data. After the RNN 

layer, there is the Flatten layer. This layer converts the output from the previous layer into a 1-Dimensional 

vector to be used as an input for the next solid layer. After the Flatten layer, this model has a Dense layer with 

10 units and uses the softmax activation function. This solid layer produces outputs with shapes that match the 

number of classes to be predicted, in this case, 10 classes. 

Once a model is defined, the model is compiled using the Adam optimizer. The loss function is categorical 

cross entropy, suitable for multi-class classification cases. Accuracy metrics are also used to monitor model 

performance during training. The layer on the RNN-CNN model is the same as CNN-RNN, but the difference 

lies in the 3 initial layers only. On the first layer, use layer RNN, the second layer Conv1D, and the third layer 

maxpooling. 

This study's use of the CNN-RNN and RNN-CNN hybrid model has weaknesses and challenges. The 

combination of these two architectures leads to the high complexity of the model and requires complex 

parameter settings. Problems with disappearing and exploding gradients may also arise when using RNNs in 

models. In addition, combining representations from CNN and RNN can be challenging, given that both types 

of architectures focus on different aspects of data. However, this challenge can be overcome by exploring 

different architectures, setting parameters carefully, and using regulatory techniques. 

 

2.9. Performance Evaluation 

Only use accuracy values to calculate the system’s performance in this study. The accuracy value can be 

obtained based on four terms on the confusion matrix as a result of the representation of the classification 

process, among them True Positive (TP), True Negative (TN), False positive (FP), and False negative (FN) [5]. 

http://issn.lipi.go.id/issn.cgi?daftar&1368096553&1&&


ISSN: 2338-3070 Jurnal Ilmiah Teknik Elektro Komputer dan Informatika (JITEKI) 787 

  Vol. 9, No. 3, September 2023, pp. 780-792 

 

 

Topic Detection on Twitter Using Deep Learning Method with Feature Expansion GloVe (Windy Ramadhanti) 

However, since this research is a multi-classification, the measurement needed is only an accuracy value to 

measure the amount of correctly classified data compared to the whole data [5]. For the formula to calculate 

the accuracy value can be seen in the following equation: 

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦(𝑦, �̂�) =  
1

𝑛𝑠𝑎𝑚𝑝𝑙𝑒

∑  1(𝑦, �̂�)

𝑛
𝑠𝑎𝑚𝑝𝑙𝑒𝑠−1

𝑖=0

 (2) 

 

3. RESULTS AND DISCUSSION  

This study used CNN and RNN as model classifications, TF-IDF N-gram as baseline testing and feature 

extraction, and GloVe as feature expansion. The classification theme is based on four scenarios. The first 

scenario uses a splitting ratio, for the best results will be used for the next scenario. The second scenario is to 

compare the baseline, and the best results will be used in the next scenario. The third scenario improves the 

best baseline outcomes by applying the GloVe feature expansion. The fourth scenario improves the best 

baseline outcomes using a hybrid classification model and applying the GloVe feature expansion. 

 

3.1. Results 

3.1.1. Scenario 1 

In the first scenario, the testing used the Uni-gram TF-IDF baseline with the application of the splitting 

ratio to find the best results. The split ratio used in this study is 90:10, 80:20, and 70:30. The test results can be 

seen in Table 4. 

 

Table 4. Result of First Scenario 

Split 

Ratio 

Accuracy (%) 

CNN RNN 

90:10 92.32 93.20 

80:20 92.43 93.50 

70:30 92.27 93.34 

 

Table 4 shows the best accuracy result is the splitting ratio of 80:20 with the accurate value on the CNN 

model of 92.43% and the RNN model of 93.50%. The best results from the first scenario continued to the 

second scenario to compare the best baseline. 

 

3.1.2. Scenario 2 

In this scenario, the baseline comparison uses unigram, bigram, trigram, unigram+bigram, and unigram 

+bigram+trigram. The results of the test can be seen in Table 5. 

 

Table 5. Result of the Second Scenario 

Baseline 
Accuracy (%) 

CNN RNN 

Unigram (Baseline) 92.43 93.50 

Bigram 71.34 (-22.83) 73.63 (-21) 

Trigram 36.04 (-61.) 36.38 (-61) 

Baseline + Bigram 76.13 (-17.62) 93.42 (-0.08) 

Baseline + Bigram + Trigram 92.50 (+0.07) 93.54 (+0.04) 

 

The table above shows that the baseline with the best accuracy results is Baseline + Bigram + Trigram, 

with the accurate development of the CNN model of 92.50% and RNN of 93.54%. Baseline results will 

continue to be tested in the third scenario. 

 

3.1.3. Scenario 3 

In the third scenario, an expansion is made using the GloVe feature expansion. In this process, the 

baseline and classification model will be added features with the similarity corpus built, including Top 1, Top 

5, Top 10, and Top 15. There are two types of corpus: corpus tweets and corpus Tweet + IndoNews. Both 

corpus will be applied to the CNN and RNN classification models. Table 6 shows the results of experiments 

on CNN models. 
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Table 6. Result of Third Scenario Using CNN 

Feature 
Accuracy (%) 

Baseline Tweet Tweet+IndoNews 

Top 1 

92.43 

92.55 (+0.12) 92.63 (+0.21) 

Top 5 92.71 (+0.30) 92.80 (+0.40) 

Top 10 92.57 (+0.15) 92. 48 (+0.05) 

 

In Table 6, the results of the experiments showed that the accuracy value of the expansion feature on 

the CNN classification model improved in the Top 5 features for both corpus against the baseline accuracy 

value. The best accuracy result was obtained on the corpus Tweet+IndoNews top 5 with a precise score of 

92.80%. In the top ten, both scores have fallen. 

In Table 7, the experimental results showed that the accuracy values of the expansive feature in the 

RNN classification model increased in the Top 1 and Top 10 features for both corpus against the baseline 

accuracy values. In the top 1, there was an increase in the Tweet+IndoNews corpus, while in the top 10, there 

was a rise in the Tweet corpus but a decrease in the Tweet+IndoNews corpus accuracy. But if you compare the 

top 1 with the top 10, the top 10 gets a higher accuracy of 93.72%. 

 

Table 7. Result of Third Scenario Using RNN 

Feature 
Accuracy (%) 

Baseline Tweet Tweet+IndoNews 

Top 1 

93.50 

93.68 (+0.19) 93.71 (+0.22) 

Top 5 93.70 (+0.21) 93.67 (+0.18) 

Top 10 93.72 (+0.23) - 

Top 15 93.49 (-0.01) - 

 

3.1.4. Scenario 4 

The fourth scenario applies a hybrid classification model by combining CNN with RNN. At this stage, 

testing continues to use the baseline with the best results tested on the second scenario. The feature expansion 

is also applied in the third scenario using two bodies with Top 1, Top 5, Top 10, and Top 15 features. This 

hybrid classification model's experiment aimed to analyze how hybrid deep learning influences topic 

classification by applying expansion and extraction features, hoping to obtain more optimal accuracy results. 

Two experiments will be conducted on this hybrid method, the combination of CNN-RNN and RNN-CNN. 

Table 8 above shows the accuracy results of the CNN-RNN hybrid classification model by applying 

expansion and extraction features. In the Top 5 features, there was a rise for both corpus with accuracy values 

on the corpus Tweet of 94.42% and in the corpus Tweet+News of 94.56%. We can see that the higher accuracy 

values are on the Tweet+IndoNews corpus. In the Top 10, there is a decrease in accuracy. 

 

Table 8. Result of the Forth Scenario Using CNN+RNN 

Feature 
Accuracy (%) 

Baseline Tweet Tweet+IndoNews 

Top 1 

92.43 

94.39 (+2.12) 93.30 (+0.94) 

Top 5 94.42 (+2.15) 94.56 (+2.30) 

Top 10 94.40 (+2.13) 93.38 (+1.02) 

 

Table 9 shows the accuracy results of the RNN-CNN hybrid classification model by applying expansion 

and extraction features. It can be seen in the table above that the top 1 on the Tweet + IndoNews corpus 

experienced an increase in accuracy of 94.26%, while the top 5 also experienced a rise in the corpus Tweet by 

94.39%. If we look at the accuracy values obtained in the experiment are superior to the Top 5 feature with the 

Tweet+IndoNews corpus. In the top 10 features experienced a decrease in accuracy. 

 

Table 9. Result of the Forth Scenario Using RNN+CNN 

Feature 
Accuracy (%) 

Baseline Tweet Tweet+IndoNews 

Top 1 

93.50 

93.99 (+0.52) 94.26 (+0.81) 

Top 5 94.39 (+0.95) 94.00 (+0.53) 

Top 10 94.10 (+0.64) - 
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3.2. Discussion 

Based on the test results, all scenarios experienced performance improvement. Can be illustrated from the 

relative improvement chart in all the scenarios in Fig. 7. 

 

 
Fig. 7. The Highest Relative Increase in All Scenarios 

 

The results of the chart above show that testing using the CNN, RNN, and hybrid methods with the 

expansion of features using TF-IDF and the extraction of relative GloVe features increased performance. In 

the first scenario, obtain the highest accuracy result with the application of N-gram unigram as a test baseline 

with a splitting ratio of 80:20. The second scenario was tested by testing 5 N-grams using a splitting ratio of 

80:20 including Unigram, Bigram, Trigram, Bigram+Trigram, Unigram+Bigram + Trigram and obtaining the 

highest accuracy results on Unigrams + Bigrams, Trigrams. In this experiment, both classification models 

experienced an improvement in accuracy from the baseline, with an increase of 0.08% for CNN versus 0.04% 

for RNN. This is because N-gram word representation can improve accuracy by capturing relationships and 

contexts between words in the text in more detail. With N-grams, models can extract more complex and 

profound patterns from text, thereby enhancing natural language's overall classification and analysis ability 

and ultimately improving accuracy in text processing tasks. 

In the third scenario, tests were conducted by combining the TF-IDF extraction feature with the Glove 

feature expansion. From the results of the experiments, the highest accuracy was achieved by the RNN model 

on the Top 10 feature with an accurate 93.72%. In comparison, CNN experienced a rise in the Top 5 features 

with an accuracy of 92.80%. If viewed in this scenario, the accuracy result has been improved due to the use 

of the GloVe feature expansion. GloVe provides rich word vector representations by leveraging co-occurrence 

statistics to capture semantic relationships between words in the text. By combining GloVe representation as 

an additional feature, the model can better understand semantic contexts, address low data problems, and 

improve overall performance on various text processing tasks. 

In the fourth scenario, an experiment was conducted by combining the CNN model with RNN into a 

hybrid. In the testing, the writer also tried to test disproportionately, meaning that after trying to do the CNN-

RNN test, the RNN-CNN test was also done. In this process, the CNN-RNN model obtained a higher accuracy 

than the baseline, with an accurate value of 94.56%. If we compare the single baseline results of the CNN 

model, the CNN-RNN hybrid model proved superior, with an increase of 2.30%. For the hybrid model, RNN-

CNN also experienced a higher accuracy increase than the baseline, with 94.39%. The RNN-CNN model also 

increased by 0.95% compared to the baseline single RNN model. 

 In the fourth scenario, the accuracy of the results can be increased by combining the strengths of both 

methods to address the unique challenges of text data. CNN can extract features based on spatial patterns in 

text, thus effectively recognizing local patterns such as phrases or important words. Meanwhile, RNNs can 

handle temporal contexts and understand relationships between words in sequence. Combining both, hybrid 

deep learning can extract key features from the text in parallel and consider word sequence contexts in-depth, 

enhancing the ability to understand and represent text more comprehensively. 

 

0.07 %

0.04 %

0.40 %

0.23 %

2.30 %

0.95 %
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4. CONCLUSION 

This study detected topics on social media Twitter using the Convolutional Neural Network (CNN) and 

Recurrent Neural Network (RNN) methods with the expansion of TF-IDF N-gram extraction features as 

baseline and GloVe expansion features. The researchers used data from 55411 tweets. Since a tweet is a short 

text message limited to only 280 characters, the Glove feature expansion is selected to reduce the non-

conformity of words due to text data containing many variations of terms, such as abbreviations or slang 

languages. Ten labels are used to distinguish topics from each tweet on the dataset.  On the results of this study, 

the CNN-RNN hybrid model combined with TF-IDF feature extraction and GloVe feature expansion achieved 

an accuracy of 94.56%, with an increase in accuracy of 2.30% compared to the CNN baseline. In contrast, the 

RNN-CNN Hybrid model, combined with TF‐IDF features extraction and the GloVe features expansion, had 

a 94.39% accuracy increase with a 0.95% increase compared with the RNN baseline. From the results, it can 

be concluded that the hybrid deep learning method with the extension of feature extraction and feature 

expansion can increase the system’s performance and achieve the best accuracy results. From the research 

results presented, the approach using the CNN-RNN hybrid with the expansion of the GloVe feature shows an 

interesting potential in text processing. However, the architectural complexity and compatibility of GloVe 

features can be a barrier. Future research should explore proper features, testing on more varied datasets, 

parameter optimization, and pre-processing techniques. Through overcoming these limitations, further research 

is expected to contribute significantly to understanding and analyzing texts.  
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