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Abstract

The emergence of artificial intelligence (AI) technology has made deep learning models

popular in the prediction of financial trading. An automated system that could correctly

predict prices or trends will help investors generate considerable profit with minimum risk.

Leading banks and trading firms, such as Westpac, CBA, Macquarie Bank, and Bloomberg,

are investing money and human resources to leverage the advancements of such transformative

technology. Researchers have also studied the exchange rate market by adopting this cutting-

edge technology. This thesis focuses on creating advanced deep learning models to predict

the forex market as correctly as possible and to discover trading strategies powered by AI.

In this thesis, three distinct deep learning models were proposed: an event-driven LSTM

model, an Attention-based VGG16 (MHATTN-VGG16), and a pre-trained model (Trading-

BERT). The introduced three models can facilitate better-informed investment strategies via

correct signal extraction and price forecast in forex trading. These models generate trading

signals based on historical price data and derived features. The outputs of these models show

promising improvements in price and trend prediction accuracy compared to baseline models.

The enhanced prediction results offer traders valuable insights, enabling them to make trading

decisions based on the most predicted signals within the prediction horizon.

The first model proposed is a Long Short-Term Memory (LSTM) focusing on the pre-

diction of the retracement points, which indicate a change in trading trend direction. The

accurate prediction of these retracement points can provide an optimal entry point and lead to

a successful trading strategy. The training data was selected based on a sequence of events

derived from the Elliott Wave. The standard LSTM, supplemented by unique noise reduction

in the training data, shows significant improvement in predicting retracement points compared

to the baseline models, namely GRU and RNN. Furthermore, this study conducts experiments
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to determine the optimal number of timesteps needed to identify an underlying price trend.

The results demonstrate significant potential for building a robotic trading platform.

The second model proposed is a Multi-Head Attention VGG model, designed to forecast

the maximum and minimum price movements in forex trading chart images on a scale.

Accurate prediction of these price movement scales can support investment decisions. The

method proposed in this paper, MHATTN-VGG16, uses VGG16 as a base, incorporating

a multi-head attention mechanism to capture global and local information in the image. It

also employs two-dimensional positional encoding to guide the model on where and what to

focus on within the image. The experimental results demonstrate that the MHATTN-VGG16

architecture has the ability to effectively classify financial chart images.

The third novel system proposed employs a pre-trained model based on the BERT archi-

tecture. This model is built upon four essential design principles: transforming trading price

data points into normalized embeddings; constructing masked sequences for self-supervised

learning; developing seven self-learning tasks for sequential data; and employing the trans-

former’s encoder mechanism for training. The experimental results indicate that the features

generated from the pre-trained model are strong contenders for TA indicators, demonstrating

the model’s ability to extract meaningful signals from financial price data. This study lays

the groundwork for using pre-trained models in financial trading and introduces a method to

convert continuous price data into a set of categorized elements, thus enabling the embedding

to utilize the success of the BERT architecture.

My research in this thesis particularly emphasizes deep learning models such as LSTM,

BiLSTM, GRU, CNN, Transformer, and supervised and unsupervised learning methods.

When thoughtfully applied and combined, the studies reveal how specific deep learning

techniques can successfully augment the decision-making process in forex trading. This

research project provides valuable contributions to the scientific community in its findings

and innovative approach to utilizing deep learning in algorithmic trading.
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CHAPTER 1

Introduction

This Chapter aims to provide an expansive overview of this thesis. The opening section un-

covers the motivations behind this research, offering a brief yet comprehensive introduction to

financial markets and a critical examination of the latest applications of Artificial Intelligence

(AI) in financial trading. It discusses the predictability of financial trading time series data,

setting the stage for scientific inquiries to follow.

Following the motivational groundwork, the subsequent section introduces the core research

questions of the thesis. The structure of this thesis is then outlined, followed by an analysis of

the contributions, which will be discussed at the end of this chapter.

1.1 Motivations

Forex trading, also known as foreign exchange or currency trading, is a global market where

participants buy, sell, and exchange currencies. With a daily trading volume of over $6 trillion,

the forex market is the world’s largest and most liquid financial market. Investors, banks,

corporations, and governments participate in this decentralized market, which operates 24

hours a day, five days a week.

Forex market, due to its high liquidity, has a massive amount of historical data available

for analysis, making it an ideal platform for implementing Machine Learning techniques.

The OHLC (Open, High, Low, Close) prices, which provide comprehensive information
1



2 1 INTRODUCTION

about price fluctuations during a specific time frame. The market mainly comprises "Cross

Currency" pairs such as AUD/USD and EUR/GBP, which create diverse market structures

based on currency combinations through trades taking place in ratios determined by the

pairing.

On the other hand, two primary methods are used to analyse and forecast market trends:

fundamental analysis[2] and technical analysis[3]. Fundamental analysis focuses on evaluating

a currency’s intrinsic value by considering economic indicators such as interest rates, inflation,

gross domestic product (GDP), political factors, and global events. This type of analysis helps

traders to understand the overall health of a country’s economy and the potential impact on

currency prices.

Technical analysis[4] is a methodology that studies historical price data and market trends to

predict future price movements. Technical analysts use tools like chart patterns, trend lines,

and technical indicators to identify potential trade opportunities. Simple moving average

(SMA)[5], exponential moving average (EMA)[6], and relative strength index (RSI)[7] are

commonly used technical indicators.

Although many followers of the Random Walk[8, 9] and Efficient-market Hypothesis (EMH)[10–

12] have expressed doubt about the ability to predict foreign exchange prices, traders who use

Technical Analysis[4] have achieved considerable success in making profitable trades. The

implication is that there are identifiable patterns in historical data that reveal market trends,

and the computational power of Machine Learning techniques can be harnessed to make

profitable predictions based on these patterns.

In recent years, there has been a growing preference for using neural networks to forecast

financial trading markets due to their ability to detect nonlinear data relationships. Many

researchers have explored a range of deep learning models, including DMLP, RNN, LSTM,

CNN, RBM, DBN, AE, and DRL, to predict price movements and trends in various financial

trades[13], including forex, stocks, and indices. These models have shown notable success.
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Long-Short Term Memory (LSTM) is an outstanding model in the deep learning world to

predict high-frequency trading data due to its capability to handle long-term corrections

in sequential data while also addressing the vanishing gradient problem. LSTM enables

the effective handling of long-term correlations via its memory cells and gates. Successful

applications of LSTM in financial trading include its integration with Reinforcement Learning

for maximizing trading profit[14] and its use in feature fusion LSTM-CNN[15] models for

predicting stock prices by extracting features from stock price chart images.

Convolution Neural Network (CNN), as an important class of neural networks, has had great

success in learning image representations. CNN consists of an input layer, multiple hidden

layers, and an output layer. Its hidden layers consist of a series of convolutional layers that

convolve the input and pass its result to the next layer; CNN keeps pooling, and convolution

helps to extract useful features for each layer and to finally obtain high-quality features and

provide a capable prediction result. Studies employing Convolution Neural Networks (CNN)

for analysing financial trading charts[16–18] have demonstrated commendable predictive

accuracy for trading prices or trends.

Other achievements in this area include successfully implementing reinforcement learning

algorithms for optimizing trading decisions[14], developing advanced deep learning models

that outperform traditional methods[1, 15, 19–21], and integrating natural language processing

techniques to analyse news sentiment and predict market reactions[22–24]. However, it is

essential to acknowledge that while machine learning models show promise in forex trading,

they are not infallible and should be used with human expertise and sound risk management

strategies.

As the primary resource for feature generation in most trading literature over the past few

decades, TA indicators have some limitations. These include the possibility of future in-

formation leakage, challenges in reducing or selecting features due to the abundance of

technical indicators, and heightened model complexity. One way to overcome these issues is

by utilizing a pre-trained model that offers reliable attributes while preventing information
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leakage. This approach can optimize computational resources and decrease time spent on the

task.

This thesis presents three studies that apply deep learning models to forex trading, including

LSTM, BERT, and VGG, with Multi-head attention. The aim of this study is to create effective

deep learning models that can forecast price trends and generate trade signals by analysing

historical prices. Accurate predictions can support a more informed trading strategy and lead

to profitable trading decisions.

1.2 Research questions

This thesis delves into the integration of deep learning methodologies for predicting forex

price trends and signals, as well as investigating the underpinning techniques that drive these

predictions. In order to thoroughly comprehend the impact and feasibility of deploying deep

learning in the context of forex market forecasting, this research seeks to answer the following

pivotal questions:

• How do different feature selection and feature generation strategies influence the

accuracy and efficiency of forex price and trend predictions?

• Can we devise a viable approach to convert numerical features into categorical

counterparts to facilitate embedding and harnessing the powerful BERT technology

in forex trading prediction tasks?

• Is it feasible to construct a pre-trained model specifically designed for the nuanced

requirements of forex trading time series data?

• How does incorporating a pre-trained model impact the performance and reliability

of downstream prediction tasks in forex trading?

• In the realm of forex trading, how do deep learning architectures like LSTM, BiL-

STM, GRU, Transformer, and the Convolutional Neural Network (CNN)-based VGG

model compare in terms of trading signal extraction and price trend prediction?
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By answering these questions, this research intends to shed light on the potential of deep

learning techniques in the forex trading arena and establish innovative methodologies for

improving prediction accuracy.

1.3 Proposed methods

This thesis navigates the intricate landscape of trading data analysis, primarily deploying

deep learning models. Deep learning, an advanced subset of machine learning, has garnered

significant attention due to its remarkable adaptability and efficacy across various sectors.

From Natural Language Processing (NLP) to Image Processing, deep learning continues to

foster innovative developments.

As a substantial part of this research endeavor, three impactful studies have been conducted,

each contributing to the ever-evolving discourse in this field. The first published paper, titled

’Event-Driven LSTM For Forex Price Prediction,’ leverages the LSTM architecture - a potent

deep learning model adept at capturing temporal dependencies - to predict future trends in

forex prices. This study marks a pioneering step in integrating event-driven data with LSTM

for more precise financial forecasting.

The second research study, a potential future paper, is titled ’Multi-head Attention VGG For

forex Trading Image Classification.’ It explores the application of the Convolutional Neural

Network (CNN)-based VGG model, enhanced with a multi-head attention mechanism, for

forex trading image classification. By treating the forex trading data as images, this study

provides a fresh perspective on forex trading prediction tasks.

The third paper, ’TradingBERT: A Pre-trained Model for Financial Trading Prediction,’

is under review. This study seeks to construct a pre-trained model rooted in the BERT

architecture, specifically designed for feature extraction in financial trading data. By focusing

on the four primary price points: Open, High, Low, and Close, this model negates the need
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for features typically derived from Technical Analysis. This paper is distinctive as it makes a

groundbreaking attempt to propose a pre-trained model tailored to the nuances of financial

trading.

Collectively, these studies shed light on how deep learning models can be effectively utilized

to predict forex trading trends and prices and subsequently generate reliable trading signals.

These findings pave the way for innovative strategies that could potentially reshape the

landscape of financial forecasting methodologies.

1.4 Structure

The structure of this thesis is divided into nine chapters. A short description of the chapters is

listed as follows:

Chapter 1 - Introduction: This chapter gives a broad perspective on this thesis. It describes

the background, explains what the topic is about, and outlines the objectives of the study.

Chapter 2 - Conceptual Framework: This chapter aims to provide an understanding of the

key concepts of the financial market and the methods employed to develop a trading strategy.

Furthermore, I will dive into the utilization of deep learning and the reasons behind the

growing interest in this topic in the financial trading world.

Chapter 3 – Literature Review: In this literature review, a detailed study of the existing

literature is presented, delivering deeply into the application of deep learning techniques in

predicting forex trading patterns, with a specific focus on LSTM, CNN, Transformer, and

pre-trained models. This discussion focuses on influential deep learning models such as

LSTM, BiLSTM, GRU, Transformer, and transfer learning, and the use of supervised and

unsupervised learning methods. The exploration of these cutting-edge modeling techniques

will cover key theories, significant discoveries, and current debates, as well as identify

potential research gaps in the field of market forecasting.
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Chapter 4 - Methodology: This chapter thoroughly explains the empirical approach that was

taken, including the methods utilized, data collection procedures, and evaluation protocols. It

offers a brief summary of the unique structures of deep learning models, specifically focusing

on LSTM, CNN, and Transformer models. It explains the algorithms that drive these models,

highlighting their individual advantages and limitations, particularly in predicting forex

trading patterns. Additionally, this chapter outlines the experimental design, data collection,

and analytical methodologies employed, while acknowledging any limitations of the study.

Chapter 5 - Event-Driven LSTM For Forex Price Prediction: This chapter presents the first

publication[1], which is an innovative application of LSTM for forex trading. It includes this

specific study’s introduction, methods, results, discussion, and conclusion.

Chapter 6 - Multi-head Attention VGG For Forex Trading Image Classification: This chapter

presents a potential future paper, proposing an innovative application of image classification

techniques within the forex trading domain, and again following the same structure as Chapter

5.

Chapter 7 - TradingBERT: A Pre-trained Model for Financial Trading Prediction: This chapter

introduces a paper currently under review, which describes the creation and evaluation of a

pre-trained model that assists in forecasting trading outcomes, structured similarly to Chapters

5 and 6.

Chapter 8 - Discussion: This chapter consolidates the findings from the previous chapters.

It interprets the results, summarizes the key findings, connects the outcomes, discusses the

implications, and sets the stage for the final remarks.

Chapter 9 - Conclusion and Future Work: As a final summation, in this chapter, the research

question is thoroughly examined by analysing the implications and inferences derived from

the model outcomes. Furthermore, a forward-looking perspective is presented, which suggests

potential improvements and future directions that could enhance the value of the findings

encapsulated within this thesis.
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1.5 Contributions

This thesis primarily aims to design diverse deep learning architectures capable of predicting

price trends and extracting forex trading signals, as demonstrated through the models presented

in Chapters 5, 6, and 7.

The chief contribution of Chapter 5 lies in the LSTM architecture incorporating a unique

event-driven approach that effectively removes noise interference within trading time series

data. By employing BiLSTM and GRU models, this approach yielded significantly superior

prediction results compared to the standard RNN model. The empirical results attest to the

immense potential for the creation of an efficient robotic trading platform.

Chapter 6 introduces a groundbreaking architecture that synergizes multi-head attention with

VGG16 for the classification of financial chart images. Thanks to the attention mechanism, the

MHATT-VGG16 model can more effectively discern ’where’ and ’what’ requires paramount

focus. This paper also devises a two-dimensional positional encoding mechanism using sine

and cosine functions, enabling the model to discern the importance of relative locations.

Compared to the baseline models (VGG16 alone, ResNet50, and Xception), the proposed

MHATT-VGG16 integrated with two-dimensional positional encoding demonstrates superior

performance.

Chapter 7 unveils the TradingBERT model, which applies the power and structure of the

BERT method to the realm of financial trading. Acting as a foundational pre-trained model in

the financial trading sector for future investigations, TradingBERT introduces a method to

transform trading price data into categorical elements, which can generate embeddings for the

transformer. Experimental results from the model’s downstream tasks validate its efficiency

in producing valuable features. While most studies in the trading domain employ technical

analysis indicators as a feature source, these can occasionally use future information, leading

to instability during testing and backtesting. The results from my tests for downstream tasks
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align with these findings, indicating that TradingBERT is a dependable feature source for

trading prediction tasks.



CHAPTER 2

Conceptual Framework

This chapter provides a comprehensive background of financial markets, specifically focusing

on the ever-evolving world of forex trading. I will delve into the various methods utilized

for analysing the forex market, provide an in-depth analysis of the current utilization of

AI technology in forex trading, and discuss their effectiveness in predicting forex trends.

Additionally, I will explore the recent achievements and successes in forex trading forecasts,

emphasizing the advancements that have contributed to better-informed trading decisions.

2.1 Financial markets

The financial markets form the complex framework of the global economy, providing a

platform for participants to trade various financial instruments and manage risk. Financial

markets are significant as they enable the exchange of capital, credit, and risk management,

and play a crucial role in allocating resources and determining the prices of financial assets. I

can categorize financial markets into four main types, which are equity markets, debt markets,

commodities markets, and foreign exchange markets.

Equity markets, which are also known as stock markets, provide a platform for investors

to trade shares of publicly traded companies. These markets are instrumental in helping

businesses raise capital for various growth initiatives such as expansion, research, and devel-

opment. The value of a company is determined by the law of supply and demand in stock
10
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markets, which is essential for investors to make informed investment decisions. The process

of price discovery and liquidity is an integral part of this process.

Debt or bond markets are where investors trade fixed-income securities such as government,

corporate, and municipal bonds. These markets play a vital role in providing financing for

governments, corporations, and other entities, enabling them to borrow money to fund various

projects or cover budget deficits. In return, bond issuers pay interest to the investors, known

as the bondholders, making debt markets a key source of income for long-term investors.

Commodities markets are where participants trade raw materials and primary products, such

as agricultural goods, metals, and energy resources. Trading can take place in either spot

markets, where delivery happens immediately, or futures markets, where contracts are made

for future delivery at a set price. These markets are crucial for the management of supply

chain risks, hedging against price fluctuations, and speculating on future price movements for

both producers and consumers of commodities.

Foreign exchange (forex) markets facilitate the exchange of one currency for another, enabling

international trade, investments, and risk management. As the largest and most liquid of all

financial markets, forex trading sees a daily volume exceeding $6 trillion. The forex market is

active 24 hours a day, five days a week, and facilitates connections between major financial

centers across the world. This market is essential for establishing exchange rates for different

currencies, which in turn plays a critical role in cross-border transactions and evaluating the

economic strength of different countries.

The global economy heavily relies on financial markets, which offer investment opportunities

for individuals and institutions while facilitating efficient capital allocation and international

trade for economic growth. In recent times, technological advancements such as high-

frequency trading, blockchain, and AI have brought about increased efficiency, accessibility,

and innovation in the financial market landscape. As the world evolves, financial markets will
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continue to adapt to meet new challenges and opportunities, remaining a crucial component

of the global economic infrastructure.

2.2 Algorithm trading in forex

Algorithmic trading in the forex market has gained significant traction over the past few years,

as traders increasingly rely on computer algorithms to predict price movements and identify

trading opportunities. In this context, algorithmic trading strategies are specifically designed

to analyse vast amounts of historical and real-time data to forecast currency price trends and

generate actionable trade signals.

forex price and trend prediction algorithms can be broadly categorized into two main ap-

proaches: technical analysis-based strategies and machine learning-based strategies.

Technical Analysis-based Strategies: These strategies are rooted in the belief that historical

price patterns and trends can provide insights into future price movements. Algorithmic

trading systems use various technical indicators and chart patterns, such as moving averages,

oscillators, and trend lines, to identify potential entry and exit points for trades. By automating

the analysis of these technical indicators, algorithms can quickly and efficiently generate trade

signals, thus minimizing the risk of human error and emotional bias. Sample studies in this

area can be seen in [25, 26].

Machine Learning-based Strategies: With the advancements in artificial intelligence and

machine learning, forex traders are increasingly leveraging these technologies to predict price

movements and trends. Machine learning models, such as linear regression, support vector

machines (SVM), and neural networks, can analyse large datasets to identify underlying

patterns and relationships that may not be apparent through traditional technical analysis.

These models are trained on historical data and then used to generate predictions on new,

unseen data. The efficacy of such approaches has been analysed in studies such as [27, 28]
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One popular machine learning technique in forex trading is time series forecasting, which uses

historical price data to predict future price movements. Recurrent Neural Networks (RNNs),

particularly LSTM networks, have proven effective in capturing the temporal dependencies in

time series data, making them a popular choice for forex price prediction.

Another emerging approach is incorporating sentiment analysis, where algorithms analyse

news articles, social media posts, and other textual data to gauge market sentiment and predict

price trends accordingly. Natural Language Processing (NLP) techniques are often employed

in these strategies to process and interpret vast amounts of textual data.

Despite the potential advantages of algorithmic trading in forex price and trend prediction,

traders must be aware of its risks and limitations. For instance, algorithmic trading models

are not foolproof and may produce false signals or fail to adapt to rapidly changing market

conditions. Furthermore, developing and maintaining such trading systems require technical

expertise and resources.

In conclusion, forex trading is an intricate and dynamic market that requires a deep under-

standing of various analytical methods, such as fundamental and technical analysis. Adopting

machine learning methodologies has introduced new opportunities and challenges, paving the

way for more sophisticated trading strategies and improved market predictions. As the field

continues to evolve, traders must stay up-to-date with the latest developments and be prepared

to adapt their strategies accordingly to remain competitive in the ever-changing forex market.



CHAPTER 3

Literature Review

In the dynamic world of financial markets, predicting currency exchange rates, or forex trading,

has been a subject of study for many years. This realm, characterized by its high liquidity

and 24/7 schedule, has historically proven to be a complex and challenging environment for

prediction models due to its non-linear and chaotic nature. As such, traditional statistical

methods often need to be revised in accurately forecasting market movements.

However, the rapid advancement in Artificial Intelligence (AI), specifically deep learning, is

paving a new path for this complex task. With its core foundation in neural networks and its

ability to learn from vast amounts of data, deep learning has made strides in numerous fields,

like image processing, speech recognition, and autonomous driving, to name a few. These

successes open exciting possibilities for its application in forex trading.

This literature review aims to delve into the current knowledge surrounding deep learning use

for forex trading. By exploring the variety of deep learning models employed, the strategies

for their implementation, and their performance in predicting currency exchange rates, this

review aims to provide a comprehensive understanding of the current state of this field and its

potential future trajectory.

Subsequent sections will specifically delve into literature that revolves around different deep

learning architectures such as Convolutional Neural Networks (CNN), Recurrent Neural

Networks (RNN), Long-Short Term Memory (LSTM), Transformer networks, attention

mechanisms, and transfer learning in relation to forex trading.

14
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3.1 Long-Short Term Memory

In the realm of forecasting financial trading markets, the Long-Short Term Memory (LSTM)

model has gained considerable attention over the years. The attraction towards LSTM is

primarily driven by its distinct capabilities in handling the complexities of financial data. It

is noted for its exceptional ability to address the vanishing gradient problem, a challenge

that tends to hamper the performance of traditional neural networks. In addition, LSTM can

understand and learn long-term dependencies in time series data, an essential feature when

dealing with intricate financial data.

This proficiency stems from the unique architecture of LSTM, particularly the incorporation

of memory cells and gates. These components enable LSTM to retain and manage informa-

tion over longer periods, thus making it a suitable choice for data streams where temporal

dependencies play a significant role. Given these advanced capabilities, LSTM has been

widely explored by scholars aiming to forecast the price or the trend of various financial

trading activities, such as forex, stock prices, and indices. Consequently, the LSTM model

holds a prominent position in financial market prediction, demonstrating its current efficacy

and potential for future advancements.

A comprehensive survey by Sezer et al. [13] outlined that a broad spectrum of deep learning

models, such as DMLP, RNN, LSTM, CNN, RBM, DBN, AE, and DRL, have been employed

for financial market prediction. Each of these models has achieved considerable success in

their specific prediction domains.

The supremacy of LSTM was further underscored in [21], where they proposed a Wavelet-

LSTM model for stock price prediction. The model outshone both RNN and LSTM models

in terms of performance, establishing its efficacy in the financial prediction arena.
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Adding another perspective to the ongoing discussion, [29] put forth a machine-intelligent

system that incorporated support vector regression optimized by GA (SVRGA) and a mul-

tilayer perceptron optimized by GA (MLP-GA). Utilizing the Percentage Price Oscillator

(PPO) from the previous 8 days as input, the system predicted the PPO for the next success-

ive 5-day period. A training model built on the Hong Kong Hang Seng Stock Index (HSI)

demonstrated that the proposed predictive trading system generated three times more profits

than a conventional trading system devoid of prediction, thereby highlighting the potential of

advanced predictive systems in augmenting trading profits.

Moreover, the incorporation of deep reinforcement learning in quantitative trading was

demonstrated by [14]. Their LSTM-based agent system learned the temporal pattern in data

and adjusted it to current market conditions and historical data. Reinforcement Learning

was used to train the agent to learn trading policies. The results provided further evidence

for LSTM’s ability to retain the temporal relation of data and showed that LSTM could be

effectively used to construct a trading agent.

On the other hand, [30] introduced a Convolutional Neural Network (CNN) model to forecast

monthly and weekly price trends using technical indicators, exchange rates, commodity prices,

and world indices. Despite achieving a lower accuracy rate compared to the previous 81% by

an SVM model[31], the results corroborated CNN’s capabilities in financial time series data

forecasting. Thus, while LSTM models have exhibited notable success in market prediction

tasks, alternate approaches such as CNN also hold promise and merit further investigation.

In conclusion, the aforementioned studies underline the effectiveness and potential of deep

learning models, especially LSTM, in financial market prediction, offering exciting opportun-

ities for future research in this domain.
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3.2 Convolution Neural Network

Convolutional Neural Networks (CNNs) have been widely adopted for image and video

processing due to their unique capabilities. Comprising an input layer, numerous hidden

layers, and an output layer, CNNs utilize convolutional layers within their hidden layers to

extract and pass on valuable features to the subsequent layers, culminating in high-quality

predictions.

The finance sector has taken an interest in CNNs’ potential for predicting market trends.

Experienced traders often rely on financial charts, particularly candlestick charts, as they

are visually more discernible than numerical data. Over the past years (2014-2019), a body

of literature analysing CNN’s efficacy for forecasting financial trends using financial chart

images has emerged, with most researchers using candlestick chart images as inputs.

Kim T. and Kim H. Y. [14] proposed a fusion LSTM-CNN model for stock price prediction by

leveraging time series data and chart image data characteristics. This model extracted hidden

patterns from stock chart images using an SC-CNN model, then applied an ST-LSTM model to

close prices and trading volumes. Testing confirmed that this LSTM-CNN model outperforms

standalone SC-CNN and ST-LSTM models, especially when analysing candlestick chart

images.

Likewise, [16] used candlestick charts as image inputs. They constructed a CNN autoencoder

to optimize sub-chart representation, followed by a 1-D CNN for price forecasting. Compared

to an Index based ensemble model, their CNN model achieved higher accuracy, precision,

recall, and F1-score for binary class price movement predictions. [17] employed a similar

approach, yielding variable results across years, leading them to conclude that financial chart

images can serve as viable classification inputs.

Exploring short-term price trend prediction, [18] employed a CNN model on candlestick

charts and observed superior performance to a ResNet-18 model benchmark. [32, 33] also
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achieved positive results using CNN models on candlestick charts, with [32] confirming

92.1% accuracy on the Taiwan stock exchange and 92.2% on the Indonesian stock exchange.

Rather than relying on candlestick price charts, [34] generated images of technical indicators

over a 15-day period. Their 6-layer CNN model demonstrated encouraging returns on selected

ETFs and Dow-30 data, with annual returns exceeding those of an LSTM model. [35] also

used technical indicator line charts as inputs and confirmed that CNNs outperformed ANNs.

Exploring the use of moving average line charts, [36, 37] found success in predicting weekly

price movements and price volatility respectively. However, not all studies have been success-

ful. [38] used high and low-price line charts as inputs, and was unable to achieve satisfactory

results, sparking a debate on the relative merits of images versus temporal data.

Interestingly, [39, 40] adopted an alternate approach, employing the concept of images rather

than actual images as inputs. These studies focused on predicting price movements and

reported better accuracy than benchmark models.

In summary, this literature review showcases the potential and versatility of CNNs in financial

forecasting and sets the stage for further investigation and optimization in this promising

domain.

3.3 Transformer

The Transformer model, introduced in [41], constitutes a significant stride in the field of deep

learning architectures. Characteristically designed to process sequential data, it comprises

two principal components: the Encoder and the Decoder. The Encoder processes the input

sequence, generating a context-enriched high-dimensional vector through a self-attention

layer and a feed-forward neural network. This context from the Encoder is subsequently

processed by the Decoder, yielding an output sequence, which could potentially be in a

different language, comprised of different symbols, or even be a reflection of the input.
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The Transformer has seen widespread adoption across various machine learning domains,

notably in Natural Language Processing (NLP) and Computer Vision. In NLP, Transformer-

based architectures, as evidenced in [42, 43], have become predominant. [42] and [43] harness

auto-encoder and auto-regressive architectures, respectively, while other researchers [44–47]

propose variants of BERT, with the Transformer as their base. The application of Transformers

in financial trading has also been explored [19, 20], demonstrating their versatility.

In Computer Vision, the Transformer, when augmented with attention mechanisms, has

demonstrated improved prediction accuracy on popular image datasets like CIFAR-10 and

ImageNet [48–51]. Further advancements, such as the Vision Transformer (ViT) [52], have re-

placed traditional Convolutional Neural Networks (ConvNets) with self-attention mechanisms,

showcasing their effectiveness.

3.4 Attention

The attention mechanism initially introduced to handle long-distance interactions in sequence-

to-sequence NLP tasks, has gained immense popularity across varied research areas including

image classification, object detection, and instance segmentation. Attention mechanisms

aim to foster long-term dependency learning by computing relationships among words in a

sentence, enabling the model to comprehend the semantics and syntax of language data in an

encoder-decoder setup.

Empirical evidence supporting the effectiveness of the attention mechanism spans across

a variety of studies [41, 49, 53, 54]. For instance, [55] introduced an attention-augmented

convolutional network that integrated feature maps with a self-attention layer, resulting in a

notable improvement in top-1 accuracy on ImageNet classification.

Moreover, the integration of self-attention with existing architectures, such as ResNet in

HaloNets [49], enhanced not only the model’s performance but also optimized speed and
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memory usage during training. Attention mechanisms have also found applications in object

detection [49, 54, 56], with [54] replacing spatial convolutions with global self-attention in

the final bottleneck blocks of a ResNet for significantly improved performance.

Novel implementations of the attention mechanism have also emerged in recent studies

[57, 58], enabling patch-based image classification. Remarkably, [57] developed the Vision

Transformer (ViT) which entirely replaced ConvNets with local multi-head dot-product self-

attention blocks. This model’s success further underlines the importance of a model’s ability

to focus attention.

The attention mechanism has also been employed in other domains such as medical image

classification [52, 59–61], demonstrating its wide applicability and effectiveness. This has

encouraged us to explore its potential for financial trading image classification, inspired by

the body of literature that supports its exploration in this context.

3.5 Transferred learning

Transfer learning has emerged as a popular technique in machine learning and artificial

intelligence. Transfer learning is a common deep learning technique where a model is created

and trained on a massive dataset, and the trained model for a task can be used for a second

task. It has proven to be a cost-effective and robust method, requiring fewer labeled data and

producing strong results in a relatively short time.

Recent years have witnessed the application of transfer learning in various domains, including

computer vision and natural language processing. In computer vision, pre-trained models on

large datasets such as ImageNet are often used as feature extractors for other tasks, examples

can be seen in VGG[62], Xception[63], ResNet[64], BERT[42], GPT[43], and GloVe[65].

The success of transfer learning in natural language processing is particularly exemplified

by the BERT model[42]. Pre-trained on a large corpus of text data, BERT has demonstrated
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superior performance on a range of downstream tasks, with only minor task-specific fine-

tuning.

However, transfer learning is not without challenges. There exists a recognition of certain

limitations within the BERT model when applied to domain-specific areas. This challenge

has prompted researchers to train domain-specific BERT variants, including SciBERT[66]

for scientific publications, FinBERT[67] for financial data, and LegalBERT[68] for legal

documents, achieving notable improvements in their respective fields.

In conclusion, transfer learning offers a promising avenue for improving machine learning

performance, especially in tasks with limited labeled data. Future research is necessary to

tackle its challenges and explore its potential further.

3.6 Conclusion

The field of Forex trading is rapidly advancing with the exploration of deep learning. Although

promising results have been achieved, there is still much room for further research. Combining

different deep learning architectures to create hybrid models could be an interesting avenue to

explore. Additionally, it is crucial to enhance the interpretability and transparency of these

models for them to be adopted in the financial sector. Optimizing these models to perform

well under changing market conditions is another area of focus for future research.
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Methodology

4.1 Research Paradigm

4.1.1 Research Design

In the pursuit of advancing financial trading prediction, I proposed three distinct deep learning

models in this thesis. While each of these models stands independently and addresses different

facets of the problem, together, they paint a comprehensive picture of the possible applications

of deep learning in this field.

In the first study, the emphasis is on designing an Event-Driven LSTM model which leverages

significant financial events for extracting trading signals. The study has been designed in a

way that encapsulates the core idea of event-driven trading and merges it with the capabilities

of deep learning models. The objective is to establish a preliminary understanding of how

event data can be intertwined with market data to aid prediction.

The second study, building upon the insights from the first one, dives deeper into improving

the extraction of trading signals. Here, the design involves a complex interplay between a

pre-trained image model VGG16 and a multi-head attention mechanism (MHATTN). The

incorporation of MHATTN serves the purpose of utilizing information from external data

sources and integrating it into the forex market graph, thereby enriching the model’s capacity

to comprehend and predict intermarket dependencies.
22
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The third study elevates the research design to an even higher level of sophistication. The

focus here is on introducing and validating TradingBERT, a pre-trained model specifically

engineered for trading data. The design of this study includes rigorous testing of the model’s

efficacy through a series of downstream tasks, providing insights into the model’s strengths,

limitations, and potential areas for enhancement.

Together, these models exemplify the versatility and potential of deep learning in financial

trading prediction. They offer unique solutions to complex problems, demonstrating how

deep learning can be leveraged for enhanced predictive accuracy in different contexts within

the financial trading domain.

4.1.2 Methods

The methodology adopted in this research focuses on the empirical implementation and

experimentation of deep learning models on forex trading data. This emphasis on a practical,

hands-on approach ensures that the research results are grounded in real-world applicability

and can be directly compared and contrasted with existing trading strategies.

The first study employs an Event-Driven LSTM model, testing its ability to extract valuable

signals from a complex web of forex trading data. The LSTM component’s ability to learn

and remember patterns over a long sequence is combined with the event-driven paradigm,

wherein significant market events serve as triggers for trading decisions.

The second study implements an MHATTN-VGG16 model, creating a symbiosis between

the innovative VGG16 methodology and an Attention mechanism. The VGG16 leverages

relational data, allowing the model to recognize patterns within images of pricing data.

In the third study, the research takes on a new trajectory with the introduction of the Trading-

BERT model. Here, the method involves pre-training the model on a large corpus of trading
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data, allowing it to learn and internalize patterns before it is fine-tuned on specific downstream

tasks.

4.2 Deep learning models

This thesis explores three deep learning models to forecast forex price trends, which are

LSTM, CNN, and Transformer. The below sub-sections provide details of these three deep

learning models.

4.2.1 Long-Short Term Memory (LSTM)

The LSTM model is a modified version of RNN which effectively addresses the vanishing

gradient issue. Its architecture comprises of a cell and three gates- input, output, and forget.

Figure 4.1 illustrates the detailed architecture of LSTM.

FIGURE 4.1: LSTM architecture

The forget gate examines the previous state ht−1 and the current input xt, and determines

which parts of the cell to discard. This decision is made through a sigmoid function ft, which
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produces an output ranging from 0 to 1, where 1 means "keep" and 0 means "remove." The

sigmoid function formula is represented as below:

ft = σ (Wf ∗ [ht−1, xt] + bf ) (4.1)

where Wf denotes weight function, and bf represents bias.

The input gate, on the other hand, decides which new information will be stored in the cell.

A sigmoid function it, with the formula given below, determines which values should be

updated.

it = σ (Wi ∗ [ht−1, xt] + bi) (4.2)

A tanh function generates a vector C̃t, combined with it to produce an update to the cell. C̃t

is denoted as below:

C̃t = tanh (WC ∗ [ht−1, xt] + bC) (4.3)

The updated cell Ct is updated by information carried over from the previous state and

information generated from the current state. The formula for the Ct is:

Ct = ft ∗ Ct−1 + it ∗ C̃t (4.4)

Finally, the output gate determines what to output. A sigmoid function ot filters through the

cell state to select which parts to send to the output. Multiplying ot by the cell state generates

output ht, which comes through a tanh function to constrain all values between -1 and 1. The

specifics are detailed below equation:
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ot = σ (Wo ∗ [ht−1, xt] + bo)

ht = ot ∗ tanh (Ct)
(4.5)

4.2.2 Convolutional Neural Network (CNN)

CNN is the most frequently utilized deep learning model for image and video processing. The

architecture usually comprises four types of layers: convolutional, ReLU (Rectified Linear

Unit), pooling, and fully connected. creffig:cnn depicts CNN architecture.

FIGURE 4.2: CNN architecture

Convolutional Layer: The primary purpose of a convolutional layer is to detect the combin-

ations of features within a given area of the previous layer. It does this by applying small,

learnable filters (also known as kernels) to the input volume. These filters extend through

the full depth of the input but have small spatial dimensions. During the forward pass, each

filter is convolved across the width and height of the input volume, computing the dot product

between the filter and the input at each position. This process results in a 2-dimensional

activation map.

The equation for this convolution process when the filter has size F and the input size is N,

with padding P and stride S is:
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Output Size = (N− F+ 2P)/S+ 1 (4.6)

The activation map shows where the kernel’s unique features were found in the input image.

The AI network trains filters to recognize specific visual elements, like edges or colors, in

the first layer. As the layers become more complex, the network can identify more intricate

patterns, such as honeycomb or wheel shapes.

ReLU (Rectified Linear Unit) Layer: After each convolution operation, the network applies a

non-linear operation in the form of ReLU. The ReLU function returns 0 if the input is less

than or equal to 0, and it returns the input itself if it is greater than 0. The purpose of this layer

is to introduce non-linearity in the network. The equation of ReLU can be described below:

ReLU(x) = max(0, x) (4.7)

Pooling Layer: The pooling layer also known as a downsampling layer, is periodically

inserted in-between successive convolutional layers in a CNN architecture. Its function is to

progressively reduce the spatial size (width and height) of the input volume. This serves to

reduce the amount of parameters and computation in the network, and hence to also control

overfitting. The Pooling Layer operates independently on every depth slice of the input and

resizes it spatially. The most common approach used in pooling is max pooling.

Fully Connected Layer: The Fully Connected layer is a traditional Multi Layer Perceptron

(MLP) that uses a softmax activation function in the output layer. The term "Fully Connected"

implies that every neuron in the previous layer is connected to every neuron on the next layer.
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4.2.3 Transformer

The Transformer is a model architecture introduced in [41] for improving the speed of training

and the quality of machine translation models. Transformers have since become a cornerstone

of many models in natural language processing (NLP), including GPT (Generative Pretrained

Transformer) and BERT (Bidirectional Encoder Representations from Transformers).

The Transformer consists of an encoder and a decoder, each of which is a stack of identical

layers. The original Transformer has six layers in the encoder and the decoder. Figure 4.3

describes the transformer architecture.

FIGURE 4.3: Transformer architecture

Encoder: Each layer in the encoder has two sub-layers. The first is a multi-head self-

attention mechanism, and the second is a simple, position-wise fully connected feed-forward
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network. The input to each layer is added to its output through a residual connection and then

normalized.

Decoder: The decoder also has two sub-layers similar to the encoder but has a third sub-layer,

which performs multi-head attention over the output of the encoder stack. Similar to the

encoder, residual connections and normalization are applied.

4.3 Data Collection

The primary source of data for this research is procured from Oanda API. Oanda Corporation is

a globally recognized forex trading and currency information services company that provides

traders access to the international currency markets. Notably, their services include access to

historical currency trading data, which is an invaluable resource for financial research, such

as the work presented in this thesis.

The dataset extracted for this study consists of Open, High, Low, and Close (OHLC) price

data. OHLC data provides a comprehensive summary of the trading activity within a given

time period, delivering key insights into market dynamics. Each data point is representative of

the opening price, highest price, lowest price, and closing price of a currency within a specific

trading timeframe.

This study focuses on four currency pairs: AUD/USD, EUR/GPB, USD/JPY, and CAD/CHF.

These pairs have been chosen due to their high liquidity and volatility, providing a rich and

robust environment for model testing and evaluation.

This research employs data spanning from January 2005 to June 2022, collected at a frequency

of 15-minute intervals. The choice of 15-minute intervals provides an appropriate balance

between data granularity and the quantity of data points, which is a significant factor for deep

learning models that require substantial amounts of data to function effectively.
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During the data collection process, missing values were identified and calculated. The

percentage of missing data was found to be less than 3% for all currency pairs, a negligible

amount that would have a marginal impact on the overall dataset and its subsequent analysis.

Therefore, rather than applying imputation techniques or other strategies for handling missing

data, these instances were ignored. This decision also mitigates the risk of introducing any

bias or inaccuracy into the dataset that could potentially arise from data imputation techniques.

This meticulous approach to data collection and handling ensures the integrity and reliability

of the analysis and results presented in this study.

Details of the data used for each of the three distinct studies can be found in Chapters 5, 6,

and 7.

4.4 Evaluation

Two distinct objectives predict the performance of the models developed in this research study.

Firstly, a regression objective targeting future forex prices, and secondly, a classification

objective indicating a trading signal (i.e., ’buy’, ’hold’, ’sell’). Depending on each study’s

specific objective, I forecast the future price, predict the trading signal or both.

4.4.1 Regression Evaluation Metrics

In order to assess the success of my models in accurately predicting forex prices, I rely on a

suite of standard regression metrics.

Mean Square Error (MSE): The MSE measures the average squared difference between the

estimated and actual values, quantifying the difference between the predicted and actual

values. The MSE formula is as follows:

MSE =

∑n
i=1( True − Prediction )2

n
(4.8)
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Root Mean Squared Error (RMSE): The RMSE is the square root of the MSE, providing a

measure of the error rate in the same units as the predicted and actual values. The RMSE

formula is as follows:

RMSE =

√∑n
i=1( True − Prediction )2

n
(4.9)

Mean Absolute Error (MAE): The MAE computes the average absolute difference between

predicted and actual values, giving an insight into the magnitude of the error without consid-

ering direction. The MAE formula is as follows:

MAE =

∑n
i=1 | True − Prediction |

n
(4.10)

Mean Absolute Percentage Error (MAPE): The MAPE provides a percentage-based version

of the MAE, indicating the average absolute percentage difference between predicted and

actual values. This is particularly useful in understanding the error rate in terms of percentage.

The MAPE formula is as follows:

MAPE =

∑n
i=1

| True − Prediction |
True

n
∗ 100 (4.11)

I have selected these metrics because they offer a comprehensive understanding of the

performance of my models in terms of both the magnitude and direction of the errors.

Furthermore, they allow us to compare the effectiveness of different models and configurations

in predicting forex prices.

4.4.2 Classification Evaluation Metrics

I employ several standard classification evaluation metrics to assess my models’ performance

in predicting trading signals.
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Accuracy: This metric calculates the proportion of true results among the total number of

cases examined.

Precision: This metric measures the proportion of true positive predictions among all positive

predictions.

Recall: This metric quantifies the proportion of true positive predictions among all actual

positive instances.

F1 Score: This metric combines precision and recall into a single value that balances the two.

Due to the imbalance classes, to provide a comprehensive evaluation, the macro-average

(averaging the metric for each label and then taking the average) and weighted average

(considering the number of true instances for each label) of precision, recall, and F1 score are

employed. Their formulas are as follows:

Weighted Average = Σ(wi ⋆ xi)/Σwi (4.12)

where Σ denotes the sum over all data points, wi is the weight corresponding to the data point

xi.

Macro Average = (s1 + s2 + . . .+ sn)/n (4.13)

where Σ denotes the sum over all classes, si is the score for the i− th class, and n is the total

number of classes.

The above metrics were chosen because they not only provide a broad view of model per-

formance (accuracy) but also allow us to understand the model’s strengths and weaknesses in

predicting each type of trading signal (precision, recall, F1 score).
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4.4.3 Relation to Research Goals

These evaluation metrics align with my research goals by comprehensively assessing model

performance from multiple perspectives. By using a variety of metrics, a nuanced understand-

ing of the models’ effectiveness is gained in predicting forex prices and trading signals, thus

guiding future model development and tuning.

4.4.4 Potential Limitations or Challenges

While these evaluation metrics are widely used and provide valuable insights, they are not

without limitations. MSE, RMSE, MAE, and MAPE are all susceptible to the impact of

outliers, which could skew the performance evaluation of the models. Similarly, accuracy

can be a misleading metric if the classes are imbalanced. Moreover, precision, recall, and

F1 score, while more nuanced, depending on the chosen threshold for classification, can

influence the results. Therefore, it is essential to interpret the results of these metrics within

the context of the specific data and task.



CHAPTER 5

Event-Driven LSTM For Forex Price Prediction

5.1 Introduction

Foreign Exchange (forex) Trading represents the largest financial market globally, with an

extensive array of international participants, ranging from professional traders to individual

investors. It is characterized by robust liquidity, leading to potentially significant profits

for those able to accurately predict market trends and establish appropriate entry and exit

points. Despite this potential, the forex market’s inherently non-stationary, highly volatile,

and complex nature makes designing such predictive models a formidable challenge.

Over the past decade, machine learning has emerged as a vital tool in studying the exchange

rate market. Researchers have sought to leverage machine learning algorithms in the analysis

of continuous historical price and technical analysis data, with a common focus on identifying

underlying patterns that might recur in the future. Despite these efforts, many machine

learning-based approaches fall short when deployed in the real-world market due to their

non-stationary and high volatility.

Historical data and technical indicators are fundamental in identifying trends within trading

windows. The application of technical analysis can filter out market noise and enhance trend

identification, making it a popular tool in trading research. Several studies, for example, have

predicted changes in the forex market direction using the closing price and moving average,

with the moving average showing superior performance. However, while this approach is
34
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commonplace, it is not without limitations given the market’s complexity and the substantial

amount of noise in high-frequency trading data.

In response to these challenges, this paper introduces an LSTM approach, employing event-

driven features and deep learning models to predict retracement points that provide optimal

entry points for maximum profit. Unlike previous research that indiscriminately uses all

historical data, a data selection technique that focuses on data suggesting reliable trading

opportunities is proposed.

The proposed methodology incorporates LSTM models, among others, to predict the price at

the retracement point using technical indicators as features. A comparative analysis of these

models against a simple Recurrent Neural Network (RNN) baseline model shows promising

results, with my proposed models consistently outperforming the baseline. This innovative

approach could pave the way for a robust predictive system that supports accurate trading

strategies while minimizing risk, potentially revolutionizing future research in financial

trading.

This chapter further delves into the related work in this field, the process of feature and

training data selection, the design of the model architecture, experiment details, and the

results. The final section presents the conclusions based on these findings.

5.2 Methods

5.2.1 Feature and Training Data Selection

This study is based on an LSTM architecture, which is enhanced by a feature selection

method. This method uses a sequence of events derived from the Elliott Wave theory[69]

to identify peaks and troughs in market trends. This sequence is further augmented with a

ZigZag indicator[70], a tool widely used in technical analysis[4], to determine the high and

low points within a specified period.
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This technical indicator can be adjusted using three parameters: Depth, Deviation, and

Backstep, each defining specific properties of the candidate Peak or Trough. The ZigZag

points are integrated as transition points in my method.

To complement ZigZag, a moving average crossover event is employed, where the intersection

of two or more moving average lines often indicates a trend change. Lastly, a retracement

point was detected and used as the prediction target, signifying any temporary reversal in

price within a major price trend.

In addition to these events, 28 technical indicators are selected as features. These were

derived from six types of indicators with different window sizes, using the TA-LIB package.

These indicators include the Moving Average Convergence Divergence (MACD)[71], Simple

Moving Average (SMA)[5], Relative Strength Index (RSI)[7], Average Directional Index

(ADX)[72], Bollinger Band Indicator (BB)[73], and William R Indicator (WR)[74].

The training data was selected with a focus on reducing noise from highly volatile trading

data. All data at a crossover event and retraced back ’n’ timesteps are chosen for training,

aiming to predict the price at the retracement point.

Table 5.1 provides the total number of raw data and the sequences of events for each currency

pair.

Currency Pair Number of rows Number of sequences
(e1, e2, e3) Training data Test data

GBP/USD 397,317 2,238 1,838 400
EUR/GBP 397,796 2,233 1,810 423
AUD/USD 397,329 2,260 1,849 411
CAD/CHF 397,813 2,194 1,770 424

TABLE 5.1: Raw data details
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5.2.2 Model Architecture

The chosen model architecture is a Recurrent Neural Network (RNN), which excels at

processing sequences of data while maintaining an internal memory. However, standard

RNNs face gradient vanishing and exploding issues, leading us to opt for a Long-Short Term

Memory (LSTM) network.

The LSTM architecture is equipped with a cell and three gates – an input gate, an output gate,

and a forget gate. This design allows the LSTM to handle the vanishing gradient problem

common in RNNs. Each gate has a specific function, enabling the LSTM to decide which

parts of information should be stored, discarded, or sent to the output.

Bidirectional LSTM (BiLSTM) and Gated Recurrent Unit (GRU) are also incorporated into

this study. BiLSTM, an upgraded version of LSTM, processes inputs in two ways - past to

future and future to past - while GRU, another LSTM variant, comes with an update gate and

a reset gate, deciding what parts of the information should be sent to the output.

The proposed LSTM model is composed of an input layer, two LSTM (or BiLSTM/GRU)

layers with 64 hidden units each, and a dense layer. These three models were trained with

the Adam optimizer and were designed to inform us when to enter the market by forecasting

price at the retracement point.

Through this methodological design, accurate prediction of the optimal entry price into the

market will be translated into a ’buy’ order in a bullish market or a ’sell’ order in a bearish

market, thereby leading to profitable trading decisions.
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Model Timesteps MSE (10−3) RMSE (10−3) MAE (10−3) MAPE (%)
RNN 30 1.846 42.960 35.336 2.774
LSTM 30 2.435 49.351 48.357 3.749
BiLSTM 30 1.520 38.984 37.456 2.903
GRU 30 6.311 79.441 78.185 6.067
RNN 60 0.710 26.645 25.118 1.945
LSTM 60 0.853 29.200 26.617 2.075
BiLSTM 60 1.489 38.593 37.098 2.873
GRU 60 3.324 57.658 56.723 4.401

TABLE 5.2: Experiment result for GBP/USD

Model Timesteps MSE (10−3) RMSE (10−3) MAE (10−3) MAPE (%)
RNN 30 0.032 5.628 4.456 0.503
LSTM 30 0.006 2.407 1.708 0.194
BiLSTM 30 0.168 12.962 12.701 1.440
GRU 30 0.151 12.273 11.343 1.277
RNN 60 0.075 8.684 7.270 0.817
LSTM 60 0.006 2.536 1.957 0.222
BiLSTM 60 0.076 8.705 8.434 0.957
GRU 60 0.135 11.612 10.548 1.187

TABLE 5.3: Experiment result for EUR/GBP

5.3 Results

In the experimental phase of this study, The performance of various models, namely, LSTM,

GRU, and RNN, using different timesteps are analysed. The results are presented in tables 5.2

to 5.5.

The results show that LSTM with 30 timesteps demonstrated superior performance for

predicting the EUR/GBP currency pair. Similarly, the GRU model with 30 timesteps excelled

for the AUD/USD and CAD/CHF pairs. It is noteworthy to mention that these three models

outperformed the baseline RNN model. However, an exception was noted in the GBP/USD

pair case, where the RNN model with 60 timesteps turned out to be the best.
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Model Timesteps MSE (10−3) RMSE (10−3) MAE (10−3) MAPE (%)
RNN 30 0.530 23.030 20.406 2.875
LSTM 30 0.568 23.835 22.481 3.149
BiLSTM 30 4.821 69.433 68.646 9.566
GRU 30 0.201 14.162 13.588 1.929
RNN 60 1.061 32.578 31.106 4.377
LSTM 60 0.345 18.585 16.365 2.291
BiLSTM 60 6.603 81.263 80.897 11.320
GRU 60 0.298 17.270 16.626 2.351

TABLE 5.4: Experiment result for AUD/USD

Model Timesteps MSE (10−3) RMSE (10−3) MAE (10−3) MAPE (%)
RNN 30 0.089 9.450 7.388 1.023
LSTM 30 0.092 9.570 8.537 1.167
BiLSTM 30 0.225 15.011 14.312 1.931
GRU 30 0.027 5.247 4.264 0.583
RNN 60 0.183 13.543 12.030 1.641
LSTM 60 0.154 12.396 11.088 1.514
BiLSTM 60 0.032 5.674 4.858 0.651
GRU 60 0.032 5.661 4.340 0.603

TABLE 5.5: Experiment result for CAD/CHF

FIGURE 5.1: Real prices vs predicted prices – EUR/GBP
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Figure 5.1 presents a comparative analysis of the predicted price and the actual (ground truth)

price at the retracement point for the EUR/GBP pair. The predicted values were observed

in close alignment with the actual values, demonstrating a Mean Absolute Percentage Error

(MAPE) of only 0.194%. This low error percentage indicates the model’s ability to provide

reliable predictions, thus supporting real trading operations.

It should be noted that the selection of the best model was based on the pair-specific perform-

ance. This indicates the potential of using tailored models for individual currency pairs to

achieve optimal trading decisions. The evaluation of other currency pairs and further tuning

of the models could be areas for future work to improve the precision of predictions and thus

the profitability of trading.

5.4 Discussion

This study aimed to predict future price movements in the forex market using a combination

of historical data, technical analysis indicators, and advanced AI techniques. A significant part

of this endeavor was the construction of an architecture consisting of a training data selection

module and an LSTM model for predicting price at retracement points. The predictions

generated by this system can aid traders in formulating their trading strategies with minimized

risk.

The results demonstrate the potential for utilizing a combined approach in the development of

effective trading strategies. However, one limitation encountered was related to the use of

ZigZag indicators for predicting the "e1" element. The ZigZag indicator typically requires

approximately an additional 40 bars to confirm a ZigZag transition point. This presents an

area for future research, specifically in identifying ZigZag or similar price transition points

based purely on historical data.
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5.5 Conclusion

In conclusion, this study contributes to the existing body of research in a number of significant

ways. Firstly, a method for selecting training data based on a sequence of events derived

from the Elliott Wave was introduced, which successfully reduces noise from frequent time

series trading data. Secondly, the LSTM and GRU models outperformed the baseline RNN

model in predicting three currency pairs: EUR/GBP, AUD/USD, and CAD/CHF. Such results

demonstrated a significant increase in MAPE - 159% for EUR/GBP, 49% for AUD/USD, and

75% for CAD/CHF.

Thirdly, in addition to predicting entry price points, the optimal number of timesteps for

capturing underlying price patterns was tested and determined. The results indicate that

different currency pairs respond differently to varying timesteps.

These findings underscore the potential for developing a Robotic Trading (RoboTrading)

platform that would leverage the approach in this study to produce more accurate and profitable

trading decisions. Further research and development in this direction could greatly contribute

to the field of automated forex trading.



CHAPTER 6

Multi-head Attention VGG For Forex Trading Image Classification

6.1 Introduction

Experienced forex traders can identify trading opportunities by analyzing price charts, with

candlesticks being a fundamental element used to depict price movements at specific time

points. The structure of candlesticks, including open, high, low, and close prices, is explained

in Figure 6.1. A candlestick chart, as shown in Figure 6.2, is created by a library of candlesticks

at each time point, and traders can observe price patterns within the chart. For instance,

Figure 6.2 highlights a morning star doji pattern[75]. To gain a comprehensive view of

price movement, traders often include volume and other indicators such as RSI, MACD, and

Moving Average (MA) alongside the candlestick chart, which assists in determining their

trading strategy.

While CNNs have achieved significant success in learning image representations, they are not

widely used in forecasting trading opportunities based on price charts. This paper introduces

a multi-head attention model, MHATTN-VGG16, for forex trading image classification and

prediction of forex price movement. Attention is adopted in this study to capture global and

local information, with a two-dimensional positional encoding tailored to identify where and

what the model should pay attention to within the image. The goal of this study is to create a

model that mimics human behavior when analyzing trading patterns from images.
42
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FIGURE 6.1: Candlestick

FIGURE 6.2: Candlestick chart

Key contributions from this work include:
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• Development of the innovative MHATTN-VGG16 architecture which skillfully

combines the VGG16 architecture, the attention mechanism, and positional encoding.

• The introduction of two-dimensional positional encoding using sine and cosine

functions. This allows the model to learn from the location of the image and decide

where to direct its attention.

The replication of experienced traders’ behavior of scanning financial charts for trading op-

portunities. By enhancing VGG16 with the attention mechanism, I’ve extended its application

into the realm of financial trading chart image analysis.

6.2 Methods

This section details the structure of the MHATTN-VGG16 model, the creation and labeling of

financial chart images for predictions, and the data used in this study. The model was created

using the Python Keras modules for deep learning and trained in Google Colab TPU.

6.2.1 MHATTN-VGG16 Architecture

The introduced MHATTN-VGG16 is a novel architecture that leverages the strengths of

the VGG16, attention mechanism, and positional encoding and is developed to classify

financial chart images. MHATTN-VGG16 first employs VGG16 for feature extraction from

images, then the extracted features are inputted to the multi-head attention layer, and the

computed two-dimensional positional encoding is added to the multi-head attention output to

capture location-specific information. The attention output is then used as input for five fully

connected layers and processed through a softmax layer for the final output. The complete

MHATTN-VGG16 architecture is presented in Figure 6.3.
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FIGURE 6.3: MHATTN-VGG16 architecture
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6.2.1.1 VGG16

VGGNet, a Convolutional Neural Network (CNN) architecture, was proposed by Simonyan

K. and Zisserman A. in 2014[62] and has been a critical contribution to the field of image

processing. The architecture, notably the VGG16 variant, has found wide application due to

its impressive depth with 13 convolutional layers and 3 fully connected layers, allowing for

intricate feature extraction from images. One main application of VGG16 has been in transfer

learning, where pre-trained VGGNet models have been used to extract features for image

classification tasks. A typical VGG16 architecture can be described in Figure 6.4.

FIGURE 6.4: VGG16 architecture

In this study, only the 13 convolutional layers from blocks 1 to 5 are utilized for feature

extraction. The input to these layers is a 224x224x3 image. Block 1 operates on 112x112,

block 2 operates on 56x56, and block 3 operates on 28x28 through 3 convolutional layers

and a pooling layer. Block 4 has a similar structure, and the final block 5 generates 7x7x512

feature vectors.

6.2.1.2 Attention

The attention mechanism, first introduced in [76], was developed to tackle the information

bottleneck that arises in machine translation systems when long sentences are encoded into

fixed-length vectors. This mechanism enhances the long-distance relationship-capturing

ability of these systems.
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A notable limitation of VGGNet is its inability to adequately highlight important features,

resulting in equal importance placed on all features. This lack of prioritization could not

provide a global perspective of an image, causing a deficiency in long-range dependencies

and interactions. To alleviate this shortcoming, the attention mechanism is introduced in the

MHATTN-VGG16 architecture to discern the areas of importance in the image input. The

attention mechanism is performed by the scaled dot-product attention whose formula can be

denoted as below:

Attention (Q,K, V ) = softmax

(
QKT

√
dk

)
V (6.1)

Where Q is the vector representing the item to calculate attention for, K and V are vectors

representing the sequence to calculate attention against, and dk is the dimension of keys.

When the alignment between Q and K is good, the dot product of these vectors increases.

These computed dot products are then scaled by dividing by
√
dk and applying a softmax

function to obtain the weights. The weights, which sum to 1, provide an idea of which vectors

in the keys are better aligned with the query. These weights are then used to calculate the final

attention score. The scared dot-product attention can be described in Figure 6.5.
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FIGURE 6.5: Scaled dot product attention

An improvement to the attention system was introduced by [41] in the form of a multi-head

attention transformer. Using multiple attention heads instead of one allows the model to run

the attention process several times in parallel. This gives the model the ability to attend to

different parts of the input and understand multiple relationships at once. Figure 6.6 illustrates

multi-head attention.
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FIGURE 6.6: Multihead attention

6.2.1.3 Two-dimentional Positional Encoding

Since the input to the attention layer consists of vectors without a specific order, the concept

of ’positional encoding’ is adopted in MHATTN-VGG16. This ensures the model gets

information about the position of an item in the sequence.

Positional encoding represents the location of an item in a sequence dimensionally. This is

added to the embedding vector to provide the model with location-specific information. While

previous study[41] has used a one-dimensional positional encoding from a sinusoidal function,

this is inadequate for image classification due to the three dimensions of an image - height,

width, and channel. In this paper, a two-dimensional representation[77] generated from a
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sinusoidal function is used to overcome this issue, producing a three-dimensional vector.

This positional vector is added to the multi-head attention layer to capture location-specific

information and enable the model to learn where to direct attention.

The formula for the one-dimensional positional encoding can be denoted as follows:

PE(pos ,2i) = sin
(
pos /100002i/dmodel

)
(6.2)

PE(pos,2i+1) = cos
(
pos/100002i/dmodel

)
(6.3)

While the formula for the two-dimensional positional encoding is as below:

PE(x, y, 2i) = sin
(
x/100004i/D

)
PE(x, y, 2i+ 1) = cos

(
x/100004i/D

)
PE(x, y, 2j +D/2) = sin

(
y/100004j/D

)
PE(x, y, 2j + 1 +D/2) = cos

(
y/100004j/D

)
(6.4)

These equations add a unique identifier to each position, allowing the model to differentiate

the order of items and understand their relative positions.

6.2.2 Labeling of Data

This study aims to predict the maximum price movement for Forex trading. Labels for the

max price movement are created based on the difference between the current closing price

and the highest price within the next five windows. These price differences are categorized at

an interval of every five pips. Figure 6.7 presents the algorithm used to calculate these max

price movement categories. Table 6.1 gives a total number of data points to train, validate,

and test models. Table 6.2 displays the total number of training data points in each class for
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all four currency pairs under investigation. The classes less than -2 and greater than 22 are

ignored due to the extremely low number of records.

FIGURE 6.7: Algorithm to calculate max price movement label

EUR/GBP AUD/USD USD/JPY USD/CHF
Train
2018-01-01
to 2020-09-30

71,229 71,144 71,251 71,105

Validation
2020-10-01
to 2021-03-31

12,797 12,789 12,794 12,761

Test
2021-04-01
to 2021-07-31

8,674 8,666 8,675 8,638

TABLE 6.1: Total number of data points for train, validation, and test

6.2.3 Generation of Financial Chart Images

The financial chart image used in this study includes three sections, featuring key technical

analysis indicators: the Simple Moving Average, Relative Strength Index (RSI)[7], and

Moving Average Convergence Divergence (MACD)[71].
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Classes EUR/GBP AUD/USD USD/JPY USD/CHF

< -2 2 8 14 4
-2 10 7 5 5
-1 1,330 2,335 1,461 2,068
0 39,754 36,308 35,301 36,782
1 16,286 18,327 18,524 18,165
2 6,916 7,750 8,096 7,631
3 3,265 3,179 3,593 3,233
4 1,588 1,384 1,762 1,538
5 785 662 913 783
6 476 442 523 374
7 238 243 337 187
8 188 164 218 128
9 84 109 133 80
10 82 66 73 34
11 56 35 70 30
12 44 32 53 20
13 38 24 48 13
14 304 14 18 7
15 17 12 26 3
16 14 7 20 3
17 16 14 14 3
18 2 8 8 2
19 5 5 9 12
20 2 7 4 2
21 2 5 1 2
22 1 5 5 0
> 22 5 19 15 0

TABLE 6.2: Total number of training data points by class

The topmost section of the chart consists of a candlestick graph, displaying open, high, low,

and closing prices alongside two simple moving averages at window sizes of 5 and 20. The

middle section exhibits the MACD, while the bottom section portrays the RSI with two

threshold lines. The 70% and 30% markers are generally considered indicative of overbought

and oversold conditions, respectively.
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FIGURE 6.8: Example of forex trading chart image

Each section of the trading image employs RGB colors. The image, depicting time series data

between t-50 and t, has a size of 3x224x224 (channel x width x height). Thicker lines are

employed for each indicator to better capture chart information. Figure 6.8 shows an example

of the financial chart image used in this study.
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Accuracy

Model Top-1 Top-1 Top-3 Top-5
weighted

average

VGG16 36.67% 44.00% 75.54% 90.84%
ResNet50 32.12% 38.67% 68.71% 89.48%
Xception 30.86% 37.45% 68.75% 88.33%
MHATTN-VGG16 43.31% 48.33% 82.80% 96.81%

TABLE 6.3: Experiment result for EUR/GBP

6.3 Results

The models for this study were trained using Google’s Tensor Processing Units (TPUs), with

a batch size of 128. The Adam optimization algorithm is employed, the learning rate is set

to 1e-5. The number of attention heads is 8. To avoid overfitting, an early stopping criterion

with a patience level of 30 and a maximum training epoch of 100 is established.

Given the clear imbalance in the labels, class weights are implemented during model training.

The models are assessed based on three primary evaluation metrics: top 1 accuracy, top 3

accuracy, and top 5 accuracy.

The proposed MHATTN-VGG16 model was compared to three other baseline models, namely

VGG16, ResNet50, and Xception, all of which were pre-trained on ’imagenet’. The com-

parison was carried out on all four currency pairs and the findings are shown in Table 6.3,

table 6.4, table 6.5 and table 6.6.

Based on the evaluation metrics including top 1, top 1 weighted average, top 3, and top 5

accuracy, the MHATTN-VGG16 model outperformed all baseline models across all four

currency pairs. The results showed that for EUR/GBP, the top 1 accuracy increase ranged

from 6.64% to 12.45%, the top 1 weighted average increased from 4.33% to 10.88%, the top

3 accuracy increased from 7.26% to 14.09%, and the top 5 accuracy increased from 5.97% to

8.48%. For AUD/USD, the top 1 accuracy increase ranged from 5.25% to 14.71%, the top 1



6.3 RESULTS 55

Accuracy

Model Top-1 Top-1 Top-3 Top-5
weighted

average

VGG16 26.00% 29.56% 68.48% 90.80%
ResNet50 23.02% 26.35% 65.45% 89.71%
Xception 16.54% 20.22% 54.83% 80.11%
MHATTN-VGG16 31.25% 32.04% 79.94% 96.14%

TABLE 6.4: Experiment result for AUD/USD

Accuracy

Model Top-1 Top-1 Top-3 Top-5
weighted

average

VGG16 31.17% 35.11% 73.38% 92.40%
ResNet50 33.56% 36.35% 75.11% 93.95%
Xception 18.20% 24.20% 62.14% 81.89%
MHATTN-VGG16 35.33% 37.68% 86.49% 97.01%

TABLE 6.5: Experiment result for USD/JPY

Accuracy

Model Top-1 Top-1 Top-3 Top-5
weighted

average

VGG16 35.22% 38.72% 74.30% 91.26%
ResNet50 33.15% 36.73% 70.70% 90.55%
Xception 29.09% 32.82% 73.40% 90.60%
MHATTN-VGG16 37.55% 40.32% 82.40% 95.42%

TABLE 6.6: Experiment result for USD/CHF

weighted average increased from 2.48% to 11.82%, the top 3 accuracy increased from 11.46%

to 25.11%, and the top 5 accuracy increased from 5.34% to 16.03%. For USD/JPY, the top

1 accuracy increase ranged from 1.77% to 17.13%, the top 1 weighted average increased

from 1.33% to 13.48%, the top 3 accuracy increased from 11.38% to 24.35%, and the top 5

accuracy increased from 3.06% to 15.12%. For USD/CHF, the top 1 accuracy increase ranged
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from 2.33% to 8.46%, the top 1 weighted average increased from 1.60% to 7.50%, the top 3

accuracy increased from 8.10% to 11.70%, and the top 5 accuracy increased from 4.16% to

4.87%.

6.4 Discussion

This study explores the use of attention mechanisms to classify financial trading images.

The MHATTN-VGG16 model, which incorporates a multi-head attention mechanism and a

two-dimensional positional encoding, outperformed the baseline models. The experimental

results suggest that these mechanisms can effectively enhance the VGG16 architecture and

perform better than other pre-trained image models such as ResNet50 and Xception. This

practical approach serves as a baseline for future research in financial image classification,

inspiring further advancements and innovations.

While the results are promising, there are potential directions for further improvement.

For example, fine-tuning hyperparameters could lead to better performance. Additionally,

creating a more diverse training dataset by generating more images or synthetic images for

underrepresented classes could also be considered.

6.5 Conclusion

This study investigates the implementation of attention mechanisms, specifically multi-head

attention, within the VGG16 Convolutional Neural Network (CNN) architecture to classify

financial trading images. The novel MHATTN-VGG16 model extended the capabilities of

the standard VGG16, thereby improving image classification performance in the context of

financial trading.

A significant finding of this study is that integrating attention mechanisms with CNNs can

substantially improve performance. It has demonstrated that attention mechanisms, previously
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proven effective in domains such as machine translation, can also provide advantages in

financial trading image classification. This is a valuable contribution to the field, as the

application of attention mechanisms in this context has been relatively unexplored.

The work has paved the way for future research directions. For instance, the model’s per-

formance could be further enhanced through hyperparameter tuning, generating more diverse

training datasets, or creating synthetic images for underrepresented classes.

While this study has shown promising results, it is essential to note that it is the starting

point for a more detailed exploration of attention mechanisms in financial trading image

classification. Hopefully, this approach will inspire additional research efforts in this direction,

leading to further advancements in the field.



CHAPTER 7

TradingBERT: A Pre-trained Model for Financial Trading Prediction

7.1 Introduction

In the world of Forex trading, technical analysis indicators have been a major source of

features for predictive modeling [4]. These indicators are mathematical patterns derived from

historical data, such as the simple moving average (SMA) [5], exponential moving average

(EMA) [6], and relative strength index (RSI) [7]. However, there are some drawbacks to

relying solely on these indicators. First, they can potentially use future information, such

as the ZigZag indicator [70], to determine a profitable entry or exit point, but this requires

approximately 40 future data points to confirm a transition point [1]. Second, the large

number of technical indicators that can be generated by changing the window size makes it

difficult to reduce noise in the trading data and select useful features for modeling. Third,

using a high number of indicators increases the complexity of the model, leading to increased

computational cost and longer training time.

With the recent success of pre-trained models, a new research question arises: Can a pre-

trained model be practically applied to forex trading? The development of such a model could

provide a reliable source of features without the risk of leaking future information, thereby

saving computational resources and time.

This study introduces TradingBERT, a novel application of the BERT model in the realm of

financial trading. The pre-trained model, specifically tailored for financial markets, pioneers
58
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the use of transfer learning to enhance the predictive capabilities of future price trends

and currency movements. As the first of its kind, TradingBERT aims to leverage the rich

contextual information present in sequential forex trading data and offer improved predictions.

In essence, it seeks to answer a pertinent question: Can the success of BERT, a model

initially developed for language data, be effectively transferred to a numerical sequential data

landscape, such as forex trading?

This chapter will delve into the methodology, results, discussion, and conclusion of the

research on TradingBERT.

7.2 Methods

This study seeks to exploit the powerful capabilities of transformer architectures, self-

supervised learning, and masked language modeling to deliver enhanced forex trading predic-

tions.

7.2.1 Masked Language Modeling

At the core of this approach is Masked Language Modeling (MLM). Leveraged effectively in

both Natural Language Processing (NLP) and computer vision, this method involves masking

parts of a sentence (or image) and having the model predict the masked words (or image

patches) based on the surrounding context. This technique promotes the understanding of

bidirectional dependencies and the statistical properties of sequences, a feature integral to this

study.

7.2.2 Self-Supervised Learning

Self-Supervised Learning (SSL) complements the MLM strategy by transforming unsuper-

vised tasks into supervised ones through automatic label generation. The SSL approach



60 7 TRADINGBERT: A PRE-TRAINED MODEL FOR FINANCIAL TRADING PREDICTION

allows the model to predict part of an input based on another part, eradicating the necessity for

human-annotated data. This technique has found wide-ranging success in NLP and computer

vision tasks by learning useful representations of unlabeled data, which subsequently boosts

supervised downstream tasks with limited labeled data through fine-tuning.

7.2.3 Candlestick Embedding and Self-learning Labels

Standardizing price data for forex trading relies on transforming open, high, low, and close

(OHLC) prices into six specific elements, collectively forming a candlestick. This allows the

construction of four separate vocabularies, each serving a unique purpose in terms of length,

direction, starting position, and the entire body of the candlestick.

Two self-learning labeling approaches are used to enhance learning: masked tokens and

the IsNext label. Masked tokens hide 15% of the candlesticks along with all six elements,

following the masking procedure of the original BERT model. The IsNext label, on the other

hand, predicts the next segment in a dataset composed of paired sequences of data.

7.2.4 Transformer

The transformer architecture provides the foundation for this study. An attention-based

model facilitates the conversion of one type of sequential data into another. Consisting of an

Encoder and a Decoder, the transformer architecture processes input sequences and generates

high-dimensional vectors (the Encoder’s output) that contain the input’s context information.

The output is then fed to the Decoder to generate the output sequence. Transformers have

demonstrated significant success in NLP and computer vision applications, making it a fitting

choice for the forex trading model.

In this study, the encoder of the transformer model, consisting of multiple layers of residual

attention blocks, is used to process the input sequence. To predict the actual values of the

masked parts in the input sequence, the encoder output is feed into seven dense layers, each
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predicting a different element within the missing candlestick and the "IsNext" label in the

paired sequence.

To evaluate the effectiveness of the pre-trained model, TradingBERT is fine-tuned to aid three

downstream tasks: one classification task and two regression tasks. The downstream tasks

are labeled in three ways to identify trading opportunities: the trading action label, which

represents the optimal trading action in the next windows; the scaled maximum price in the

subsequent windows; and the scaled minimum price within the subsequent windows. This

comprehensive labeling allows the devise effective trading strategies and robustly evaluate

the proposed methodology.

7.2.5 Upstream Data

In this study, TradingBERT was trained using Forex trading data from 2005-01-01 to 2019-12-

31, which was obtained from the Oanda API with 15-minute OHLC prices. With only 1.12%

of missing data, no techniques were used to handle it and the missing values were ignored.

The training data consisted of paired sequences A and B, with 50% of the data representing a

true next segment sequence B for sequence A, while the other 50% was randomly generated as

a fake next segment sequence B for sequence A. To capture different contextual information,

the total length of sequences A and B were generated as 20, 30, 40, 60, and 80, with both

sequences A and B having equal lengths. Approximately 3.7 million input sequences were

generated for each currency pair of EUR/GBP and AUD/USD, and two TradingBERT models

were trained for each currency pair. The number of input records for the TradingBERT

EUR/GBP is shown in Table 7.1, and the input sequence information for the TradingBERT

AUD/USD can be found in Table 7.2.

7.2.6 Downstream Data Labeling

The downstream tasks are labeled by the below three methods to identify trading opportunities:
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TABLE 7.1: TradingBERT input data - EUR/GBP

Sequence length Number of records IsNext segment label Masking percentage
20 369,585 True 15%
20 369,585 False 15%
30 369,580 True 15%
30 369,580 False 15%
40 369,575 True 15%
40 369,575 False 15%
60 369,565 True 15%
60 369,565 False 15%
80 369,555 True 15%
80 369,555 False 15%

TABLE 7.2: TradingBERT input data - AUD/USD

Sequence length Number of records IsNext segment label Masking percentage
20 369,133 True 15%
20 369,133 False 15%
30 369,133 True 15%
30 369,133 False 15%
40 369,133 True 15%
40 369,133 False 15%
60 369,103 True 15%
60 369,103 False 15%
80 369,093 True 15%
80 369,093 False 15%

(1) Trading Action Label (lnaction): This represents the optimal trading action in the

next n windows, with possible values being "buy", "hold", or "sell". This label is

calculated by using the pre-defined Take Profit (PT) and Stop Loss (SL) values in

forex trading, with the following equation:
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lnaction =



0, if P n
max − Pc ≥ PT and Pc − P n

min < SL

0, if P n
max − Pc ≥ PT and Pc − P n

min ≥ SL and IP n
max < IP n

min

1, if P n
max − Pc < SL and Pc − P n

min ≥ PT

1, if P n
max − Pc ≥ SL and Pc − P n

min ≥ PT and IP n
min < IP n

max

2, otherwise
(7.1)

Here, lnaction=0 denotes "buy", lnaction=1 means "sell", and lnaction=2 implies "hold".

(2) Scaled Maximum Price (Psnmax): This is the predicted maximum price in the next n

windows, scaled according to the minimum and maximum prices within the input

sequence. This prediction helps develop an effective trading strategy. The equation

for Psnmax is:

Psnmax =
P n
max − Ptmmin

Ptmmax − Ptmmin

(7.2)

In this equation, P n
max denotes the highest price within the future n windows,

whereas Ptmmax and Ptmmin signify the minimum and maximum prices respectively,

observed in the previous m windows.

(3) Scaled Minimum Price (Psnmin): The third prediction goal, Psnmin, reflects the estim-

ated minimum price within the next n windows, scaled according to the minimum

and maximum prices in the input sequence. The equation to calculate Psnmin is:

Psnmin =
P n
min − Ptmmin

Ptmmax − Ptmmin

(7.3)

Where P n
min represents the minimum price in the next n windows, and Ptmmin and

Ptmmax represent the minimum and maximum prices in the preceding m windows,

respectively.
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Data from 01-01-2020 to 30-06-2022 is leveraged to perform a series of downstream tasks.

The data was segmented into training, validation, and test sets. The analyses focused on

forecasting three targets within every ten-time steps: l10action, P 10
max, and P 10

min. Details of the

downstream data can be seen in 7.3, and 7.4 presents class information for l10action.To enhance

the robustness of the evaluation, TradingBERT is employed, a model explicitly trained for

currency pair analysis, on EUR/GBP and AUD/USD, respectively.

TABLE 7.3: Raw dataset for downstream tasks

Number of rows Number of missing values Percentage of missing values
AUD/USD 62,069 490 0.79%
EUR/GBP 62,114 435 0.70%

TABLE 7.4: Class information for l10action

Label of classes AUD/USD EUR/GBP
Train Validation Test Train Validation Test

0 (buy) 16,873 2,328 2,305 12,237 1,406 1,629
1 (sell) 16,925 2,188 2,422 12,294 1,360 1,614
2 (hold) 16,072 1,639 1,307 25,368 3,390 2,806

7.3 Results

Evaluation of model performance for l10action was conducted using accuracy, precision, recall,

and F1 score, both macro and weighted average. Evaluation for P 10
max and P 10

min employed

metrics like MSE, RMSE, MAE, and MAPE.

7.3.1 Prediction of l10action

Results are presented in table 7.6 and table 7.7. In summary, the six models augmented by

TradingBERT all outperform all of the baseline models for both EUR/GBP and AUD/USD

currency pairs. All six TradingBERT-enhanced models for EUR/GBP exhibit similar per-

formance in terms of accuracy, macro average F1 score, and weighted average F1 score. This
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suggests that TradingBERT can effectively extract features from candlestick data, and the

addition of price features and technical analysis indicators does not greatly impact model

performance. This pattern holds true for AUD/USD as well, where using only candlestick

elements provides similar results to incorporating price data and technical analysis indicators.

The baseline model relying solely on candlestick elements performed the poorest, indicating

that TradingBERT is crucial in making sense of this type of data and generating effective

trading signals. The TradingBERT feature extraction model for EUR/GBP achieved a 53.43%

accuracy, a 6.17% increase over the best-performing baseline model with technical indicators

only. Similarly, the TradingBERT feature extraction model for AUD/USD had a 4.85%

advantage over the best-performing baseline model, which combined price data, technical

analysis indicators, and candlestick elements.

7.3.2 Prediction of P 10
max and P 10

min

The results to predict P 10
max and P 10

min are displayed table 7.8 and table 7.9. Among the six

models that incorporate TradingBERT, the model that uses candlestick element data performed

the best for both currency pairs, and the addition of price features and technical analysis

indicators did not result in a significant improvement in performance. The best-performing

models with TradingBERT outperformed the baseline models that used only candlestick

elements, leading to a decrease of 0.13x10−3 in RMSE for EUR/GBP and 0.36x10−3 in

RMSE for AUD/USD. This further supports the effectiveness of TradingBERT in extracting

features from candlesticks.

However, the best-performing models with TradingBERT still underperformed compared to

the baseline models that included price data and technical analysis indicators. For EUR/GBP,

the best-performing baseline model combined price data, technical analysis indicators, and

candlestick elements, achieving an RMSE of 1.03x10−3, which is a decrease of 0.10x10−3

compared to the TradingBERT fine-tuning model using only candlestick elements. For

AUD/USD, the best-performing baseline model used only price data and achieved an RMSE
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of 1.31x10−3, which is a decrease of 0.12x10−3 compared to the TradingBERT feature

extraction model with only candlestick elements.



TABLE 7.5: Details of the model and feature sets

Features Baseline TradingBERT
Fine-tuning Feature extraction

Candlestick elements only

1. add 7 candlestick elements embeddings with
positional embedding;
2. an LSTM layer with 128 units for the added
embeddings;
3. a normalization layer, a regularization layer,
a dropout layer with a rate of 0.1;
4. three dense layers to predict the three targets.

1. update the parameters of the TradingBERT
in the last layer;
2. output of the TradingBERT goes through a
normalization layer, a regularization layer, and
a dropout layer with a rate of 0.1;
3. three dense layers to predict the three targets.

1. pass the candlestick elements to the TradingBERT
to generate features, without updating the parameters;
2. output of the TradingBERT goes through a normalization
layer, a regularization layer, a dropout layer with a rate of 0.1;
3. three dense layers to predict the three targets.

Price data + TA + Candlestick

1. an LSTM layer with 128 units for the TA
indicators;
2. an LSTM layer with 128 units for the price
data;
3. add 7 candlestick elements embeddings with
positional embedding;
4. an LSTM layer with 128 units for the added
embeddings;
5. concatenate the above 3 LSTM outputs;
6. a normalization layer, a regularization layer,
a dropout layer with a rate of 0.1;
7. three dense layers to predict the three targets.

1. an LSTM layer with 128 units for the TA
indicators;
2. an LSTM layer with 128 units for the price
data;
3. update the parameters of the TradingBERT
in the last layer;
4. concatenate the above 2 LSTM and the
TradingBERT outputs;
5. a normalization layer, a regularization layer,
a dropout layer with a rate of 0.1;
6. three dense layers to predict the three targets.

1. an LSTM layer with 128 units for the TA indicators;
2. an LSTM layer with 128 units for the price data;
3. extract features of the candlestick from the
TradingBERT, without updating the parameters;
4. concatenate the above 2 LSTM and the TradingBERT
outputs;
5. a normalization layer, a regularization layer,
a dropout layer with a rate of 0.1;
6. three dense layers to predict the three targets.

Price data + Candlestick

1. an LSTM layer with 128 units for the price
data;
2. add 7 candlestick elements embeddings with
positional embedding;
3. an LSTM layer with 128 units for the added
embeddings;
4. concatenate the above 3 LSTM outputs;
5. a normalization layer, a regularization layer,
a dropout layer with a rate of 0.1;
6. three dense layers to predict the three targets.

1. an LSTM layer with 128 units for the price
data;
2. update the parameters of the TradingBERT
in the last layer;
3. concatenate the above LSTM and the
TradingBERT outputs;
4. a normalization layer, a regularization layer,
a dropout layer with a rate of 0.1;
5. three dense layers to predict the three targets.

1. an LSTM layer with 128 units for the price data;
2. extract features of the candlestick from the TradingBERT,
without updating the parameters
3. concatenate the above LSTM and the TradingBERT outputs;
4. a normalization layer, a regularization layer, a dropout layer
with a rate of 0.1;
5. three dense layers to predict the three targets.

Price data only

1. an LSTM layer with 128 units for the price
data;
2. a normalization layer, a regularization layer,
a dropout layer with a rate of 0.1;
3. three dense layers to predict the three targets.

TA indicators only

1. an LSTM layer with 128 units for the TA
indicators;
2. a normalization layer, a regularization layer,
a dropout layer with a rate of 0.1;
3. three dense layers to predict the three targets.

Price data + TA

1. an LSTM layer with 128 units for the TA
indicators;
2. an LSTM layer with 128 units for the price
data;
3. concatenate the above 2 LSTM outputs;
4. a normalization layer, a regularization layer,
a dropout layer with a rate of 0.1;
5. three dense layers to predict the three targets.



TABLE 7.6: Result for l10action - EUR/GBP

Features Label class Label support Baseline TradingBERT
Fine-tuning Feature extraction

Accuracy Precision Recall F1 Accuracy Precision Recall F1 Accuracy Precision Recall F1

Candlestick elements only

0 (buy) 1,629

46.39%

0.00% 0.00% 0.00%

53.17%

40.21% 23.57% 29.72%

53.43%

40.15% 26.15% 31.67%
1 (sell) 1,614 0.00% 0.00% 0.00% 40.39% 23.30% 29.55% 40.72% 24.47% 30.57%
2 (hold) 2,806 46.39% 100.00% 63.38% 59.00% 87.53% 70.48% 60.00% 85.92% 70.66%
macro avg 15.46% 33.33% 21.13% 46.53% 44.80% 43.25% 46.96% 45.52% 44.30%
weighted avg 21.52% 46.39% 29.40% 48.97% 53.17% 48.58% 49.51% 53.43% 49.47%

Price data + Candlestick

0 (buy) 1,629

46.70%

38.32% 2.52% 4.72%

53.73%

44.19% 16.33% 23.85%

53.27%

40.74% 27.13% 32.57%
1 (sell) 1,614 40.00% 0.37% 0.74% 41.60% 30.05% 34.89% 41.81% 18.03% 25.19%
2 (hold) 2,806 46.87% 99.00% 63.62% 58.37% 89.06% 70.52% 58.32% 88.70% 70.37%
macro avg 41.73% 33.96% 23.03% 48.05% 45.15% 43.09% 46.96% 44.62% 42.71%
weighted avg 42.73% 46.70% 30.98% 50.08% 53.73% 48.45% 49.18% 53.27% 48.14%

Price data + TA + Candlestick

0 (buy) 1,629

47.13%

35.78% 6.88% 11.53%

53.23%

40.69% 21.73% 28.33%

53.53%

42.08% 17.13% 24.35%
1 (sell) 1,614 32.58% 4.46% 7.85% 41.84% 23.05% 29.72% 41.92% 29.55% 34.67%
2 (hold) 2,806 48.36% 95.05% 64.10% 58.14% 88.88% 70.29% 58.43% 88.45% 70.37%
macro avg 38.91% 35.46% 27.83% 46.89% 44.55% 42.78% 47.47% 45.04% 43.13%
weighted avg 40.76% 47.13% 34.94% 49.09% 53.23% 48.17% 49.62% 53.53% 48.45%

Price data only

0 (buy) 1,629

46.40%

0.00% 0.00% 0.00%
1 (sell) 1,614 100.00% 60.00% 12.00%
2 (hold) 2,806 46.41% 100.00% 63.40%
macro avg 48.80% 33.35% 21.17%
weighted avg 48.21% 46.40% 29.44%

TA only

0 (buy) 1,629

47.26%

32.20% 8.10% 12.95%
1 (sell) 1,614 34.09% 6.51% 10.93%
2 (hold) 2,806 49.18% 93.44% 64.45%
macro avg 38.49% 36.02% 29.44%
weighted avg 40.58% 47.26% 36.30%

Price data + TA

0 (buy) 1,629

47.25%

36.20% 6.20% 10.59%
1 (sell) 1,614 32.28% 6.32% 10.57%
2 (hold) 2,806 48.68% 94.62% 64.29%
macro avg 39.05% 35.71% 28.48%
weighted avg 40.94% 47.25% 35.49%



TABLE 7.7: Result for l10action - AUD/USD

Features Label class Label support Baseline TradingBERT
Fine-tuning Feature extraction

Accuracy Precision Recall F1 Accuracy Precision Recall F1 Accuracy Precision Recall F1

Candlestick elements only

0 (buy) 2,305

21.66%

0.00% 0.00% 0.00%

42.08%

40.97% 58.05% 48.03%

41.71%

40.69% 65.51% 50.20%
1 (sell) 2,422 0.00% 0.00% 0.00% 43.48% 34.85% 38.69% 45.00% 20.27% 27.95%
2 (hold) 1,307 21.66% 100.00% 35.61% 43.17% 27.31% 33.46% 41.88% 39.48% 40.65%
macro avg 7.22% 33.33% 11.87% 42.54% 40.07% 40.06% 42.53% 41.75% 39.60%
weighted avg 4.69% 21.66% 7.71% 42.45% 42.08% 41.13% 42.68% 41.71% 39.20%

Price data + Candlestick

0 (buy) 2,305

35.27%

37.51% 35.18% 36.31%

42.09%

38.41% 32.71% 35.33%

41.88%

41.91% 56.96% 48.29%
1 (sell) 2,422 41.69% 34.81% 37.94% 43.66% 59.54% 50.38% 47.24% 24.77% 32.50%
2 (hold) 1,307 25.62% 36.27% 30.03% 47.79% 26.32% 33.16% 37.65% 46.98% 41.80%
macro avg 34.94% 35.42% 34.76% 42.29% 39.52% 39.62% 42.27% 42.90% 40.86%
weighted avg 36.61% 35.27% 35.60% 41.90% 42.09% 40.90% 43.13% 41.88% 40.55%

Price data + TA + Candlestick

0 (buy) 2,305

36.86%

38.37% 44.60% 41.25%

41.22%

41.22% 68.94% 51.59%

41.08%

40.96% 62.21% 49.40%
1 (sell) 2,422 40.70% 33.69% 36.86% 45.33% 12.22% 19.25% 44.97% 19.74% 27.43%
2 (hold) 1,307 28.15% 29.07% 28.60% 39.45% 46.06% 42.50% 38.57% 43.38% 40.84%
macro avg 35.74% 35.79% 35.57% 42.00% 42.41% 37.78% 41.50% 41.78% 39.22%
weighted avg 37.09% 36.86% 36.75% 42.49% 41.22% 36.64% 42.05% 41.08% 38.73%

Price data only

0 (buy) 2,305

35.81%

38.44% 52.36% 44.33%
1 (sell) 2,422 40.89% 21.14% 27.87%
2 (hold) 1,307 26.92% 33.82% 29.98%
macro avg 35.42% 35.77% 34.06%
weighted avg 36.93% 35.81% 34.62%

TA only

0 (buy) 2,305

36.71%

39.02% 44.03% 41.38%
1 (sell) 2,422 41.17% 36.09% 38.46%
2 (hold) 1,307 24.89% 24.94% 24.91%
macro avg 35.03% 35.02% 34.92%
weighted avg 36.82% 36.71% 36.64%

Price data + TA

0 (buy) 2,305

36.46%

39.26% 42.34% 40.74%
1 (sell) 2,422 39.64% 36.87% 38.20%
2 (hold) 1,307 25.56% 25.33% 25.44%
macro avg 34.82% 34.85% 34.80%
weighted avg 36.44% 36.46% 36.41%



TABLE 7.8: Result for P 10
max and P 10

min - EUR/GBP

Features Baseline for max price prediction TradingBERT for max price prediction
Fine-tuning Feature extraction

MSE(10^-6) RMSE(10^-3) MAE(10^-4) MAPE(%) MSE(10^-6) RMSE(10^-3) MAE(10^-4) MAPE(%) MSE(10^-6) RMSE(10^-3) MAE(10^-4) MAPE(%)
Candlestick elements only 1.58 1.26 8.16 9.60 1.27 1.13 7.00 8.23 1.31 1.15 7.00 8.23
Price data + Candlestick 1.08 1.04 6.47 7.61 1.35 1.16 7.17 8.44 1.36 1.17 7.07 8.31
Price data + TA + Candlestick 1.08 1.03 6.50 7.65 1.33 1.15 7.09 8.34 1.30 1.14 6.95 8.17
Price data only 1.08 1.04 6.48 7.62
TA only 1.10 1.05 6.70 7.88
Price data + TA 1.09 1.04 6.58 7.74

Features Baseline for min price prediction TradingBERT for min price prediction
Fine-tuning Feature extraction

MSE(10^-6) RMSE(10^-3) MAE(10^-4) MAPE(%) MSE(10^-6) RMSE(10^-3) MAE(10^-4) MAPE(%) MSE(10^-6) RMSE(10^-3) MAE(10^-4) MAPE(%)
Candlestick elements only 1.88 1.37 8.39 9.90 1.34 1.16 6.67 7.87 1.35 1.16 6.68 7.88
Price data + Candlestick 1.00 1.00 6.48 7.64 1.36 1.17 7.01 8.28 1.34 1.16 6.71 7.92
Price data + TA + Candlestick 1.02 1.01 6.53 7.71 1.42 1.19 6.91 8.15 1.36 1.17 6.72 7.93
Price data only 1.07 1.03 6.68 7.89
TA only 1.19 1.09 8.15 6.91
Price data + TA 1.06 1.03 6.66 7.86



TABLE 7.9: Result for P 10
max and P 10

min - AUD/USD

Features Baseline for max price prediction TradingBERT for max price prediction
Fine-tuning Feature extraction

MSE(10^-6) RMSE(10^-3) MAE(10^-4) MAPE(%) MSE(10^-6) RMSE(10^-3) MAE(10^-4) MAPE(%) MSE(10^-6) RMSE(10^-3) MAE(10^-4) MAPE(%)
Candlestick elements only 3.19 1.79 12.62 17.67 2.43 1.56 10.44 14.59 2.04 1.43 9.77 13.68
Price data + Candlestick 1.73 1.32 9.07 12.69 2.67 1.64 10.92 15.27 2.24 1.50 10.58 14.82
Price data + TA + Candlestick 1.71 1.31 9.00 12.59 2.14 1.46 9.77 13.66 2.15 1.47 10.17 14.24
Price data only 1.72 1.31 9.08 12.71
TA only 1.81 1.35 9.23 12.90
Price data + TA 1.73 1.32 9.02 12.62

Features Baseline for min price prediction TradingBERT for min price prediction
Fine-tuning Feature extraction

MSE(10^-6) RMSE(10^-3) MAE(10^-4) MAPE(%) MSE(10^-6) RMSE(10^-3) MAE(10^-4) MAPE(%) MSE(10^-6) RMSE(10^-3) MAE(10^-4) MAPE(%)
Candlestick elements only 3.19 1.79 12.64 17.77 3.13 1.77 12.11 17.06 2.41 1.55 1.08 15.24
Price data + Candlestick 1.96 1.40 10.15 14.28 3.75 1.94 13.37 18.85 2.89 1.70 11.84 16.68
Price data + TA + Candlestick 1.81 1.35 9.77 1.38 2.56 1.60 11.02 15.50 2.74 1.66 11.51 16.22
Price data only 1.96 1.40 10.10 14.21
TA only 1.92 1.38 10.17 14.31
Price data + TA 1.85 1.36 9.88 13.90
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7.4 Discussion

Through this research, using a pre-trained model can be beneficial in predicting financial

market trends. The results have been promising is discovered, with TradingBERT effectively

extracting and utilizing relevant information from candlestick data. It has performed as well

as, and sometimes even better than, traditional data processing methods such as price data

analysis and technical indicators. While there is still room for improvement, this research has

identified areas where modifications could enhance the model’s performance.

Interestingly, exploring different masking techniques holds promise for enhancing Trading-

BERT’s efficacy. Current masking strategies are founded on empirical evidence, with a 15%

masking rate. However, other studies have demonstrated the effectiveness of higher masking

rates and the application of alternative masking techniques. For instance, different BERT vari-

ants have introduced dynamic and entity-centric masking strategies. Further experimentation

on the optimal masking rate and strategy for financial trading data could result in significant

performance gains for TradingBERT.

In addition, the scope of sequential data used for training TradingBERT was restricted due to

computational constraints. Expanding the sequential length of training data and the maximum

length could lead to superior outcomes. It should also be noted that TradingBERT performed

better with classification tasks compared to regression models. It might be that the categorical

transformation of numerical data favors classification tasks, thus providing a potential avenue

for improving TradingBERT’s application on regression tasks.

7.5 Conclusion

In summary, TradingBERT has shown remarkable promise in extracting and interpreting

meaningful signals from trading data. Despite computational requirements and training time

limitations, the benefits of implementing a pre-trained model in the financial trading domain
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are evident. TradingBERT’s performance on classification tasks, in particular, demonstrates

its utility in providing robust and informative features for trading time series data.

The transformation techniques implemented in this research, including the normalization

of price data and the generation of candlestick elements, render TradingBERT a viable and

practical solution for financial data analysis and prediction. Moreover, my study reveals a

new perspective for transmuting regression problems into classification ones, expanding the

possible applications of pre-trained models in financial trading.

For further exploration, research, and application of TradingBERT, the model and code

are publicly available in my GitHub repository at https://github.com/liqi6811/TradingBERT.

Additional research and experimentation are invited in this field to further harness the potential

of pre-trained models in financial trading and beyond.



CHAPTER 8

Discussion

Across the three studies presented in this thesis, the potential of deep learning models in forex

trading signal extraction has been thoroughly explored.

Chapter 5 introduces an Event-Driven LSTM model that uses significant events in the financial

market as input. This event-driven approach offers a fresh perspective for modeling forex

markets, especially given the volatility and unpredictability of these markets. However,

this approach also reveals limitations, such as not fully considering the intricate network of

dependencies that exist among different financial markets. This limitation can lead to an

incomplete understanding of market dynamics.

Chapter 6 builds upon the first paper by presenting the MHATTN-VGG16 model, a novel

approach that combines the VGG16 model with an attention mechanism. By modeling

financial prices as an image, MHATTN-VGG16 effectively captures the dependencies and

interrelationships among different markets, leading to improved prediction performance.

However, the model’s effectiveness is linked with appropriate hyperparameter tuning and

sufficient quality training data, the lack of which can affect its performance. Additionally,

integrating synthetic images for underrepresented classes, while beneficial, can introduce

complexity. Also, the novel use of attention and CNN mechanisms for financial time series

images might not be apt for all scenarios. Finally, the model’s complexity could increase

training time and computational requirements. Despite these challenges, the study provides a

promising base for future exploration in this field.
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Chapter 7 goes a step further, introducing TradingBERT, a pre-trained model based on BERT

that is specifically designed for trading data. It demonstrates that a pre-trained model can

effectively extract valuable information from trading data and significantly improve the

performance of downstream tasks. While showcasing promising results, the third study’s

TradingBERT model requires substantial computational resources and extended training time.

This could potentially limit its adoption in resource-constrained environments. Moreover,

it tends to perform better on classification tasks than regression tasks, suggesting further

improvements to enhance its versatility.

A comparative analysis of the models reveals the progression of the research and the increas-

ingly sophisticated techniques used to extract trading signals from forex data. Each model

represents a unique approach, with its strengths and weaknesses, and each of these limitations,

however, paves the way for future enhancements and provides direction for the next steps in

this line of research.



CHAPTER 9

Conclusion and Future Work

The series of studies presented in this thesis demonstrate the evolving capabilities of deep

learning models in extracting trading signals from forex data. Starting from the Event-Driven

LSTM model, moving on to the MHATTN-VGG16, and culminating with TradingBERT, each

step of the research journey highlights innovative approaches and solutions to the challenges

of forex trading.

In the first study, future iterations of the model could strive to incorporate additional event

types and refine the event detection mechanism. The model could also be further improved

to better handle noise in the data and unexpected market events. These would provide a

more comprehensive understanding of market dynamics and potentially improve the model’s

predictive capabilities.

For the second study, future work could concentrate on refining the MHATTN-VGG16

model’s hyperparameter tuning process, possibly by implementing automated optimization

strategies to balance performance and computational efficiency. Additionally, future work

could explore the use of synthetic minority classes to address the issue of class imbalance.

The model can achieve better accuracy and performance across all classes by generating

synthetic samples for underrepresented classes, leading to more robust predictions. Another

aspect of future research might involve broadening the applicability of attention and CNN

mechanisms within various financial time series scenarios. Further enhancements could also

explore simplifying the model’s complexity without sacrificing its performance, thus making

it more accessible and easier to interpret.
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For the third study, future work could focus on improving the computational efficiency of the

TradingBERT model and devising methods to reduce training time without compromising the

model’s performance. Further enhancements could also focus on improving its performance

on regression tasks, perhaps by integrating regression-oriented pre-training strategies.

Additionally, exploring different masking strategies and techniques used in other BERT vari-

ants could provide an exciting avenue for future research. A potential area of improvement is

the exploration of different data transformation strategies, which could enhance the versatility

and applicability of TradingBERT to various types of trading data.

Overall, while offering significant insights and advancements, each of the three studies opens

up numerous avenues for future research and development, contributing to advancing deep

learning based approaches in forex trading signal extraction. In addition, as advancements in

deep learning continue to emerge, other promising models or strategies could be integrated

into the current models or serve as bases for new models. These possibilities could help to

push the boundaries of what can be achieved in forex trading signal extraction.

In conclusion, this thesis represents a substantial contribution to the field of forex trading,

providing valuable insights and tools that have the potential to enhance trading strategies and

outcomes significantly. The possibility of deep learning models in this field is vast, and the

journey to fully harness this potential is ongoing.
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Abbreviations

ADX Average Directional Index

AE Autoencoder

AI Artificial Intelligence

ANN Artificial Neural Network

API Application Programming Interface

BB Bollinger Bands

BERT Bidirectional Encoder Representations from Transformers

Bi-LSTM Bidirectional Long-Short Term Memory

CIFAR Canadian Institute for Advanced Research

CNN Convolutional Neural Network

DBN Deep Belief Networks

DMLP Deep Multilayer Perceptron

DRL Deep Reinforcement Learning

EMA Exponential Moving Average

EMH Efficient-market Hypothesis

ETF Exchange-Traded Fund

FinBERT Financial BERT

GCN Graph Convolutional Network

GDP Gross Domestic Product

GloVe Global Vectors for Word Representation

GPT Generative Pre-trained Transformer

GRU Gated Recurrent Unit
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HSI Hang Seng Stock Index

LegalBERT Legal BERT

LSTM Long-Short Term Memory

MACD Moving Average Convergence Divergence

MAE Mean Absolute Error

MAPE Mean Absolute Percentage Error

MHATTN-VGG16 Multi-head Attention VGG16

ML Machine Learning

MLM Masked Language Model

MLP Multi Layer Perceptron

MLP-GA Multilayer Perceptron optimized by GA

MSE Mean Square Error

NLP Natural Language Processing

NSP Next Sentence Prediction

OHLC Open, High, Low, Close

PPO Percentage Price Oscillator

ResNet Residual Network

RBM Restricted Boltzmann Machines

RGB Red, Green, Blue

RMSE Root Mean Squared Error

RNN Recurrent Neural Network

RSI Relative Strength Index

SciBERT Science BERT

SC-CNN Stock Chart Convolutional Neural Network

SSL Self-Supervised Learning

SMA Simple Moving Average

ST-LSTM Stock Time Long-Short Term Memory

SVM Support Vector Machines
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SVRGA Support Vector Regression optimized by GA

TA-LIB Technical Analysis Library

TAT Triangle Area-based Trend

TPU Tensor Processing Units

TradingBERT Trading BERT

VGG Visual Geometry Group

ViT Vision Transformer

WR William R Indicator

Xception Extreme Inception




