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The correct theoretical definition of boundary conditions of flow underpins all fluid dynamics studies, and is particularly important
in situations in which the flow is confined on the nano- and micro-scale. Microfluidic devices are an excellent platform to measure
boundary flow conditions, and the pressure drop vs flow rate method is particularly useful in detecting evidence of microscale interfa-
cial slip and drag reduction. This review focuses on the pressure drop method, identifying the main experimental parameters affect-
ing the accuracy and reproducibility of microfluidic experiments of slip, quantifying the magnitude and source of common errors, and
providing practical solutions and guidelines. A summary of literature results of interfacial slip obtained with pressure drop measure-
ments in microfluidic devices is also provided, and the slip results are directly compared to expected slip models. This review serves
as an introduction for new researchers moving into the field of interfacial slip, and as reminder for established researchers of the need
to create highly controlled experimental procedures in order to obtain reproducible and reliable measurements of boundary flow con-
ditions. A direct comparison of accurate experiments with theoretical models is bound to bring about clarity about the mechanisms
of slip on smooth and structured surfaces.

1 Introduction

The correct description of boundary conditions for flow underpins all studies in fluid dynamics, and is
particularly important when the flow of fluids is confined on the micro- or nano-scale. For over two hun-
dred years, the no-slip boundary condition, i.e. the assumption that the relative velocity of the fluid
with respect to the wall is zero, was assumed to be valid to describe the dynamics of flow of Newtonian
liquids, as it fitted well macroscopic observations (Figure 1a). [1,2] However, around the 1950s the first
evidence was found of a reduced resistance to flow for water in hydrophobised capillaries, and was ex-
plained with a partial slip boundary condition (Figure 1b). [3,4]

Over the past twenty years, using techniques with nanoscale or microscale resolution, strong experimen-
tal evidence of a reduced resistance to liquid flow at non-wettable solid walls has been produced, and
this evidence has been interpreted as fluid slip. [1,2] Fluid slip (partial slip) means the tangential velocity
of the fluid differs from the that of the solid wall. Fluid slip is quantified by the slip length: the ratio
of the slip velocity to the shear rate at the wall b = us/

∂u
∂y

. The slip length is interpreted as the imag-

inary distance beyond the solid wall at which the linear extrapolation of the fluid velocity vanishes to
zero (Figure 1b). Many measurements of the flow of aqueous solutions on smooth hydrophobic surfaces
report values of slip length of up to 25 nm, while hydrophilic surfaces display smaller values, down to
zero. [1,2] This qualitative relationship between slip length and surface wettability (contact angle) is ex-
emplified in Table 4 and in [5]. Consistently with this trend, much larger, microscale, slip length values
are measured when the liquid/solid interfacial area is minimised by design and partially replaced by a
liquid/gas interface, such as on superhydrophobic surfaces (Table 5), [6] or by a lubricant/liquid interface,
in lubricant-infused surfaces (Table 6). [7] Slip measurements on complex surfaces are described as refer-
ring to “apparent slip”, i.e. the magnitude of the slip length values is much larger than the length scale
of the fluid molecules. Apparent slip is to be distinguished from intrinsic slip (a molecular level slip), a
distinction nicely described in previously published reviews. [1,2] Apparent slip is due to fluid flow occur-
ring over a layer of fluid with different viscosity rather than directly on the solid surface (see Figure 1c).
In this review we do not delve into the physicochemical mechanisms leading to slip, but given that an
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“effective slip” can be measured, we focus on approaches to increase the reproducibility and accuracy of
its measurement.
The concept of effective slip is considered to be most useful to describe most experiments and for prac-
tical applications. Effective slip implies that the slip is quantify over the length scale of the measuring
apparatus, which might include smaller areas in which different boundary conditions apply (e.g. areas
containing nanobubbles or patterns of different wettability, on which different extent of slip may occur).
Effective slip should be understood as the equivalent slip required on a smooth uniform solid surface
that would produce the same flow conditions far away from the surface. The occurrence of slip implies
a significantly reduced hydrodynamic resistance for the fluid to flow, an effect that becomes relevant at
microscopic scales, and that may lead to important gains in energy efficiency. As a result, in the last
decades research efforts have been put in developing analytical [8–18] and numerical models [16,19–22] aimed
at predicting the effective slip on walls and optimize the surface characteristics (e.g. topography and
lubricant selection) to maximize the fluid slip. Several highly-regarded reviews on slip on smooth and
structured surfaces exist. [1,2,5,6,23–25]

As presented in section 7 of this review, many studies report experimental measurements of slip but, in
general, it is found that the reported data is scattered and, in many cases, slip length values of orders of
magnitude larger than the theoretical models have been measured. As slip is a desirable practical prop-
erty and its study is imperative for the fundamental understanding of flow, it is important to be able to
measure it accurately and reproducibly. Therefore, this review focuses on the assessment of the pres-
sure drop versus flow rate method used to measure the slip boundary condition for flow in the laminar
regime. Based on our own work [26] and previous works found in the literature, best practice procedures
are identified, guidelines for the proper use of the method provided and strategies to improve its accu-
racy recommended.
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Figure 1: Wall boundary conditions. (a) No-slip, (b) partial slip, (c) apparent slip produced by a lubricating film, (d) ap-
parent slip produced by a structured lubricant-infused surface and (e) patterned wettability leading to a lubricant being
retained on a surface. For all the cases, the solid substrate is represented in gray, the working fluid in blue and the lubri-
cant in yellow.

2 Slip at complex walls

The occurrence of slip on complex walls, such as a solid wall infused with a lubricating fluid of height
ho, produces an apparent slip as depicted in Figure 1c. For a given lubricant film thickness ho, if the
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viscosity of the lubricating fluid µo is lower than that of the working fluid µw, the change in the shear
rate across the fluids can produce a large interfacial velocity. Consequently, assuming the continuity of
the velocity field and the shear stress at the interface, the apparent slip length can be computed as b =
µw
µo
ho.

[27] Although the scenario of a continuous lubricant layer is ideal for enhancing fluid slip of the work-

ing fluid, it has clear issues regarding its practicality. Firstly, achieving a continuous and stable lubricant
film is difficult. For thick lubricant films, instabilities of the lubricant-fluid interface appear due to inter-
facial tension between the immiscible fluids which tends to deform the interface; on the other hand, for
thin lubricant films, the disjoining pressure produced by the van der Waals interactions could also cause
the lubricant to dewet from the solid substrate. [28,29] If the lubricant is a gas layer, the continuous layer
scenario is not thermodynamically stable when located between a liquid and a solid wall. [30] Secondly,
assuming that the lubricant can be stabilized under flow conditions, the system will require a continu-
ous pumping of lubricant along with the working fluid in order to maintain a lubricant layer and avoid
depletion due to its flow.
To overcome these challenges, the lubricating layer can be stabilized by trapping within a micro- and
nano-structure. This can be achieved either by using a structured non-wettable surface that creates spots
for contact line pinning (Figure 1d) or by using a surface with patterned wettability [31] (Figure 1e). In
practice, structured non-wettable surfaces, called lubricant-infused surfaces, are used, and superhydropho-
bic surfaces can be considered one such special surface in which the lubricant is air. Disregarding the
way in which the lubricant is stabilized, the slip induced by pockets of lubricant is always smaller than
the one that could be achieved by a continuous lubricant layer of the same thickness. [2] In isolated lu-
bricant pockets, the entrapped lubricant is forced to recirculate within a confined space (Figure 1d and
e), reducing its apparent slip. [32,33] Additionally, the creation of the three phase contact line implies that
now the working fluid is in direct contact with the solid wall which intrinsically displays a small (nanoscale)
slip. Nonetheless, lubricant-infused surfaces offer a good compromise between achieving large slip and
producing robust surfaces. As lubricant-infused surfaces are characterised by locally-dependent boundary
conditions, the concept of effective slip appropriately describes the overall slip measured on these sur-
faces.

3 Techniques for quantifying fluid slip

The quantification of the slip length in experiments has been achieved by direct methods or indirect meth-
ods, which were thoroughly reviewed in the past. [1,2,24] Here for brevity we mention some of these meth-
ods. Direct methods rely on the precise determination of the velocity profile near the wall and, conse-
quently, provide information of the slip condition locally. These methods create maps of the slip length
over a specific region of the surface and help us to understand how the surface chemistry or topography
affect the fluid slip locally. For example, they provide information on how the transition from a no-slip
to a partial slip condition occurs in structured surfaces containing gas pockets (Figure 1d). Techniques
such as particle image velocimetry, fluorescent recovery after photobleaching and fluorescence correlation
spectroscopy are used for this purpose. [1] Direct methods are excellent in extracting spatially-dependent
information about slip, which enables the comparison of experimental observations with theoretical mod-
els. Nonetheless, their ability to map extensive areas is limited due to the complexity of the experimen-
tal setup.
Indirect methods aim to quantify the effective slip on a surface. These methods normally rely on the
measurement of macroscopic quantities such a pressure, flow rate and net forces acting on bodies [1,6].
Accordingly, they provide information about the effect of the surface on the overall behaviour of the in-
terfacial flow. Among these techniques are pressure drop vs flow rate, hydrodynamic drainage forces be-
tween two surfaces (surface force apparatus [34–37] and colloid probe atomic force microscopy [38–40]), shear
stress measurement (typically using a rheometer) [41,42] and sedimentation of particles [43,44]. With the
exception of the hydrodynamic drainage force measurements, these techniques normally require simpler
experimental setups in comparison with direct methods. As a result, they have been used extensively
to evaluate the slip performance of a wide range of surfaces. The apparent ease of use of indirect meth-

3



ods popular belies subtleties which, if overlooked, may lead to the incorrect estimate of the effective slip
length. In this review the focus is on the parameters and procedures that must be taken into consider-
ation when using the pressure drop vs flow rate method for quantifying slip under laminar flow condi-
tions.

4 Fundamental background of the pressure drop vs flow rate method

4.1 Pressure drop and estimation of the effective slip length

Consider an incompressible fluid of density ρ and viscosity µ flowing through a horizontal circular pipe
of constant radius R (Figure 2a). The energy balance equation between point 1 and 2 can be written as
follows: [45]
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Figure 2: Flow through (a) a circular pipe and (b) two infinite parallel plates.
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where hf represents the energy lost by the fluid as it is transported through the pipe, α is the kinetic en-
ergy correction factor (α ≈ 2 for laminar flow), V = Q/A is the average velocity over the cross-sectional
area A for an average flow rate Q, z the height given from an arbitrary reference system, p the static
pressure, and g the gravity constant. If the cross-sectional area is constant and the pipe is horizontal,
then V1 = V2 and z1 = z2, from which we conclude that the energy loss can be quantified through a mea-
surement of the pressure drop along the pipe:

hf =
p1 − p2

ρg
=

∆p

ρg
. (2)

From Figure 2a, for the case of a steady laminar pressure-driven flow, assuming axisymmetric flow and
no tangential velocity, the pressure drop can be estimated as: [45]

∆p =
8µLQ

πR4

(
1

1 + 4b/R

)
(3)

where L is the pipe length.
From the above equation it can be observed that the pressure drop is inversely proportional to the slip
length b, i.e. the pressure drop is maximum for a no-slip boundary condition (b = 0) and is minimum
(zero) for a large (infinite) slip length. Eq. 2 dictates that the energy loss while transporting the fluid
is directly proportional to the pressure drop, therefore, inversely proportional to the slip length as well.
This implies that the amount of energy loss in the fluid can be adjusted by changing the wall properties
and tuning the slip length b.
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4.2 Slip length or drag reduction?

Equations 2 and 3 provide the basis for the experimental estimation of the slip length through the so-
called pressure drop vs flow rate method. Given that ∆p, µ, Q, L and R can be measured experimen-
tally, then the effective slip length b can be computed readily.
In a similar manner, the analysis can be made for a fully developed laminar flow between two infinite
parallel plates, one of which displays a partial slip condition (Figure 2b). In this partial slip case, the
pressure drop can be estimated as [45]:

∆p =
4µLQ

H3

(
1

3
+

b

b+H

)−1

(4)

where H is the separation distance between the plates and Q is the flow rate per unit width. This equa-
tion is widely used for the estimation of the effective slip of surfaces when using channels with rectangu-
lar cross section with high aspect ratio W/H, where W is width of the channel. For W/H > 20, the wall
effects become negligible and this simplification can be made. [45,46]

4.2 Slip length or drag reduction?

Using the pressure drop vs flow rate method, the effective slip length and the drag reduction factor can
be estimated. These two quantities are directly linked but they have different meaning. Although they
are used interchangeably in the literature, this practice could be lead to misinterpretation. In general,
the slip length is a property of the surface itself (associated only to the fluid shear rate imposed upon
the wall, i.e. proportional to the fluid viscosity) and, therefore, it is not expected to change with the
scale of the system (some exceptions are presented in [47] and discussed in [10]). On the other hand, the
drag reduction is a comparative estimation of the amount of energy saved by transporting the fluid through
a system with slip against the same system containing zero slip. Therefore, drag reduction depends on
system size. Using the pressure drop vs flow rate method, the drag reduction factor can be estimated in
two ways:

1. Fixing the pressure drop along the channel/pipe and measuring the enhancement of the flow rate
through slip:

DRQ =
Qexp −Qns

Qns

(5)

where Qns is the average flow rate across the channel cross section under a no-slip condition at the
wall, and Qexp the experimentally measured flow rate. This comparison is made for systems under
exactly the same pressure drop and with exactly the same geometry and size.

2. Fixing the flow rate through the channel/pipe and measuring the reduction in the pressure drop:

DRP =
∆pns −∆pexp

∆pns
(6)

where ∆pns and ∆pexp are the pressure drop given by a no-slip condition and the experimentally
measured pressure drop, respectively, for systems under exactly the same flow rate and exactly the
same geometry and size.

Qns or ∆pns can be derived theoretically from equations 3 or 4 taking b = 0. However, for the flow along
rectangular channels, Eq. 4 relies on the assumption that W/H >> 1. More generally, Qns or ∆pns can
be derived from the friction factor equation: [45]

∆pns =
f

Re

ρV 2L

2Dh

, (7)

where Re is the Reynolds number, Dh the hydraulic diameter of the channel and the friction factor f
can be estimated for each specific experiment according to the channel aspect ratio W/H. [45]
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As mentioned above, the drag reduction factor is influenced by the system size. For example, for a pressure-
driven laminar flow through a circular pipe (Eq. 3), the drag reduction factor DRP can be estimated as:

DRP =
1

1 +R/4b
(8)

Given a fixed value of slip length b, the smaller the system (smaller R), the larger the drag reduction
factor would be. In the same way, for rectangular cross-sectional channels with high aspect ratio W/H
the drag reduction is given by:

DRP = 3/(4 +H/b). (9)

Although the drag reduction factor provides information about the energy saving given by a particular
surface, it is given only for a specific system size and geometry. On the contrary, the slip length value
is, in general, a surface property, irrespective of the system size in which it is used. Therefore, different
surfaces should be compared by comparing slip length values and not drag reduction factors.
An important implication of this is that substantial energy savings are only possible when the slip length
is of the same order of magnitude as the characteristic length of the system. For example, for the two
systems presented in Figure 2, a 10% drag reduction would be achieved when b is around 3% of the char-
acteristic length of the system (i.e. R or H). This implies that for large systems, such as oil pipelines or
ships, macroscopic slip length values would be needed in order to accomplish a significant reduction of
drag. Therefore, achieving large drag reduction in large scale systems only by surface modification is a
challenge, but it is extremely beneficial for the manipulation of fluids at smaller scales.

5 Measurements of pressure drop vs flow rate

5.1 Experimental apparata

A variety of experimental apparata have been used to quantify the effective slip using the pressure drop
vs flow rate method. Figure 3 and Table 1 present a selection of experimental apparata and measure-
ment methods employed in literature studies, and highlight that different approaches are commonly used.
Experimentally, there are two different ways to carry out a pressure drop vs flow rate experiment, which
we will call “comparative method” and “absolute method”. In the comparative method, two systems are
directly compared, one containing no-slip walls and the other one with surfaces designed to allow for a
partial slip. This approach normally relies on the assumption that both systems are exact copies of each
other (including fluid viscosity and exact channel size), with the only difference being the testing sur-
face. Under this assumption, equations 5 to 9 can be used to extract the effective slip length without
the need to know the fluid properties (mainly viscosity µ) and pipe/channel length L. Another advan-
tage of this method is that it does not require measuring simultaneously the pressure drop and the flow
rate, given the fact that Eq. 5 and Eq. 6 only depend on the estimation of a single variable: Q or ∆p.
Therefore, when this method is used, one of the variables must be fixed, either the flow rate or the pres-
sure drop, and the second must be measured. Figure 3a-b show a schematic of the setups. This exper-
imental approach is low cost as fewer sensors are needed but has the drawback that it is hard to guar-
antee that the fluid properties remain constant between experiments and it is complex to ensure that
the systems geometries and sizes are identical. Shirtcliffe et al. [48] propose a way to avoid these issues.
They used the comparative method 1 showed in Figure 3a and measured the pressure drop along copper
tubes at a fixed flow rate to compare structured versus as-received tubes. Their setup, however, consists
of a single syringe pump connected to four parallel testing ports on which four types of tubes were ran-
domly switched between positions to minimize systematic sources of error (see Figure 3d). In this way
They avoided experimental errors related to comparing data from separate experiments on individual
surfaces. In addition, they also carried out the experiment at different flow rates to test the slip effect
of the structured surfaces at higher pressures. Kim and Hawng [49] used the comparative method 2 shown
in Figure 3b. They fixed the pressure drop along a superhydrophobic tube (shown in red and mark with
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5.2 Methods to pump liquids

number 11 in Figure 3e) and quantified the mass transport enhancement as a consequence of the liq-
uid slip at the wall. The setup uses a syringe (10) driven by a constant pressure of compressed air (2).
The balance (7) is used to quantify the mass flow rate over time. Some additional examples of the use of
these comparative methods are shown in Schnell [4] and Lee [50].
Between the two comparative methods shown in Figure 3a-b, fixing the flow rate and measuring pressure
drop (comparative method 1 in Figure 3a) is a more reliable way to carry out these experiments, be-
cause fixing the pressure along the channel (comparative method 2 in Figure 3b) is experimentally chal-
lenging. This is normally done by applying a certain pressure head at the supply reservoir connected at
the inlet and, consequently, any change in the connection line between the reservoir and the inlet port,
or a change in the outlet port, changes the pressure applied at inlet of the microchannel, therefore affect-
ing ∆p.
The absolute method quantifies the slip length using the setup shown in Figure 3c. In this case both
the pressure drop and the flow rate must be measured accurately, and used to derive the slip length di-
rectly from Eq. 4, given that the remaining variables are known (µ, L and H). Experimentally, this ap-
proach is more complex because all the variables must be measured accurately and simultaneously, but
has the advantage that it does not rely on a comparison between different systems. In addition, it pro-
vides higher confidence in the reported value of the effective slip length because all the experimental
variables are monitored during the experiment. A good example of the setup used in this method is pre-
sented by Kim and Hidrovo [51] in Figure 3f. The setup was used to study the friction behaviour of rect-
angular channels containing superhydrophobic walls with transverse trenches. They quantified the pres-
sure drop using a differential pressure transducer connected near the inlet and outlet of the channel and
simultaneously measured the mass transport along the system by collecting and weighting the water us-
ing a balance. They also controlled and monitored the temperature of the system to account for varia-
tions in the fluid viscosity.

5.2 Methods to pump liquids

Irrespective of the setup used to carry out experiments, the liquid is pumped in a microfluidic device
by applying pressure (e.g. pressure provided by a fluid column due to gravity or by a pressurized reser-
voir), by a recirculation pump, by a peristaltic pump or by a syringe pump. Figure 4 shows schematics
of these methods. Pressure-driven mechanisms provide more stable flow (flow rate and pressure) com-
pared with peristaltic or syringe pumps, and are therefore more likely to provide high quality data, as
shown in Figure 4a, in which data from real experiments is presented. The fluctuations in the flow rate
produced by the syringe pump cause large fluctuations in the pressure drop along the microfluidic chan-
nel. Syringe pumps are limited by the volume of the syringe and, in general, the use of larger syringes
produces larger fluctuations in the flow rate. On the contrary, pressure-driven systems can use larger
fluid supply reservoirs and therefore are able to operate for longer times (up to days). Examples of com-
pressed air and water column pressure-driven systems can be seen in Figure 3e and f, respectively. Table
1 is a summary of the pumping mechanisms used in previous studies.
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5.2 Methods to pump liquids
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Figure 3: Experimental setups used for carrying out the pressure drop vs flow rate method to quantify the effective slip
length of surfaces. FS: flow sensor, PS: differential pressure sensor, T: temperature sensor. (a) Setup used to measure the
pressure drop given that the flow rate is fixed (although unknown) and is kept fixed irrespective of the conditions of the
system. (b) Setup used to measure the enhancement of the flow rate through the system given that the pressure drop
along the channel is kept constant (although it is unknown) irrespective of the conditions of the system. (c) Setup in which
the flow rate and the pressure drop are measured simultaneously. Examples of each configuration are shown in (d) adapted
with permission from Shirtcliffe et al. [48] Copyright 2009 American Chemical Society, (e) adapted with permission of Kim
and Hwang (2010) [49] ©IOP Publishing. All rights reserved. (f) Reprinted from Kim and Hidrovo (2012), [51] with the
permission of AIP Publishing.
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5.2 Methods to pump liquids
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Figure 4: Experimental data and mechanisms to drive fluid through a microfluidic channel. (a) Flow rate and pressure
drop curves as a function of time for the same microchannel using a pressure-driven system (left hand side, OB1 Pressure
Controller Mk3, Elveflow) and a syringe pump (right hand side, GenieTouch, Kent Scientific). The flow rate and pres-
sure drop were measured continuously over time using a flow sensor MFS3 (Elveflow) and a pressure transducer PX459-
10WDWU5V (Omega), respectively. Schematic microfluidic setup in which the fluid flow is driven by (b) a water column
drives by gravity, (c) pressure using pressurized gas, (d) a syringe pump, (e) a recirculation pump (e.g. centrifugal pump or
peristaltic pump).

When employing a pressure-driven system which uses pressurized air to drive the fluid, the concentration
of dissolved air in the water could increase substantially. According with Henry’s law, the amount of dis-
solved gas in a liquid is proportional to its partial pressure. This could become problematic when driv-
ing fluids through small and long microchannels because the static pressure needed to pump the fluid
could be significantly high. High concentrations of gas in the working fluid could promote the nucle-
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5.3 Methods to measure liquid flow rate and pressure drop

ation of bubbles on the testing substrate, specially on rough hydrophobic ones. From a practical point of
view, large bubbles impede the collection of stable data and need to be excluded by degassing the liquid.
Nanoscale or microscale bubbles can be tolerated and are likely to increase the interfacial slip measured,
given the low viscosity of the gas. [26] This is an issue that could be avoided using a syringe pump.

5.3 Methods to measure liquid flow rate and pressure drop

The flow rate can be measured using different techniques. Commonly, an analytical or precision balance
is used to quantify the mass flow rate over time, as shown in Figure 3b-c and e-f. The use of balances of-
fers some challenges: firstly, sudden changes in the flow rate cannot be estimated and the estimation of
flow rate is only accurate over long periods. Secondly, the evaporation of the working fluid in the open
or semi-open reservoir becomes significant when the mass flow rate is small and must be considered in
order to reduce the experimental error. [51] And finally, the correct estimation of the volumetric flow rate
relies on the proper estimation of the fluid density, which depends on the temperature. Other techniques
of measurement of flow rate rely on the measurement of the displacement of an advancing or receding in-
terface. For example, by recording over time the rise of a meniscus in a calibrated capillary tube. The
interface can be tracked using a camera or using a laser-distance meter (see [52]). Particle image velocime-
try is also used to estimate the velocity of the fluid. A more complex but highly accurate way to esti-
mate the flow rate is by measuring the time-of-flight of an ionic sample between two electrodes posi-
tioned at a known distance (see [53]). More simply, flow sensors can be installed in line with the tubing
at the inlet or outlet of the microfluidic channel. These sensors normally operate under the principle of
thermal time-of-flight. Table 1 summarizes the most commonly used methods to quantify flow rate in
previous studies.
It is best practice to measure the pressure drop at two points in the middle section along the microflu-
idic channel to guarantee that the flow is fully developed and avoid disturbances produced by the in-
let and outlet ports. Ideally, two ports should be dedicated only for pressure drop measurements. This,
however, could be challenging for small channels and capillaries. Therefore, another approach is to mea-
sure the pressure drop between the inlet and outlet but in this case the inlet and outlet losses should be
considered. [54] In practice, the pressure drop can be measured using a single differential pressure sensor,
two gauge sensors or one gauge sensor (assuming that the outlet port is always at a constant and known
pressure, e.g. atmospheric pressure, as shown in Figure 3d), as detailed in Table 1. A single differential
pressure transducer is shown in Figure 3a and c connected to pressure-dedicated ports. Pressure drop
can be also quantified using a pressure gauge manometer or a standard column manometer. However,
column manometers should be extremely clean to avoid pressure disturbances due to the pinning of the
contact line of the meniscus and the Laplace pressure of the free interface (see section below on Surface
cleanliness and preparation).
When assessing the amount of sensors to use for measuring the pressure drop, the best criterion for se-
lection is to estimate the error propagation of each configuration and select the one that produces less
experimental uncertainty. For example, using two gauge sensors to measure the pressure drop will pro-
duce an uncertainty of σ(∆p) =

√
σ2

1 + σ2
2, where σ(∆p) is the uncertainty in the estimation of the

pressure drop, and σ1 and σ2 are the uncertainties of each individual sensor. The error propagation is
also discussed later in this article. Disregarding the selected configuration to measure the pressure drop,
the most important characteristics of the pressure sensor for this application are its resolution (minimum
measurable quantity) and its accuracy. When measuring the pressure drop, special care must be taken
in reducing bubbles trapped in the connection tubing between the port and the sensor. Trapped bubbles
change the pressure drop due to the Laplace pressure of the liquid-air interface.
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Table 1: Selection of microfluidic apparata used in previous studies of interfacial slip.

Authors Setup type 1 Fluid Pump Pressure drop measurement Flow rate measurement
Smooth substrates

Schnell (1956) [4] b water Pressure-driven (column
and pressurized nitrogen)

–2 Mass flow rate (precision balance)

Churaev (1984) [55] c water, mercury, CCL4
and benzene

Pressure-driven
(pressurized nitrogen)

–2 Meniscus tracking (microscopy)

Mala (1999) [54] c water Precision pump (Ruska
Instruments)

Pressure transducer (1x gauge) In-line flow sensor and mass flow
rate (precision balance)

Cheng (2002) [56] c water, silicone oil,
hexane, hexadecane,

decane

Syringe pump Pressure transducer (1x gauge) Meniscus tracking (microscopy)

Choi (2003) [57] c water Pressure-driven
(pressurized nitrogen)

Pressure transducer (2x gauge) Meniscus tracking (laser-distance
meter)

Structured hydrophobic substrates
Watanabe
(1999) [47]

c water and 20-30%
glycerol water

Centrifuge and pressure
driven (compressed air)

Pressure transducer (1x diff.) Mass flow rate (precision balance)
and hot wire anemometer

Ou (2004) [58] c water Syringe pump Manometer (water) –2

Choi (2006) [59] c water –2 –2 Mass flow rate (precision balance)
Shirtcliffe
(2009) [48]

a water and 50% water
glycerol

Syringe pump Pressure transducer (4x gauge) –2

Jung (2009) [60] c water and air Syringe pump Pressure transducer (1x diff.) –2

Kim (2010) [49] b water Pressure-driven
(pressurized air)

–2 Mass flow rate (precision balance)

Kim (2012) [51] c water Pressure-driven (column) Pressure transducer (1x diff.) Mass flow rate accounting for
evaporation (precision balance)

Kashaninejad
(2012) [61]

c water Pressure-driven (column) –2 Meniscus tracking (microscopy)

Lee (2014) [50] b water Pressure-driven
(pressurized air)

–2 Meniscus tracking (high-speed
camera)

Song (2014) [46] c water Syringe pump Manometer (water) –2

Structured liquid-infused substrates

Kim (2016) [62] c water and glycerol
mixtures

Syringe pump Manometer3 –2

Lee (2019) [63] c water3 Syringe pump Pressure transducer (1x diff.) –2

1The letters refer to labels used in Figure 3.
2Not reported or unclear.
3Inferred from figures.

11



5.4 Small deviations in the experimental measurements lead to large errors in the effective slip length

5.4 Small deviations in the experimental measurements lead to large errors in the effec-
tive slip length

Systematic deviations or inaccuracies in the measurements of the experimental variables could cause sig-
nificant deviations in the estimate of the effective slip length or the drag reduction factor. In this Sec-
tion the effect of systematic experimental deviations is explored assuming they are caused by a lack of
accuracy e.g. not well-calibrated sensors or non-constant ambient temperature.
Given the complexity and number of variables needed to quantify the effective slip on surfaces (Eq. 3
and Eq. 4), the analysis is carried out numerically for a representative case. Consider the flow of water
through a microfluidic channel of rectangular cross section of height H = 100 µm and width W = 2 mm
(high aspect ratio W/H = 20). The distance between the pressure ports is L = 50 mm and the channel
is sufficiently long to avoid parasitic effects produced by the inlet and outlet ports in the measurement
of the pressure drop ∆p. [45,54] These values were chosen to represent typical dimensions of microfluidic
channels employed in this kind of experiments. Let us assume that the bottom wall of the channel is a
surface with a known effective slip length b = 3 µm, and flow rate Q, pressure drop ∆p and temperature
T (used to determine the viscosity of the water) are measured using the setup shown in Figure 3c. Using
Eq. 4 the effective slip length could be determined experimentally, given that all the remaining variables
are known.
Figure 5a shows the deviation in the estimate of the effective slip length induced by the inaccurate quan-
tification of each variable, assuming that each variable acts independently. For example, the deviation
induced by an inaccuracy in the estimation of L is presented for the case in which the rest of the vari-
ables (Q, T , W , ∆p and H) were measured with full accuracy.
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Figure 5: Deviation in the estimate of the (a) effective slip length or (b) drag reduction factor as function of deviation in
each experimental measurement. Each curve represents the deviation induced by a single variable, assuming that the re-
maining measurements were affected by no error. The values presented correspond to the case of flow of water at T = 25°C
through a rectangular channel of H ×W × L = 0.1 × 2 × 50 mm3. The temperature T is used to estimate the viscosity of
the water through the Vogel equation µ = e(−3.7188+578.919/(135.604+T )), where T is in °C.

The abscissa in Figure 5a is plotted for experimental deviations between -5% and +5%, while the ordi-
nate axis reaches values as high as +200%. This observation is indicative of the high accuracy required
in these experiments to correctly estimate b. Negative measurement deviations are underestimates of the
experimental quantity, while positive ones are overestimates of the experimental variable. The plot is di-
vided in four quadrants (I, II, III and IV): in quadrant I the overestimate of the experimental quantity
leads to an overestimate of the effective slip length. For example, a 2% overestimation of L or Q induces
a 26% overestimate of b (i.e. instead of measuring b = 3 µm, the result would be b = 3.8 µm). In II, the
underestimate of the experimental measurement results in the overestimate of b. In III and IV the slip
length is underestimated given the underestimation or overestimation of the experimental measurement,
respectively.
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5.5 Design of microfluidic devices

The largest deviation in the estimate of b is produced by deviations in channel height H. A 2% under-
estimate of H causes a 78% overestimate of b (i.e. instead of measuring b = 3 µm, the result would be
b = 5.3 µm). Similarly, a 2% underestimation of T or ∆p generates a 15% or 26% overestimate of b, re-
spectively.
A similar analysis is carried out for the estimate of the drag reduction factor DR in Figure 5b. For this
particular analysis, equations 6 and 7 were used under the assumption that the testing surface produces
a DR = 8%. Again, the most influential value in the determination of the correct value of DR is the
channel height H: 3% underestimation will translate to a 100% of overestimation in DR (i.e. instead of
measuring DR = 8%, the result would be 16%).
These considerations are a good indication of the expected influence of the experimental variables on the
correct determination of b and DR for systems of similar length scales. Small deviations in the quan-
tification of experimental variables indisputably produce large deviations in the estimation of the slip
length, and therefore measurements of interfacial slip require extreme care in maximising experimental
accuracy.

5.5 Design of microfluidic devices

Microfluidic devices are normally made using a layer-by-layer approach in which different layers of ma-
terials are assembled to create the microchannels, valves and ports. Micromachining techniques, such as
additive, subtractive and pattern transfer techniques, are used for making these layers; photolithography
and etching processes are at the core of these techniques and are widely used to create microstructures
for microfluidics [64]. Simple microfluidic devices commonly consist of two layers, one of which contains
the microfluidic channels, while the other acts as an enclosing layer, as shown in Figure 6a. This is the
approach used for building microfluidic devices made of PDMS and glass, an extensively used technique
for microfluidics. The two layers can be joined permanently (e.g. fully bonded, Figure 6b) or can be held
together by fasteners or clamps (e.g. separable or modular devices, Figure 6c). Both approaches have
been used for quantifying effective slip on surfaces. Some examples are presented in Figures 6d-f.
Fully bonded devices offer the advantage of being geometrically well-defined and suffer less deformation
because the bonding process normally is done chemically or electrostatically. However, a new device is
required each time a different surface needs to be tested and not all substrates can be bonded (e.g. PTFE
and lubricant-infused surfaces). On the other hand, modular devices offer more versatility in exchanging
the testing substrate without the need of making a new device, but are prone to deformation due to the
clamping force.
Rigidity and geometry are key aspects in designing microfluidic devices for quantification of the effec-
tive slip length. As shown in Eq. 3 and 4, the correct estimate of b depends critically on the high accu-
racy measurement of the geometric dimensions of the microchannel: R and L (for circular pipes) or H,
W and L (for rectangular channels), with R or H being the most critical lengths, as presented in Figure
5. These dimensions must be measured carefully, and they must remain unchanged during the experi-
ment. Therefore, the microfluidic device must be rigid enough to ensure that under the applied hydro-
static pressure to drive the fluid, the microchannel does not deform significantly. Additional care must
be taken when closing or clamping modular devices aimed to interchange the testing substrate. An ex-
cessive clamping force could lead to deformation of the channel, changing its shape and size.
Table 2 shows the materials used to fabricate microfluidic devices presented in selected previous studies.
Due to their lower tendency to deform, rigid materials such as silicon, aluminum, glass and rigid poly-
mers (e.g. PMMA) should be used to build microfluidic devices for slip measurements. Devices shown
in Figures 6e-f are excellent examples of the use of these materials. Although PDMS is widely used in
microfluidics, it is well-known to deform easily under pressure. Figure 7 shows the maximum normal-
ized deformation δ̄ = δ/H produced by static pressure applied on the inner walls of a channel of rect-
angular cross section and original height H, for different material properties. The deformation for the
rectangular channel was estimated from a finite element method model implemented in COMSOL Mul-
tiphysics. For the circular pipe the deformation was estimated assuming a thin-wall pipe using the equa-
tion δ/R = pR/bE, where p is the inner static pressure, R the inner radius of the pipe, t the wall thick-
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5.5 Design of microfluidic devices

Layer 1

Layer 2

Microchannel

Ports

Bonded area

Clamping module

a b

c

Bonded device

Modular device

e fd PDMS bonding
PDMS/PDMS device

Anodic bonding
Silicon/Glass device

Bonding + Clamping
Silicon/Silicon device

Choi et al. (2006)Lee and Kim (2014)Kashaninejad et al. (2012)

Figure 6: (a) Key elements of a microfluidic devices: a top surface containing the microfluidic channels, and bottom sur-
face. (b) Fully bonded device. (c) Separable modular device built using a clamping module. Examples of commonly used
approaches to build microfluidic devices: (d) device consisting of two layers of PDMS bonded with a thin layer of PDMS,
one layer contains the microfluidic channel geometry and the other one is decorated with holes; (e) device built by anodic
bonding of a glass wafer and a silicon substrate decorated with posts; (f) silicon/silicon device containing nanoridges in
both walls and bonded through a photoresist layer and then reinforced by mechanical clamping. Panels (d-f) are adapted
from Kashaninejad et al. (2012), [61] Lee and Kim (2014), [50] and Choi et al. (2006), [59], respectively, with the permission
of AIP Publishing.
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5.5 Design of microfluidic devices

ness (assumed as t = R/10) and E the Young’s modulus of the material. Among the materials plotted
in Figure 7, PDMS shows the highest maximum deformation corresponding to values of 7 and 4% for
the rectangular and circular channel, respectively. However, the increase in the cross section total area
is larger for the circular pipe, approximately 8% against a 5% for the rectangular channel. The numer-
ical simulations also show that reinforcement on the top and bottom walls (e.i. assuming that the ex-
ternal walls are fixed) does not help in reducing the deformation of the PDMS channel given that it is
easily compressible. The normalized maximum deformation for the reinforced case reached 6.6% (versus
6.8% for the case without reinforcement), this is shown as red star in Figure 7. This result shows that
reinforcement will be only effective in mitigating excessive deformation if the channel material is rigid
enough to avoid excessive compression under the applied static pressure. Also, it is expected that larger
deformations will occur in rectangular channels of higher aspect ratios W/H.
These increments in the cross section induced by applied pressure can lead to overestimating the effec-
tive slip length of the testing surfaces. For a given flow rate, the expanded cross section causes a lower
hydrodynamic resistance along the channel and, therefore, a lower pressure drop. If neglected, this effect
could be misinterpreted as a reduction in the pressure drop due to fluid slip on the testing surface. In a
similar way, for a fixed pressure drop along the channel, the increased cross sectional area will lead to an
enhancement of the flow rate, resulting in the same misinterpretation of the experimental data. Fortu-
nately, rigid materials strongly reduce this issue. For the same conditions presented above, the rectan-
gular microchannel made with PMMA only has an increase in the cross sectional area of 0.003%, while
for glass, aluminum and silicon the deformation is five orders of magnitude smaller than for PDMS, or
virtually zero.
An additional aspect to consider when designing microfluidic devices is visual access to the microfluidic
channel, to detect the formation of bubbles or other flow disturbances. One or both of the building lay-
ers should be transparent e.g. glass or PMMA. Thin glass slides and thin silicon wafers are flexible and
deform easily under static pressure, even when bonded to rigid substrates. Choi et al. [59] address this
issue by reinforcing the bonded device with a clamping mechanism, as shown in Figure 6f. For devices
built completely out of opaque materials, the conditions of flow can be inferred from the experimental
variables such as pressure drop and flow rate along the device but this require close attention and exper-
tise.
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Figure 7: Normalized maximum deformation of the cross section of a rectangular and circular microchannel as a function
of the Young’s modulus of the material E. The deformation for the rectangular channel was estimated from a finite element
method model implemented in COMSOL Multiphysics for a channel of H = 100 µm and W/H = 20, A = 20 mm and
B = 10 mm, which are common in microfluidic devices. The internal static pressure was assumed to be p = 5000 Pa which
approximately corresponds to the expected pressure drop along the rectangular channel of length L = 50 mm for a water
flow rate of Q = 1 mL min−1. The blue squares correspond to the case in which only the bottom wall of the geometry
is fixed, while the red star shows the result for the case in which the top and bottom walls are fixed (e.g. reinforced by a
more rigid material).
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5.6 Definition of the reference plane

As discussed before, the channel height H is the most significant experimental variable affecting the cor-
rect estimation of the effective slip length. Two factors are key in the proper determination of H: first,
the reference plane from which H is measured, and second, the change of size due to the assembly pro-
cess of the device.
The definition of the reference plane is important in cases for which the measured effective slip length b
or the channel height H are of the same order of magnitude as the characteristic surface roughness (or
surface topography). As depicted in Figure 8a, smooth surfaces are the closest to an “ideal” flat surface,
free of defects, and characterized by low values of roughness parameters (peak-to-valley roughness Rz,
average roughness Ra and root mean squared roughness Rrms). Common examples of smooth surfaces
are mica, silicon wafers, and thin films over silicon wafer (e.g. grafted layers), for which typical Rrms is
smaller than 0.3 nm. In structured surfaces a structure has been introduced explicitly to alter the sur-
face topography. Structured surfaces can be further categorized as patterned (e.g. micropillars, grooves,
holes or cavities) or randomly structured (e.g. wrinkles, sanded or etched surfaces), as show in Figure
8b-c and Figure 10a.
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Figure 8: Definition of the reference plane for different solid substrates, such as (a) smooth, (b) patterned structured, (c)
randomly structured surfaces, (d) an ideal flat interface containing a lubricant (yellow), (e) a concave lubricant interface
pinned below the corner of the surface topography, and (f) a convex lubricant interface pinned at the corner of the sur-
face topography. The reference plane could be chosen anywhere between the bottom (white dashed line) and the top (red
dashed line) of the surface features.
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Table 2: Selection of materials used for building microfluidic apparata and testing substrates in the literature.

Authors Device type
Channel

type
Channel
material

Testing substrate
material

Substrate
position

Channel dimensions
H or R (µm) W (µm) L (mm)

Schnell (1956) [4] Connection
of capillary

Capillary tube Pyrex Pyrex Capillary
inner wall

R 240 to 800 1000

Churaev (1984) [55] Connection
of capillary

Capillary tube Quartz Quartz Capillary
inner wall

R 0.31 to 7.2 57.1 - 97.6

Mala (1999) [54] Connection
of capillary

Capillary tube Stainless steel and
fused silica

Stainless steel and
fused silica

Capillary
inner wall

R 25 to 127 28.5 - 88.01

Cheng (2002) [56] Bonded
(photoresist)

Rectangular
channel

Thin cover glass
and photoresist

Photoresist All walls 0.04 to 2.7 <202 0.1 to 0.9

Choi (2003) [57] Bonded
(anodic)

Rectangular
channel

Silicon and Pyrex Silicon All walls 1 and 2 500 9

Watanabe (1999) [47] Connection
by fittings

Pipe Acrylic resin Fluorine alkane
with silica

Pipe inner
wall

R 3000 to
6000

475

Ou (2004) [58] Modular
(clamped)

Rectangular
channel

Plastic and glass Silicon Bottom wall 76 to 254 20×H 50

Choi (2006) [59] Bonded
(photoresist)

Rectangular
channel

Silicon and
photoresist

Silicon Top and
bottom walls

2 to 12 400 and
1000

4

Shirtcliffe (2009) [48] Connection
of capillary

Capillary tube Copper Copper Capillary
inner wall

R 438 110 - 84

Jung (2009) [60] Bonded
(glue)

Rectangular
channel

Plastic Epoxy Top and
bottom walls

700 2500 60

Kim (2010) [49] Connection
of capillary

Capillary tube Polyamide coated
with PTFE

PTFE nanofibers Capillary
inner wall

R 500 10

Kim (2012) [51] Bonded
(O2-plasma)

Trapezoidal
channel

PDMS PDMS Side walls 120 ∼100 18.5

Kashaninejad
(2012) [61]

Bonded
(PDMS)

Rectangular
channel

PDMS PDMS Bottom wall 17.9 220 41.25

Lee (2014) [50] Bonded
(anodic)

Rectangular
channel

Glass Silicon Bottom wall 30 1000 20

Song (2014) [46] Modular
(clamped)

Rectangular
channel

PDMS reinforced
with acrylic

Sanded PTFE Bottom wall 137 3400 45

Kim (2016) [62] Modular
(clamped)

Rectangular
channel

PDMS reinforced
with acrylic

PDMS and sanded
PTFE

Bottom wall 150 3500 45

Lee (2019) [63] –3 Rectangular
channel

PDMS PVA Bottom wall 600 4000 70

1The pressure drop was estimated from the difference in the pressure drop between two capillaries of different length. Check the reference for details.
2Adjusted to keep the flow rate within measurable range.
3Not reported or unclear.
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5.6 Definition of the reference plane

The reference plane can be defined relative to the solid substrate geometry or relative to the fluid/fluid
interface. In the first case, it can be placed anywhere between the top (Hmax, red dashed line in Fig-
ure 8) and the bottom (Hmin, white dashed line) of the substrate roughness or structure. In the second
case, it can be placed wherever the interface is located (Hint, blue dashed line). For a lubricant-infused
surface, the apparent slip equation is normally defined from the lubricant-fluid interface (see equation
b = (µw/µo)ho above). This seems to be consistent with the observation that in infused surfaces the fluid
interface is assumed to be located and pinned exactly at the top of the surface topography (see Figure
8d).
Other important aspects affecting the effective slip length are the shape and location of the lubricant-
fluid interface. [12,18,20,37] In general, theoretical models are derived for the cases in which the interface is
assumed to be flat and pinned exactly at the top of the surface topography. [10,11,14] Indeed, it is common
practice in the literature, although not often correct, to assume that the lubricant height ho is equal to
the topography height h. [42,62] Although it is experimentally complex to describe the interface shape and
location, the lubricant-fluid interfaces is normally not flat and can be located at any position within the
structure given the pinning of the three-phase contact line (see Figure 8e-f). [65] This situation can give
rise to important discrepancies between theoretical models and experimentally measured slip length val-
ues.
The location of the interface within the surface topography is determined by the local pinning of the
three-phase contact line and the volume of lubricant in the system. As shown in Figure 8e, the surface
topography could be only partially filled with lubricant, which could be the result of an incomplete in-
fusion of the lubricant during the preparation of the surface or due to lubricant depletion caused by a
number of factors, including the shear stress imposed by the working fluid [33,62] or dissolution of the gas
into the liquid. [66–68] A reduced amount of lubricant increases the roughness of the surface on which the
external fluid flows, which in turn reduces the effective slip. Indeed, Richardson demonstrated that even
in the extreme and ideal case in which the solid walls display a zero-shear-stress condition, the rough-
ness produced by the exposed solid surface could result in an overall no-slip condition at the wall. [69,70]

On the other hand, if the lubricant is slightly in excess (e.g the lubricant-fluid interface protrudes above
the top of the solid structures), the effective slip can be enhanced greatly, given that the fluid does not
need to decelerate to meet the no-slip condition a the solid wall. [16] In a counterintuitive manner, lubri-
cant depletion could also increase the overall height of the channel. For example, in surfaces containing
pillars, the lubricant depletion could create new passages for the fluid to flow in between the pillars, in-
creasing the height of the channel from Hmin to Hint as shown in Figure 8e. In these conditions, the flow
rate could be enhanced or the pressure drop along the channel reduced. Our recent computational fluid
dynamics simulation study explores in detail these effects for lubricant-infused surfaces. [71].
The shape of the lubricant-fluid interface also affects the effective slip. Steinberger et al. reported that
the protrusion of gas pockets on a superhydrophobic surface can cause a reduction in the effective slip,
even in the case in which the interface is pinned at the top of the solid structure. [37] They predicted through
a numerical model that it is possible for a bubble mattress to display a negative slip length (e.i. the no-
slip plane is located within the channel, above the tops of the solid substrate). Using a two-phase lattice
Boltzmann simulation, Hyväluoma and Harting showed the dependence of the slip length with respect
the curvature of the gas bubbles. [20,21] They found that the maximum slip length given by a structured
surface with attached gas bubbles is achieved when the gas-liquid interface slightly protrudes from the
cavity (as shown in Figure 8f). However, strongly protruding interfaces produce negative slip lengths.
These results were later reproduced by the analytical model developed by Davis and Lauga, [12] and As-
molov et al. [18] Interestingly, these studies suggest that slightly convex and protruding fluid interfaces,
and not perfectly flat ones, are expected to increase the slip while virtually reducing the overall height of
the channel. This counterintuitive behavior was later explained by Haase et al. [72]

Finally, in some cases, the positioning to the reference plane can change the interpretation of the ob-
tained data: defining the plane at the bottom of the surface topography (H = Hmax in Figure 8) could
be interpreted as a surface not enhancing slip, while positioning the plane at the top of the topography
could lead to the opposite conclusion. This topic has been addressed in detail in [15].
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5.7 Measurement of channel height

The height of a microfluidic channel H should be quantified once the device has been fully coupled with
the testing surface and not prior to assembly. The process of joining the microfluidic channel to the sub-
strate could change the final height H (see Figure 9). In the case that the channel is bonded (Figure
6b), the height could be affected by the use of adhesive or sealing materials (Figure 9b). Although the
use of an adhesive layer is normally not an issue for most microfluidic applications, here a 1 µm-thick ad-
hesive layer could translate into a ∼40% error in the estimate of b or DR (Figure 5). On the other hand,
when using a modular device (Figure 6c) the clamping force could cause indentation of the microchannel
into soft substrates (e.g. polymeric substrates) which could lead to a substantial reduction of H (Figure
9c).
Occasionally, the device is assembled and then the channels walls are treated to change their proper-
ties, for example, by flowing solutions that react to the wall to create absorbed layers or structures. This
technique is widely used to coat capillary tubes or small pipes to alter their interaction with the exter-
nal fluid. [4,47,48,55] In these cases, the channel height and width are both decreased (Figure 9d) and these
corrections are difficult to establish ex situ. Finally, the combination of these effects is possible; for ex-
ample, when using an auxiliary clamping device to join the parts, it is common practice to use a sealant
film to avoid leaks. Hence, the proper determination of the channel dimensions is probably the most
complex task to address in these experiments.
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Bonding/Sealing

H >Hreal o

Testing surface

Ideala

Ho
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c Indentation
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Clamping force
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Channel coatingd
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Figure 9: Effect of assembly method on the final channel height H. (a) Ideal condition in which the original channel height
Ho remains unchanged after assembly. (b) Adhesive or sealant layers increase the channel height. (c) Compression causes
indentation of the substrate, reducing the channel height. (d) Flowing of an adsorbing solution may lead to the decrease in
channel height.

Finding ways to directly measure the channel height once the device is assembled is difficult but cru-
cial. Estimating or simply approximating the channel height induces a large error in the quantification
of the slip length and therefore should be avoided. In Table 3, some approaches used in previous studies
to overcome this challenge are presented.
Here we propose some alternatives to accurately measure the channel height:

1. For fully bonded devices the pressure drop vs flow rate experiment can be carried out and, then the
device can be diced to get direct access to the cross section of the channel. Ideally, several cross sec-
tion should be measured. This is a well-establish technique and it is highly reliable if done properly.
This approach is only valid if the channel does not deform under the applied static pressure.

2. For modular devices dicing is not an option given that the main purpose of clamping the device is
to use it multiple times. The authors have solved this problem by, first, carrying out the experi-
ment and, then, without opening the device, filling the channel with PDMS (Sylgard 184, in a ratio
of 5:1) to create an exact replica of the microfluidic channel. [26] The curing of the PDMS is done a
room temperature to avoid thermal expansion of the microfluidic device which could affect the final
size of the replica. Once cured, the device is opened and the replica is measured accurately using
profilometry, or cut in sections and measured directly by optical microscopy.

3. In principle with a design as the one used in [57], it should be possible to measure channel height
with interferometry in situ.

19



5.7 Measurement of channel height

Table 3: Selection of techniques used to measure the channel characteristic length H or R in microfluidic devices.

Authors
Channel characteristic length

Technique used to measure H or R
H or R (µm) Uncertainty

Schnell (1956) [4] R 240 to 800 –1 Capillaries were filled with mercury and the mass and
volume of mercury were used to estimate the radius.

Churaev (1984) [55] R 0.31 to 7.2 1% to 14% 2 1) Radius was fitted based on the flow rate for hy-
drophilic capillaries. 2) Radius was estimated using the
capillary pressure of liquids (benzene or CCl4) completely
wetting the capillaries.

Mala (1999) [54] R 25 to 127 1% to 4% –1

Cheng (2002) [56] 0.04 to 2.7 ∼5% 1) Estimated from photoresist manufacturer’s specifica-
tion; 2) Inferred from the conductance of a channel filled
with an electrolyte (dilute nitric acid).

Choi (2003) [57] 1 and 2 ∼7% Measured before bonding using profilometer and then
corrected using two fitting models. Error between mea-
surement and fitting was found to be ∼7%.

Watanabe
(1999) [47]

R 3000 to
6000

–1 Pipe radius was estimated as an average between inlet
and outlet radius of the pipe.

Ou (2004) [58] 76 to 254 –1 –1

Choi (2006) [59] 2 to 12 ∼5% Measured before bonding using profilometer and then fit-
ted from the flow rate data obtained from smooth-surface
channels with the assumption of no-slip at the walls. Er-
ror between measurement and fitting was found to be
∼5%.

Shirtcliffe et al.
(2009) [48]

R 438 –1 –1

Jung (2009) [60] 700 –1 –1

Kim (2010) [49] R 500 –1 –1

Kim (2012) [51] 120 ∼2% 2 Measured before bonding using microscopy (M = 40×,
NA = 0.60)

Kashaninejad
(2012) [61]

17.9 –1 –1

Lee (2014) [50] 30 –1 –1

Song (2014) [46] 137 –1 Measured after the channel was sealed using microscopy
and later confirmed by fitting flow rate data obtained
from smooth Teflon surface with the assumption of no-
slip.

Kim (2016) [62] 150 –1 –1

Lee (2019) [63] 600 –1 –1

1Not reported or unclear.
2Estimated from data presented in the article.
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5.8 Measurement of liquid viscosity and temperature

5.8 Measurement of liquid viscosity and temperature

As shown in Figure 5 (red dashed line), temperature significantly influences the correct estimation of the
effective slip length and drag reduction factor by affecting fluid viscosity and density. For the analyzed
case, 1 °C of deviation in the measurement of the temperature induces a 26% error in the quantification
of b. For water, according with the Vogel equation the viscosity is given by:

µ(T ) = e−3.7188+ 578.919
135.604+T , (10)

where T is the temperature in °C. An increase in the water temperature of 1 °C causes a decrease of ap-
prox. 2% in the viscosity. Given the high sensitivity of the viscosity to changes in temperature, the pres-
sure drop vs flow rate experiment must be carried out under controlled and monitored temperature. Sev-
eral studies in the literature report slip length values measured at “room temperature”, which suggests
that temperature was not monitored and could fluctuate substantially, causing large variations in the es-
timated values of b and making the experiments irreproducible.
Microfluidic devices are great heat exchangers due to the large area-to-volume ratio of the microfluidic
channel. Therefore, the fluid temperature should be measured in situ and continuously, preferably at the
outlet or directly on the microfluidic device. The temperature of the fluid at the reservoirs could differ
significantly from the fluid temperature at the inlet or outlet of the device and, therefore, should not be
measured.
Although water is used in most of the experiments on slip, the use of more viscous fluids is also required
when evaluating the effect of the viscosity ratio µw/µo on the slip length. Glycerol or sucrose aqueous
mixtures are often employed. Given that these fluids absorb water from the ambient easily and viscos-
ity specified by manufacturers is not known with sufficient accuracy, the viscosity vs temperature curve
must be experimentally determined using an accurate rheometer.

5.9 Surface cleanliness and preparation

As with any experiment in which surfaces play an important role, all sources of potential contamina-
tion should be minimized when measuring slip in microfluidic device. The accumulation of impurities
or surfactants at self-contained lubricant-liquid interfaces (e.g. interfaces that are isolated and confined)
can rigidify the interface which could potentially lead to its immobilization and suppress its capacity to
transfer momentum. This effect has been shown to produced a no-slip condition in superhydrophobic
spheres, [73] however, it is not well-studied in liquid-infused surfaces yet. [25]

Below is a list of the ten most important considerations to keep in mind when undertaking surface sci-
ence experiments that require a high level of cleanliness:
1. Use only high purity water and solvents. When performing experiments that require aqueous solu-
tions, use only high purity water, such as as Milli-Q, with conductivity ≈ 18.2 MΩcm−1. Milli-Q water
should be collected in clean glass vessels shortly before conducting each experiment, and unused water
should be exchanged at least daily. With organic solvents, use only high purity analytical grade solvents.
Filtering with fine (200 nm) filters should be considered to remove dust particles.
2. Use only glassware and accessories that have been cleaned thoroughly. Glassware and accessories which
will come in contact with the apparatus should be cleaned immediately before being used, and rinsed
copiously. Dirty glassware can be detected with the simple rinse test: allow water to drain out of glass-
ware; if water droplets are left behind, the glass is not clean (a continuous thin films should form on clean
glass).
3. Develop a cleaning protocol for samples. The sources of contamination even in a relatively clean lab
are multiple, and constant care should be used to minimise them. For samples, an appropriate proto-
col should be developed that eliminates the source of contamination but does not destroy the chemical
or topographical details desired on the surface. Surfaces and accessories should be handled only with
clean powder-free gloves or clean tweezers and stored in clean Petri dishes. Prepare samples in a lami-
nar flow cabinet to reduce dust contamination. Low cost and portable versions of laminar flow cabinets
are available commercially as well as the more expensive permanent ones. A standard cleaning protocol
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5.9 Surface cleanliness and preparation

for silicon wafers and other robust surfaces is the following: sonicate in ultrapure ethanol for 1 minute
and blow dry under a pure nitrogen stream; repeat the same with acetone. Plasma treat the surface for
1 minute (commercial units such as the ones sold by Harrick are sufficient for this purpose). In addition,
a CO2 snow gun can be used to remove dust particles (the sample should be heated to avoid condensa-
tion during the treatment, see point 4).
4. Do not allow wet surfaces to dry in air. Any liquid droplet placed on a surface, and especially high
surface tension liquids such as water, are a ready receptacle of dust and hydrophobic contaminants in
the air. When the droplets evaporate, they deposit these contaminants on the surface, accelerating the
fouling problem. Liquids should be blown dry off the surface using a stream of high purity nitrogen (usu-
ally house nitrogen piped through Chemistry buildings is not of sufficient purity).
5. Use only accessories made of glass or teflon. Most syringes, containers, and other lab accessories made
of plastic release trace amounts of oligomers when immersed on solution. The use of plastic implements
should be avoided when conducting experiments that require extreme cleanliness. Teflon tweezers have
the added advantage of being softer that metal ones, so they reduce the formation of debris particles
when handling brittle samples such as silicon wafers.
6. Store samples and accessories in clean conditions. Sample storage should be carefully considered: e.g.
avoid storing samples in the same cabinet as other samples containing low surface tension (super-spreading)
oils such as silicone oils. Clean containers should be arranged for even short term storage of samples and
accessories during and before experiments, to reduce dust and cross-contamination. Recently cleaned
glass Petri dishes can have this function.
7. If a cleaning protocol has been developed and works, do not alter it or skimp on steps. Individual sur-
face science laboratories develop cleaning protocols that are appropriate for their experiments. Once
these protocols are proven to be effective, they should be adhered to in detail, as often changing even
one step of a protocol can have unpredictable effects, and the source of the contamination can be im-
possible to establish. For example, in one occasion the source of contamination could not be established.
Eventually it was found that the experiment was compromised by the fact that Milli-Q water was be-
ing dispensed from the unit prior to the reading on the unit reaching the minimum conductivity of 18.2
MΩcm−1. The problem with experiments immediately disappeared when this issue was addressed.
8. Always question the purity and cleanliness of commercial and synthesised chemicals and surfaces. In
most surface science experiments, additional cleaning of chemicals is required, whether they be commer-
cially purchased or synthesised in house. The use of surface tension, NMR spectra and other high accu-
racy analytical techniques can indicate the need for elimination of dust, oligomers, surfactants, and other
contaminants.
9. Consider explicitly the potential effect of dissolved impurities and gases in your results. In many sur-
face science experiments, as well as in other disciplines, the effect of trace impurities, including air, can
dominate the observed effects. Egregious examples are in the spurious discovery of “polywater” in the
1960s (finally attributed to contaminated water [74]) and the measurement of inexplicably long-range at-
tractive forces between hydrophobic forces (eventually attributed to the nucleation of bubbles between
hydrophobic surfaces). [75] The possibility that impurities are skewing the results should always be con-
sidered and tests performed to verify the hypothesis.
10. Consider explicitly the effect of temperature, humidity, light exposure, sample history and other envi-
ronmental factors on your experimental protocol. In best practice experimental design, detailed records
of environmental factors should be kept, as often it is not until later in the investigation that the key
factors become apparent. As some of these environmental factors are harder to control than others, it
is sensible to advance in steps from the simplest to the most difficult factor to control and test. The eas-
iest factor to control is the temperature, which needs to be measured in situ within the measurement ap-
paratus. As discussed above, temperature affects most physical properties of liquids such as viscosity,
density, and surface tension, and these effects can be significant in microfluidic measurements. The sec-
ond parameter of importance is environmental humidity, which can be adjusted by using controlled gas
flows or saturated solutions of salts in enclosed chambers. Environmental humidity affects a wide range
of surface measurements and reactions, from tribological charging of surfaces to adhesion between parti-
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5.10 Validation of experimental setup

cles, from the phase separation of water soluble polymers, to the apparent nanoscale topography of ad-
sorbates onto surfaces, to the outcome of surface silanisation reactions on silicon waters. All surfaces ex-
posed to atmospheric pressure are coated with sub-nanometer water films, which can be eliminated by
heating to temperatures above 65 ◦C for many hours. [76]

5.10 Validation of experimental setup

Validation is the method to prove that the experimental setup does what it is intended to do. This is a
fundamental step, must be done frequently and must be fully documented. The validation of the process
must consist in testing the accuracy, precision, range of measurement and robustness of the setup. It is
good practice to check the characteristics of individual sensors prior to interconnecting them in the final
setup. For the pressure drop vs flow rate method, it would be ideal to test the flow sensor, the differen-
tial pressure sensor, the temperature sensors and the instruments used to determine the channel dimen-
sions. Each sensor must be tested, at least, to the full range of the expected operation while carrying the
pressure drop vs flow rate experiment. Ideally, only sensors with calibration certificate should be used,
however, this normally implies a high cost.
Robustness is often overlooked in flow experiments. Microfluidic sensors are affected by vibration, move-
ment and/or ambient temperature. Therefore, tubing and accessories should be fixed and any distur-
bance avoided while carrying out the measurements. The position of tubing can cause changes in the
static pressure and losses in the system, which translate in variability of the experimental measurements.
The validation of the setup could be done by constructing the pressure drop vs flow rate curve following
Eq. 7 for a well-known smooth material in which the slip is expected to be zero. When water is used,
silicon wafers and smooth glass surfaces are excellent candidates for this purpose. In general, it is recom-
mended to use as a validation substrate one that has high affinity with the working fluid to avoid possi-
ble trapping of gas bubbles. The validation must be done for different flow rates and different tempera-
ture values and, if possible, using different microfluidic devices.

5.11 Error propagation and uncertainty in the estimation of the slip length

Every experimental measurement is associated with an uncertainty. Given that the slip length is a subtle
effect, and often nanoscale, it is particularly important to evaluate the experimental uncertainty in slip
measurements. Given that several experimental variables influence the pressure drop vs flow rate experi-
ment to determine the slip length, the propagation of all these errors defines the uncertainty with which
the slip length is computed. The overall uncertainty must be estimated taking into account the individ-
ual uncertainty associated with each experimental variable as follows (based on Eq. 7):
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where σb is the uncertainty in the estimation of the slip length b and σi is the uncertainty in the experi-
mental measurement of the i variable (e.g. σH is the uncertainty of the experimental measurement of the
channel height H) and ∂b

∂i
is obtained by differentiating b with respect to i−variable. [77] Normally, each

of these uncertainties σ is considered as one standard deviation of the sample collected for each variable
given that the instrument is well-calibrated. For example, if the channel width W is measured n times
using a well-calibrated optical microscope, the uncertainty σW could be taken as one standard deviation
of the n measurements.
While the validation process indicates that the experimental method does what it is expected to do, the
error propagation tell us how well it does it. For example, one can carry out many inaccurate experi-
ments with high precision and, consequently, report the slip length value with a small standard devia-
tion. While the standard deviation indicates the range in which 68% of all measurements is contained,
it does not specify the uncertainty of the experiment. Both the error propagation of the measurements
and the standard deviation of the sample should be reported. For example, if the error propagation of a
measurement of b is 2% and the standard deviation of a set of measurements of b is 10%, the largest of
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the two, the standard deviation, is a good measure of the variation of the experimental conditions (e.g.
difference between tested substrates). On the other hand, if the error propagation is 15% and standard
deviation of a set of measurements of b is 5%, it is not possible to conclude whether the standard devia-
tion comes from the variation between substrates or from the systematic error propagation of the experi-
mental measurements, neither it is possible to ensure that the presented value of the b is accurate.
Therefore, in experiments as delicate as the pressure drop vs flow rate for the estimate of the slip length,
both the uncertainty corresponding to the error propagation of the experimental measurements and the
standard deviation of the sample must be reported.

6 Correct averaging of the reported DR and b

As mentioned before, the drag reduction factor DR is a function of the characteristic length of the sys-
tem; i.e. given a specific testing surface, the smaller the system the larger DR (see equations 8 and 9).
Therefore, comparing an average value of DR produced by a surface is correct only for systems of the
same size. However, given that the height of the channel could slightly differ between experiments, the
latter is not easily achievable. On the other hand, the slip length b is independent of the system size
and, therefore, reporting an average value is easy. Then, the most appropriate way to report slip length
values for a given testing surface is as follows:

1. For each experiment compute b and its experimental uncertainty.

2. Compute the average slip length bave from all the values of b and report its standard deviation.

3. Using the bave compute DR for a specific characteristic system length H (this value of H could be
the average of all the heights measured across all the experiments, which will be a representative
value of the experimental conditions in which the surface was tested).

Finally, in literature b is sometimes computed directly from an average DR. Although doing so will re-
sult in relatively similar values when compared with the procedure indicated above, the interpretation of
the experimental data is clearly incorrect.

7 Theoretical models and experimental measurements of slip

In this section we present a summary of slip measurements on smooth and structured surfaces and com-
pare them directly with analytical models found in the literature. The results presented here are restricted
only to the ones that have been obtained using the pressure drop vs flow rate method. These results are
summarised in Table 4, 5 and 6 and Figure 10. In Table 4 it can be seen that the magnitude of the slip
length for smooth solvophobic surfaces is highly variable, with several reports of no-slip, and some of the
order of tens of nanometers. Results obtained with a number of other high resolution techniques report
reproducible slip length values of tens of nanometers for Newtonian liquids flowing on smooth solvopho-
bic surfaces. [1,5] According with Eq. 8, in order to measure nanoscale slip with the pressure drop vs flow
rate method, very fine capillaries would be needed to enhance the pressure drop reduction. In addition,
given the low flow rate produced in these experiments (normally < 1µL min−1), highly accurate methods
are needed to quantify the slip. Choi et al. [57] optimized this method and their slip length measurements
are in excellent agreement with values obtained through direct methods. [1,5]

The slip effect is much larger and therefore more easily measured with microfluidic devices on structured,
complex surfaces, as shown in Table 5 and 6. Here effective slip length values of the order of several mi-
crometers to tens of micrometers are reported. Structured surfaces can contain pillars, holes, ridges or
randomly oriented structures and are classified accordingly (see schematic in Figure 10a and examples
found in the literature in Figures 6d-f). In general, the slip length in structured superhydrophobic sur-
faces can be estimated analytically, and increases with increasing pattern pitch p (the distance between
two identical points in adjacent structures) and gas area fraction φg (for the Cassie state φg + φs = 1,
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where φs is the solid fraction). However, this simplified model ignores the effect of the location and cur-
vature of the interface, as discussed in Section 5.6 and in [20,24,37]. For a surface containing pillars with
large φg the effective slip is given by: [13]

b

p
=

3

16

√
π

1− φg
− 3 ln (1 +

√
2)

2π
. (12)

For holes: [11]

b

p
= −A ln (1− φg) +B, (13)

where A and B are constants defined by the hole geometry and gas fraction. For ridges or grooves ori-
ented parallel to the liquid flow: [10]

b

p
=

ln [sec(πφg/2)]

π
, (14)

For ridges oriented perpendicular to the flow slip is half the value given by Equation 14.
Figure 10 summarises the slip results presented in Table 5 for superhydrophobic surfaces containing pil-
lars and holes, ridges and random structures. The slip length is normalized by the pitch of the pattern
to allow for the direct comparison with the theoretical predictions. For the case of randomly structured
surfaces, the slip length was normalized by the roughness length scale L, which was estimated from mi-
crographs provided in the corresponding article. Although this approach is not completely accurate, it
provides a general picture for the results found in the literature by considering the extreme cases and
plotting the region in which the results are likely to be found. These plots demonstrate that some exper-
imental slip results agree well with the theoretical predictions. For example, in Figure 10b the results by
Ou and Rothstein [58] for φ < 0.8 and the ones from Lee and Kim for φ > 0.85 agree well with the model
by Davis and Lauga. [13] However, a large variability in the measured values of slip length for a given gas
fraction is presented in all cases. This could be attributed, but not only, to the experimental inaccura-
cies discussed before, mainly the difficulty in estimating the channel height H in situ, the complexity
and challenges of defining an appropriate plane of reference and the adequate monitoring of the fluid
temperature. Most of the experimental measurements are larger than the theoretical predictions and the
deviation is more drastic for the case of randomly structure surfaces, with exception of the results pre-
sented by Song et al. [46], which are in good agreement with the theory by Davis and Lauga (see Figure
10d). As the vertical axis in Figure 10 is in a logarithmic scale, the deviations are larger than they ap-
pear to the eye.
Only three pressure drop measurements of slip have been reported so far on liquid-infused surfaces as
presented in Table 6 and [26]. In these studies, the viscosity ratio between the working fluid and the in-
fused liquid is a key factor in determining the effective slip provided by these surfaces. Kim and Roth-
stein [62] showed that pillars and ridges are not effective at retaining the lubricant in place and the partial
or complete depletion of lubricant does not permit the quantification of the slip length in these systems.
On the contrary, randomly structured surfaces displayed better lubricant retention. Here the large un-
certainty on the slip length reported was attributed to the uncertainty of individual measurements and
the uncertainty of the channel height. Still clearly further studies are necessary to solidify a picture of
reproducible slip effects on structured surfaces.
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Figure 10: (a) Schematic of structured surfaces used for drag reduction. (b)- (d) Experimental measurements of slip length
as a function of the gas fraction φg obtained by the pressure drop vs flow rate method on surfaces containing (b) pil-
lars/posts and holes, (c) ridges (trenches or grooves), and (d) random structures. The continuous and dashed lines are
theoretical predictions according to Eq. 12, 13, and 14, as indicated. When using Eq. 13 for square holes, A = 0.115 and
B = −0.014 as reported by [78]. The shaded regions in part (d) correspond to ranges of slip length values measured in those
studies. The vertical axis in all plots is logarithmic, therefore any deviation from the theoretical value is large.
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Table 4: Selection of experimental measurements of slip length on smooth surfaces obtained in pressure drop microfluidic measurements

Authors Testing substrate Typical roughness Channel size H
or R (µm)

Fluid Static contact
angle

Slip length2 b (nm)

Schnell (1956) [4] Pyrex hydrophilic Not reported 240 - 800 water Not reported b0 (not reported)
Pyrex + DMDCS1 Not reported water Not reported b0 + 3 < b < b0 + 10 µm

Churaev (1984) [55] Quartz + TMSCl1 Not reported 0.88 - 7.2 water 70° to 90° 30
mercury 115° to 130° 70

CCl4 0° no-slip
Benzene 0° no-slip

Mala (1999) [54] Stainless steel Ra = 1.75µm 50 - 254 water Not reported <0
Fused silica Ra = 1.75µm water Not reported <0

Cheng (2002) [56] Photoresist Rp = 0.5nm 0.04 to 2.7 water Not reported no-slip
Silicone oil Not reported ∼18

Hexane Not reported ∼9
Hexadecane Not reported ∼25-30

Decane Not reported ∼14

Choi (2003) [57] Silicon Rrms = 11Å 0.5 and 1 water ∼0° −5 < b < 15
Silicon + OTS1 Rrms = 3.3 Å water ∼90° 5 < b < 35

1DMDCS: dimethyldichlorosilane. TMSCl: trimethylchlorosilane. OTS:octadecyltrichlorosilane.
2Only for laminar flow conditions.
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Table 5: Selection of experimental measurements of slip length on structured surfaces obtained in pressure drop vs flow rate measurements

Authors Testing
substrate

Type of
structures

Typical size of
structures2 (µm)

Channel size
H or R (µm)

Fluid Contact
angle θapp

Gas fraction
φg

Slip length4 b (µm)

Watanabe
(1999) [47]

Fluorine alkane
+ HO silica

Random h∼10 3000-6000 Tap water 150° 0.73-0.867 915 for R=3mm
2445 for R=6mm

Glycerin 20 wt% 150° 0.73-0.867 1025 for R=3mm
2655 for R=6mm

Glycerin 30 wt% 150° 0.73-0.867 1085 for R=3mm
2795 for R=6mm

Ou (2004) [58] Silicon +
PFDS1

Pillars w=30 45<p<180 76 - 254 Water 130 - 174° 0.56-0.977 5<b<21

Ridges w=20 40<p<100 0.5-0.87 12<b<31

Choi (2006) [59] Silicon oxyde Ridges w=0.05 p=0.23
h=0.5

3 - 11 Water - 0.78
30 ± 16 nm (parallel flow)

0 ± 17 nm (transverse flow)

Silicon + Teflon Ridges w=0.07 p=0.23
h=0.5

145 - 150° 0.70
143 ± 35 nm (parallel flow)

61 ± 44 nm (transverse flow)

Shirtcliffe
(2009) [48]

Copper +
perfluorocarbon

Ribbons 1x0.1x0.006 438 Water 160° 0.88-0.947 20±14<b<110±238

Glycerol 50 wt% 0.88-0.947 9±8<b<99±118

Jung (2009) [60] Epoxy Flat - 700 Water 76° - <0
Lotus wax Flat - 119° - ∼24

Nanotubule d<0.8 167° 0.957 ∼91
Pillars d=14 p=23 h=30 160° 0.71 ∼56

Hierarchical d=14 p=23 h=30 173° 0.987 ∼103
Shark skin 200<w<500

100<s<300
89° 0.16-0.60 ∼35

Acrylic resin Flat - 1000 Water 82° - <0
Ribs w=38 h=90 l=850

s=180
146° 0.86 ∼0

Kim (2010) [49] PTFE Nanofibers h=0.5 h/d>20 500 Water 170° 0.977 ∼2305

Kim (2012) [51] PDMS Transverse
trenches

15<w<55 s=65
30<h<230

120 Water 0.54-0.81 ∼7.56

Kashaninejad
(2012) [61]

PDMS Eccentric holes 6<w<7 p=8.5 h=10 17.9 Water 130 - 135° 0.50-0.68 0.9<b<2.5

Lee (2014) [50] Silicon + OTS1 Pillars 3<d<7 h=6 p=12 30 Water 166° 0.73-0.95 1.2<b<12

Song (2014) [46] PTFE Random 7.6<Rrms<13.7 137 Water 132 - 150°3 0.34-0.807 2<b<20

1OTS: Octadecyltrichlorosilane. PFDS: Heptadecafluoro-1,1,2,2-tetrahydrodecyldimethylchlorosilan.
2w: width, h: height, d: diameter, p: pitch, s: separation between structures.
3Advancing contact angle.
4Only for laminar flow conditions.
5Estimated from reported drag reduction factor using Eq. 8.
6Estimated from reported drag reduction factor using Eq. 9.
7Estimated from reported apparent contact angle using cos θapp = (1 − φg) cos θ − φg . When θ was unknown, it was assumed to be 90◦ < θ < 120◦.
8Flow rate dependent.
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Table 6: Selection of experimental measurements of effective slip length on liquid-infused structured surfaces obtained in pressure drop microfluidic measurements

Authors Testing
substrate

Type of
structures

Typical size of
structures2 (µm)

Channel size
H (µm)

Fluid Lubricant Viscosity
ratio5

Static contact
angle

Slip length6 b
(µm)

Kim (2016) [62] PTFE Random 10.9<Rrms<15.4 150 Water Silicone oil (5cP) 0.2 100°4 6±7
Glycerin-water Silicone oil (5cP) 5.2 100°4 7±7
Glycerin-water Silicone oil (5cP) 9.2 100°4 8±7

PDMS Pillars d=50 h=25 Water and
glycerin-water

Silicone oil (5cP)
Miglyol oil (10cP)

0.2-9.2
0.1-4.6

Not reported Lubricant
depletion

Ridges w=30 30<s<60 h=25 Water and
glycerin-water

Silicone oil (5cP)
Miglyol oil (10cP)

0.2-9.2
0.1-4.6

Not reported Lubricant
depletion

Lee (2019) [63] PVA +
FDTS1

Spherical
cavities

h∼1003 600 Water3 Krytox GPL 103
(80 cSt)

∼0.006 ∼107° ∼477

1Trichloro(1H,1H,2H,2H-perfluorooctyl) silane.
2w: width, h: height, d: diameter, p: pitch, s: separation between structures.
3Inferred from figure in the article.
4Advancing contact angle.
5Estimation based on the dynamic viscosity ratio µw/µo.
6Only for laminar flow conditions.
7Estimated from reported drag reduction factor using Eq. 9.
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8 Conclusions and outlook

With the emerging manipulation of fluids at very small scales, the need for a better understanding of the
interaction between fluids and surfaces has become essential. Correct modelling and fundamental under-
standing of flow in microfluidic systems rely on the definition of proper wall boundary conditions. The
ability to correctly quantify and compare interfacial liquid slip provided by any surface has opened up
the prospect of controlling and tuning slip, which is attractive as a passive way to reduce hydrodynamic
drag. Many direct and indirect methods are available for the measurement of the slip length b, but the
ease of implementation of the pressure drop vs flow rate method makes it highly attractive for many re-
searchers. Here, we have highlighted that, although the method seems simple, there are a wide range of
aspects that need consideration for its correct use.
We found that small deviations in the measurement of experimental variables, chiefly fluid temperature
(directly linked to the fluid viscosity) and channel dimensions, result in huge errors in the estimation of
the slip length. The characteristic length of the system (H for rectangular channels or R for small capil-
laries) is the most crucial variable affecting the accuracy in the determination of b, with a 5% deviation
in the experimental measurement of H resulting in an error of ∼ 200% in b for systems in which H ∼
100 µm. Therefore, experiments aimed to report accurate slip length values must be carried out paying
attention to factors such as material and dimensions of the device, equipment to impose and measure
flow and pressure, liquid temperature, definition of the reference plane, surface cleanliness, sources of er-
rors and contaminant traces.
This review highlights two important aspects; first, the high sensitivity of the slip length measurement
with respect to experimental variables and, second, that there exists significant discrepancies between
the reported experimental values of b found in the literature and the theoretical models (see Figure 10b-
d). This discrepancy is particularly large for the case of randomly structured surfaces. We emphasize
that the disagreement between theory and experimental measurements is found to be as large as two or-
ders of magnitude. At this point, it is difficult to point out if the discrepancy comes from sources of sys-
tematic experimental error or if it is a real slip effect.
Although the theoretical models presented here are well-accepted and widely used, in general they rely
on assumptions that are not always realistic or difficult to attain by experimentalists. For example, the
assumption of a pinned flat interface or that the surface texture is completely filled by the lubricant (gas
or liquid). Therefore, the ideal nature of some models leaves room for the possibility that the experimen-
tal measurements are correct and other mechanisms of slip are being overlooked. However, before ad-
dressing that possibility, experimental practices must be reviewed to ensure the accuracy of the method
is optimized. Slip length measurements must be accompanied by a proper validation of the experimental
setup and a complete estimation of experimental error propagation on the estimation of the slip length
value. Only in this way it is possible to determine the accuracy of the measurement and distinguish be-
tween the variability of the slip length values coming from the difference between tested surfaces and the
one coming from systematic errors of the experiment itself. As an additional remark, we point out that
given that the drag reduction factor DR is dependent of the system size, it should not be used as a stan-
dard measure to compare the effectiveness of different surfaces in enhancing fluid slip, instead, the slip
length b should be used for this purpose.
Outstanding questions remain to be addressed with respect the quantification of slip using the pressure
drop vs flow rate method. The proper determination of the channel characteristic dimension is probably
the most challenging to address. Ideally, in order to account for any deformation of the channel geome-
try, the channel dimension should be measured in situ under conditions of flow and only once the chan-
nel/device is completely closed. For cases of lubricant-infused structured surfaces (e.g. superhydrophobic
and liquid-infused), another two important issues to overcome are: 1) the definition of the experimental
plane of reference from which to measure the slip length and 2) the proper characterization of the inter-
face shape. For surfaces containing sufficiently large structures, this could be resolved by integrating ad-
ditional techniques in conjunction with the pressure drop method, for example laser confocal microscopy.
This, however, is difficult to implement in surfaces with nanostructured or randomly patterned topogra-
phy. New ways to fully describe the lubricant-liquid interface under conditions of flow are necessary to
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evaluate the correctness of specific theoretical models and to determine the real configurations of these
systems (e.g. solid fraction and curvature and position of the interface). Additionally, as the reduction
of the channel dimensions is attractive to enhance the accuracy and resolution of slip measurements, new
and simpler methods for measuring accurate flow rates are desirable.
In conclusion, structured surfaces hold promise for passively reducing hydrodynamic drag. Superhydropho-
bic surfaces face the issue of the plastron stability under conditions of flow or high pressure. Liquid-infused
surfaces are more robust against high static pressures, however, are prone to lubricant depletion due to
flow-induced shear and, under the currently accepted models, are expected to reduce drag only when
the lubricating layer has lower viscosity than the external fluid. For the study of any of these systems,
the pressure drop vs flow rate method offers an excellent platform to study the lubricant stability under
realistic conditions of flow, which is more rare to achieve with other methods. Finally, although super-
hydrophobic surfaces have been extensively tested under conditions of flow (Table 5), only three studies
have reported slip measurements in liquid-infused surfaces using the pressure drop method (see Table 6
and [26]).
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[14] C. Schönecker, T. Baier, S. Hardt, J. Fluid Mech. 2014, 740, 1 168.

[15] C. Schönecker, S. Hardt, Microfluid. Nanofluid. 2015, 19, 1 199.

[16] R. Sun, C.-O. Ng, Theor. Comput. Fluid Dyn. 2017, 31, 2 189.

[17] E. Alinovi, A. Bottaro, Phys. Rev. Fluids 2018, 3, 12 124002.

[18] E. S. Asmolov, T. V. Nizkaya, O. I. Vinogradova, Phys. Rev. E 2018, 98, 3 033103.

31



REFERENCES

[19] H. Zuo, F. Javadpour, S. Deng, H. Li, Phys. Fluids 2020, 32, 8 082003.
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Understanding the fluid slip phenomenon on surfaces is key for manipulating fluids at small scales. How-
ever, the correct quantification of fluid slip is experimentally challenging. This article reviews the technical
complexity of one of the most widely used techniques, the pressure drop vs. flow rate method, and pro-
vides practical solutions to minimize experimental uncertainty in estimating the effective slip length.

Experimental measurement of fluid slip using the pressure drop vs flow rate method.
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