
 

 

 

Comparison of machine learning algorithms in
restaurant revenue prediction
Citation for published version (APA):

Gogolev, S., & Ozhegov, E. M. (2020). Comparison of machine learning algorithms in restaurant revenue
prediction. In W. M. P. van der Aalst, V. Batagelj, D. I. Ignatov, V. Kuskova, S. O. Kuznetsov, I. A.
Lomazova, M. Khachay, A. Kutuzov, N. Loukachevitch, A. Napoli, P. M. Pardalos, M. Pelillo, A. V.
Savchenko, & E. Tutubalina (Eds.), Analysis of Images, Social Networks and Texts - 8th International
Conference, AIST 2019, Revised Selected Papers (pp. 27-36). Springer, Cham.
https://doi.org/10.1007/978-3-030-39575-9_4

Document status and date:
Published: 01/01/2020

DOI:
10.1007/978-3-030-39575-9_4

Document Version:
Publisher's PDF, also known as Version of record

Document license:
Taverne

Please check the document version of this publication:

• A submitted manuscript is the version of the article upon submission and before peer-review. There can
be important differences between the submitted version and the official published version of record.
People interested in the research are advised to contact the author for the final version of the publication,
or visit the DOI to the publisher's website.
• The final author version and the galley proof are versions of the publication after peer review.
• The final published version features the final layout of the paper including the volume, issue and page
numbers.
Link to publication

General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright
owners and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these
rights.

• Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
• You may not further distribute the material or use it for any profit-making activity or commercial gain
• You may freely distribute the URL identifying the publication in the public portal.

If the publication is distributed under the terms of Article 25fa of the Dutch Copyright Act, indicated by the “Taverne” license above,
please follow below link for the End User Agreement:
www.umlib.nl/taverne-license

Take down policy
If you believe that this document breaches copyright please contact us at:

repository@maastrichtuniversity.nl

providing details and we will investigate your claim.

Download date: 13 Dec. 2023

https://doi.org/10.1007/978-3-030-39575-9_4
https://doi.org/10.1007/978-3-030-39575-9_4
https://cris.maastrichtuniversity.nl/en/publications/19cfed25-37d6-427c-8a96-c7998b45d39b


Comparison of Machine Learning
Algorithms in Restaurant Revenue

Prediction

Stepan Gogolev(B) and Evgeniy M. Ozhegov

Research Group for Applied Markets and Enterprises Studies,
National Research University Higher School of Economics, Perm, Russia

s.l.gogolev@gmail.com, tos600@gmail.com

Abstract. In this paper, we address several aspects of applying clas-
sical machine learning algorithms to a regression problem. We compare
the predictive power to validate our approach on a data about revenue
of a large Russian restaurant chain. We pay special attention to solve
two problems: data heterogeneity and a high number of correlated fea-
tures. We describe methods for considering heterogeneity—observations
weighting and estimating models on subsamples. We define a weighting
function via Mahalanobis distance in the space of features and show its
predictive properties on following methods: ordinary least squares regres-
sion, elastic net, support vector regression, and random forest.
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1 Introduction

A global trend of collecting and storing information creates the demand for meth-
ods of analyzing and exploiting it. For instance, firms are interested in quantify-
ing some qualitative features, explaining and creating predictions of consumers
behavior.

Nowadays, a large number of machine learning methods provides algorithms
of model creation to optimize almost any business process. However, some models
and methods should be applied to some specific kinds of data only [5]. There is
never a unique answer to the question about the choice of models and methods.
Therefore, researchers benefit as much from the use of a methodology the most
suitable to their dataset and a specific problem.

In the paper, we discuss the advantages of common machine learning methods
applied to the problem of restaurant revenue prediction in Russian cities. A
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similar problem is studied in paper [6] where decision trees are employed to
heterogeneous objects analysis. We follow this paper by applying other methods
and show its suitability to a problem of franchise restaurant revenue prediction
and choice of the best location for a new restaurant.

In the paper, we use information collected from operating restaurants to pre-
dict revenue for potential restaurants in other cities. According to the industrial
organization literature (See, for ex., [2,5], and [12]), revenue of the restaurant
depends on a number of characteristics including number of people in the local
market, the average wage, a size of different target age groups, the number
of direct and indirect competitors, characteristics of nearest competitors, etc.
These features are closely related to each other, so the problem of partial fea-
ture collinearity occurs.

Heterogeneity of cities is another typical challenge of the location choice
problem [13]. The problem is to study cities with a population from 10 thou-
sand up to 12 million people in Russia. The proposed methodology is able to
predict revenue for restaurants in cities of various size, taking into account their
qualitative differences and variation in population and average wage.

2 Problem Statement

In this paper, we compare different methods for a problem of revenue prediction
for franchise restaurants in cities where are no such restaurants. Restaurants
belong to a franchise fast-food industry where each restaurant within a franchise
is very standardized between cities. There are major distinctions in possible
revenue due to the difference in cities, a location of a restaurant within a city
and the degree of competition within a city.

Revenue is a relevant factor of success in a franchise as it reflects the number
of clients visiting a restaurant and it does not depend on the quality of manage-
ment, costs at the period and other in a franchise. Franchise system guarantees
equal costs and profitability of restaurants in different cities. The reason is in
a common technology of production and similar pricing on raw materials. It
allows to concentrate efforts on comparison of cities suggesting other factors
being equal.

The chosen franchise has about 300 restaurants in 184 cities. We analyze
monthly revenue for the last 3 years1. From the starting point the data more
than half of the restaurants were opened. Some restaurants were opened less
than three years ago, so we collected 5889 observations as an unbalanced panel.
Maintaining a panel structure instead of aggregating revenue is necessary to
avoid seasonal bias.

According to the main goal of the study, we focus on objects’ features (char-
acteristics of cities) and creating a prediction for an average restaurant in the
city given that there are no restaurants of the chosen franchise. We have three
major groups of predictors: seasonal factors, specific restaurant characteristics

1 Data is available at goo-gl.ru/5vIE.
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(operating period and part of the revenue from delivery), and market environ-
ment features.

The market environment features consist of demographic2 and competitors’
characteristics3. The first group of variables includes detailed information about
consumers: market size, its specific segments, consumer income. The second one
describes firms’ behavior on the market: a number of direct and indirect competi-
tors, average restaurant bill, average estate price, and wage. Fast-food restau-
rants compete simultaneously on several markets: some types of cafes, restau-
rants, food delivery, etc. These markets are closely linked to each other and have
common features. However, employing market and city characteristics raise the
challenge of partial features collinearity that may provide a prediction bias.

Heterogeneity is another feature of the data. We analyze heterogeneity
through heteroscedasticity of the errors and the presence of outliers. Common
White test [14] proves the presence of heteroscedasticity at the 1% significance
level. It can be interpreted as follows. Estimating model with linear regression
gives different variation of error (degree of model accuracy) for different values
of predictors. As for the outliers, the dataset contains some non-representative
objects (cities). For instance, Moscow with a population equal 12 million inhab-
itants is almost 100 times than the average population of cities under consider-
ation. Using the coefficient of variation [3] we check homogeneity of cities reveal
the heterogeneity by following features: population, average wage, number of
opened cafes, pizzerias and restaurants.

3 Methodology

3.1 Model Comparison Algorithm

In order to overcome the issue with the presence of heteroscedasticity and out-
liers described above, we follow [15] and use MAPE (mean absolute percentage
error) instead of MSE (mean squared error) as a prediction quality criterion.
We compare the predictive power of models by MAPE in order to give lower
weight to predictions with non-representatively large errors. It does not have
the property of underestimation the largest errors like mean squared error or
other metrics using squared errors [15]. As we calculate model errors for all
objects, MAPE shows the average absolute error of the model in percent of the
average value of the target variable in our case. The lower MAPE is, the more
predictive power of the model has. It will be useful for further interpretation of
the metric.

The next important step is choosing the technique for assessing the prediction
power of the models. We compare out-of-sample predictions due to possible
overfitting problem by the procedure of leave-one-out cross-validation for model
parameters and 10-fold cross-validation for hyperparameters. Now we move to
describe the steps of cross-validation in detail.

2 Data are taken from gks.ru.
3 Data taken from 2GIS.
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The main idea is averaging the error of prediction among all available objects
through predicting new data that was not used in estimating. For this, we choose
one city in leave-one-out and 1

10 of all cities in 10-fold cross-validation as a test
sample and exclude appropriate observations from the dataset, remaining obser-
vations from the training sample. Then we train a model on different training
objects and choose optimal hyperparameters according to mean absolute error on
10 test samples. Finally, we train the model hyperparameters optimally selected
at the previous step on different training samples and create predictions for the
test observations related to one object. We repeat these steps for other test cities.
As a result, we obtain a vector of out-of-sample predictions for all cities in the
dataset. Then we compare mean absolute error between predictions and actual
values and test what model gives the best results. To validate our results and
estimate the possible overfitting issue, we also calculate the in-sample coefficient
of determination (R2) that shows the proportion of the explained variance in
target variable and reflects the goodness of fit of a model on a training data.

3.2 Prediction Models

We follow [5,6] and use four different methods of regression estimation: linear
regression (OLS), elastic net (ELNET), support vector regression (SVR) and
random forest regression (RF). The last three methods allow to overcome a
feature collinearity problem.

Firstly, we make revenue predictions using naive model and linear regression
model to compare other results with these baselines. Naive model is OLS with a
constant only. We calculate confidence intervals for models fit via bootstrapping
with 200 replications test the statistical difference in a fit.

In the linear regression model we minimize the sum of squared errors to
obtain optimal parameters values β in a linear index:

β̂OLS = argmin
β

(y − xβ)′(y − xβ). (1)

where y is monthly revenue of restaurant in the city in the month, x is a vector
of features including characteristics of the city and competitors in city, specific
characteristics of the restaurant in the period and seasonal factors that depends
on the period, and β are parameters to be estimated.

This method may suffer from a high degree of partial multicollinearity. We
check the variance inflation factors (VIF) [9] for the group of competitors char-
acteristics. In this group, all 12 factors have VIF more than 20 that signals on
the problem of correlated factors.

An elastic net regularization method is one of the solutions to the multi-
collinearity issue [7]. This method minimizes the sum of squared errors penalized
on the absolute and squared values of estimated parameters:

β̂ELNET = argmin
β

(y − xβ)′(y − xβ) + λ1||β||1 + λ2||β||22. (2)

where λ1 and λ2 are parameters of regularization to be estimated.
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As a result of the optimization problem solving, some predictors can be
excluded from target variable prediction when its parameter value β shrunk
to 0. Therefore, the model does not take into account additional information
that excluded variables contain.

SVR provides another way of estimating model parameters. Unlike least
squares methods, SVR avoids explicit specification of the regression equation
[11]. SVR training process depends on the kernel function that defines the rela-
tionship between the target variable and predictors. Hence, it is crucial to con-
centrate on the choice of a kernel function. We check common kernel functions
including Gaussian, linear, and polynomial. Generally, type of the kernel func-
tion can be chosen based on the type of relation between features if it is known.
We use 10-fold cross-validation to select the best kernel function and calibrate
its hyperparameters (regularization parameter C, tolerance ε) and degree for
polynomial kernel function.

The last method we apply is a RF regression—an ensemble of regression
trees. Training of a tree is an iterative process where the input data is split by
predictors into smaller groups with different predicted value in each partition
group. Combination of such trees is an ensemble that allows to reduce predic-
tion variance and improve out-of-sample prediction power. Another advantage of
using regression trees is the revelation of a nonlinear relation between the target
variable and predictors [8].

The quality of a RF model mainly depends on the following parameters:
the number of trees in an ensemble and the number of predictors randomly
sampled in each split. The former should be large enough to reduce the variance
of prediction, raised as a result of correlated variables in input data. The last
parameter corresponds to the quality of the model. The higher the number of
variables used, the better the quality of the model and the higher probability
of overfitting. We tune both parameters using the out-of-bag estimation of the
model. It is based on the sampling of test observations and calculating prediction
error for observations which were not used in the training process of the model. It
is proved that out-of-bag error estimations tend to leave-one-out cross-validation
estimation what makes them a reliable method for selecting parameters of RF
[4].

3.3 Accounting for Heterogeneity

Accounting for a heterogeneity requires the use of specific methods. We use two
common ways: weighting of observations and training of model on subsamples
through data partition [1]. The first method consists of giving various weights
to different observations in the process of model training, while the second way
assumes reducing objects in training dataset to the most relevant ones.

Both approaches use implicitly a function that assigns to all objects in the
dataset (cities in our case) a value that reflects the proximity of objects. We
can define this function as a distance function between two points in the space
of objects characteristics. Let us describe steps on implementation of methods
accounting for heterogeneity to a problem of revenue prediction.
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To create a model that provides a prediction of revenue for the restaurant in a
test city i, we should train the model on the remaining dataset −i = {j ∈ N, j �=
i} (observations related to training cities). After that, we calculate distances from
each training city in −i to the test city i. In the case of weighting observations,
the next step is transforming distances into weights and estimating the model.
Naturally, we put higher weight to observation with a lower distance to the test
city. Therefore, it is possible to use the inverse function to transform distance
into weight. In this work, we use inverse power function. The definition of weight
is follows:

wij = dij
−γ (3)

where γ is a parameter to be estimated.
Now we turn to another case of training model on a subsample. We introduce

the rule that defines an interval of values of distance that indicates whether to
include the city in training dataset or not. We define bounds of the interval so
that there are 75% of observations the most similar to the test city. The percent
of observations that will be included in the training dataset is chosen according
to the size of the overall dataset. That is to say, we include observations related
to object j in training dataset if dij ≤ Q0.75, where Q0.75 is a 75%-th quantile
of the distance distribution among all j.

After that, we define a space of characteristics and a distance function
between objects. As we can distinguish the most heterogeneous variables, a pos-
sible solution is to consider all of them in a distance function. We can construct
overall distance as a sum of distances in all dimensions only if dimensions are
orthogonal. Otherwise, distances in dimensions responding for correlated predic-
tors would be overfitted. Mahalanobis distance function allows to include values
from different dimensions with different weights [10]. It measures the difference
between the object and the distribution of other objects in terms of standard
deviations. The distance between each training observations and test observation
i with the covariance matrix of predictors Ω is follows:

dij =
√

(xi − xj)′Ω−1(xi − xj). (4)

Mahalanobis distance is applicable to correlated variables, hence researcher
can choose any combination of variables that forms a space of objects characteris-
tics. In this work, we include three the most heterogeneous variables in weighting
function: population, average wage and the number of restaurants competitors
in the city.

After describing two procedures of heterogeneity eliminating it is necessary
to discuss the compatibility of these procedures with 4 ML methods, starting
with the simplest OLS and ELNET methods. The addition of weighting function
to them modifies objective functions presented in Eqs. (1 and 2) into weighted
errors minimization problems:

β̂i
OLSW = argmin

β
(y−i − x−iβ)′ diag(wi)(y−i − x−iβ). (5)
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β̂i
ELNETW = argmin

β
(y−i −x−iβ)′ diag(wi)(y−i −x−iβ)+λ1||β||1+λ2||β||22. (6)

Estimation on subsamples for these methods is acceptable but has a sig-
nificant drawback. Subsampling reduces the size of the dataset and estimation
efficiency. Strict selecting of observations in training dataset may results in the
poor model due to insufficient information in selected data. At the same time,
soft selection can keep training dataset unchanged.

Turning to a SVR model, the use of weighting there is not recommended. The
algorithm of SVR assumes estimation of the model, based on the training data
points nearest to the hyperplane. This means that the model is automatically
trained on observations closest to the “average” observation, while outliers are
ignored. The most suitable way to train the SVR model for some test object
is estimating on a subsample where test object represents average observation.
Such a model shows better predictive power despite the small training sample
size.

The problem of heterogeneity in RF regression is eliminated automatically
due to splitting input data into smaller groups. In this model quality of prediction
mostly depends on the number of training objects similar to test ones. If it is
large enough, regression trees are able to divide observations into groups better
than other methods. However, in the lack of similar objects and observations,
RF regression often does not show good fir due to low ability to extrapolate
relations.

In the next section, we show the comparison of these algorithms and provide
results for an ensemble of simple predictors. We find optimal weights for models
in an ensemble using constrained linear regression and explain the resulting
weights.

4 Results

Out-of-sample prediction for a city assumes creating a training model on the
sample that does not contain any information about the city for what we make
a prediction for. Table 1 shows measures of accuracy—MAPE and R2—for out-
of-sample prediction as an error percentage of mean overall monthly revenue and
in-sample coefficient of determination.

The naive model gives the baseline out-of-sample prediction for comparison
with other methods as we assumed. 95% confidence interval for MAPE in this
model is from 46.3% to 72.6%. The highest MAPE in other methods is 41.3% (in
OLS estimated on a subsample), so we come to the conclusion that all described
methods are statistically significant and provide a better fit than the prediction
by mean y. With the improvement model from OLS to ELNET method, MAPE
decreases from 38 to 34.5%. It proves the benefits of regularization methods usage
in the case of the high number of correlated variables. Modifying the least squares
method with weighting function (optimal value of parameter γ is equal to 0.8)
also improves the predictive power of the model. It decreases the variability of
predictions (SD falls) with error level. Estimating model on a subsample does not
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Table 1. Prediction power of models

Mean SD Out-of-sample
MAPE

In-sample R2

y 2 643 306 1 571 221 – –

Model for ŷ

Naive model 2 643 306 0 59.44% 0.00

OLS 2 367 107 1 476 862 38.17% 0.58

OLS on a subsample 2 332 341 1 622 088 41.26% 0.37

OLS with weighting 2 365 270 1 461 773 36.64% 0.56

ELNET 2 324 616 1 123 046 34.54% 0.45

ELNET on a subsample 2 453 445 1 518 215 37.65% 0.53

ELNET with weighting 2 296 467 1 096 400 33.29% 0.42

SVR 2 387 787 1 271 851 32.76% 0.65

SVR on a subsample 2 353 508 1 301 179 33.37% 0.70

RF 2 379 884 959 417 30.70% 0.93

Ensemble 2 372 320 1 307 328 23.59% 0.97

Number of observations 5 889

Number of objects 184

Number of predictors 43

improve any model due to the decrease of efficiency of models trained on smaller
samples. Similar conclusions are associated with estimating SVR on a subsample.
Overall, combining several methods (elastic net method and weighting function)
allows to achieve the best quality of out-of-sample prediction for the least squared
method.

SVR and RF regressions outperform results of linear regressions: MAPE
is 32.8 and 30.7% respectively. The random forest model works better than
other models at the regression problem with heterogeneity by construction. RF
does not reveal averaged relations and does not extrapolate relations between
variables to uncommon values of them. That is the reason why it is useless
for predictions revenue in atypical cities. However, it is the best among the
considered method for predicting. A higher value of in-sample R2 indicates on a
possible overfitting problem there. Using the ensemble of models improves results
in terms of the coefficient of determination and MAPE because of overcoming
overfitting problem and combining advantages of considered methods. Out-of-
sample error in the ensemble is 2.5 times fewer that error in naive model and
the lowest among all methods.

Although we show a statistically significant difference in accuracy by com-
parison errors of prediction with errors of the naive model, there is a lot of ways
to improve results. As we solve problem of cities comparison and not the problem
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of optimal location within a city, we cannot include in the model some specific
features (for instance, spatial characteristics about competitors inside the city).

To sum up, we compare the predictive power of some models on the dataset
with heterogeneity and correlated predictors. Results show that the ensemble has
properties to overcome both problems and has the lowest mean absolute error
and the highest coefficient of determination. Moreover, we show the advantages
of weighting observations in the estimating process and possible drawbacks of
estimating models on subsamples.

5 Conclusion

In this paper, we summarize the methodology of constructing a model with the
best predictive power to forecast revenue in the restaurant in the out-of-sample
city. We describe methods of heterogeneity elimination in the model: observations
weighting and data partition with the following estimation on subsamples. Addi-
tionally, we suggest some ways of dealing with collinearity problem: an elastic
net method, support vector and random forest regressions. We show advantages
of those methods under different assumptions and validate these statements at
the problem of revenue prediction.

Basically, the paper can be extended in two ways. First of all, it is possible to
consider other methods of solving problems: for instance, principal component
analysis for reducing the number of correlated predictors or more detailed anal-
ysis of ensemble trees algorithms (bagging, boosting, etc.). The second way is
to use a more accurate approach to compare model prediction power. For each
model we can calculate a MAPE confidence interval using the bootstrap. Com-
puting confidence intervals allows to compare the predictive power of models
with more certainty.
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