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Development of AI-driven prediction 
models to realize real-time tumor tracking 
during radiotherapy
Dejun Zhou1, Mitsuhiro Nakamura1,2* , Nobutaka Mukumoto2, Hiroaki Tanabe3, Yusuke Iizuka2, 
Michio Yoshimura2, Masaki Kokubo4, Yukinori Matsuo2 and Takashi Mizowaki2 

Abstract 

Background: In infrared reflective (IR) marker-based hybrid real-time tumor tracking (RTTT), the internal target posi-
tion is predicted with the positions of IR markers attached on the patient’s body surface using a prediction model. 
In this work, we developed two artificial intelligence (AI)-driven prediction models to improve RTTT radiotherapy, 
namely, a convolutional neural network (CNN) and an adaptive neuro-fuzzy inference system (ANFIS) model. The 
models aim to improve the accuracy in predicting three-dimensional tumor motion.

Methods: From patients whose respiration-induced motion of the tumor, indicated by the fiducial markers, 
exceeded 8 mm, 1079 logfiles of IR marker-based hybrid RTTT (IR Tracking) with the gimbal-head radiotherapy system 
were acquired and randomly divided into two datasets. All the included patients were breathing freely with more 
than four external IR markers. The historical dataset for the CNN model contained 1003 logfiles, while the remaining 
76 logfiles complemented the evaluation dataset. The logfiles recorded the external IR marker positions at a fre-
quency of 60 Hz and fiducial markers as surrogates for the detected target positions every 80–640 ms for 20–40 s. For 
each logfile in the evaluation dataset, the prediction models were trained based on the data in the first three quarters 
of the recording period. In the last quarter, the performance of the patient-specific prediction models was tested and 
evaluated. The overall performance of the AI-driven prediction models was ranked by the percentage of predicted 
target position within 2 mm of the detected target position. Moreover, the performance of the AI-driven models was 
compared to a regression prediction model currently implemented in gimbal-head radiotherapy systems.

Results: The percentage of the predicted target position within 2 mm of the detected target position was 95.1%, 
92.6% and 85.6% for the CNN, ANFIS, and regression model, respectively. In the evaluation dataset, the CNN, ANFIS, 
and regression model performed best in 43, 28 and 5 logfiles, respectively.

Conclusions: The proposed AI-driven prediction models outperformed the regression prediction model, and the 
overall performance of the CNN model was slightly better than that of the ANFIS model on the evaluation dataset.

Keywords: Real-time tumor tracking, Tumor motion prediction, Convolutional neural network, Adaptive neuro-fuzzy 
inference system
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Background
During beam delivery, the targets—particularly those 
located in the thoracic and abdominal regions—move 
during respiration [1]. Conventionally, the internal tar-
get volume method is the most common approach to 
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perform radiation therapy for such targets, as it suffi-
ciently covers the range of movement [2]. However, in 
this approach, along with the target, the surrounding 
normal tissue is also irradiated at a high dose, which may 
have adverse consequences.

With recent advances in radiotherapy systems, four-
dimensional (4D) radiotherapy can be performed in 
clinical practice. In this approach, breath-hold, res-
piratory gating, and real-time tumor tracking (RTTT) 
techniques can be adopted to reduce the effects of res-
piratory motion [3]. In particular, through the RTTT, the 
beam position can be changed with the target position, 
thereby minimizing the occurrence of the adverse events 
caused by the motion of the target without burdening the 
patient’s breath or extending the treatment time [4].

In September 2011, we started infrared reflective (IR) 
marker-based RTTT (IR Tracking) with a gimbal-head 
radiotherapy system, known as Vero4DRT (Hitachi 
Ltd., Tokyo, Japan, and Brainlab AG, Feldkirchen, Ger-
many) [5], for lung [6], liver [7], and pancreatic [8] can-
cer patients. IR Tracking is a hybrid RTTT technique that 
combines direct positioning and indirect RTTT methods 
[9]. The IR Tracking method predicts the internal target 
position with the positions of IR markers placed on the 
patient’s abdominal wall by using the regression-based 
prediction model. The prediction accuracy of IR Tracking 
depends considerably on the performance of the predic-
tion model [10]. We have observed that the regression-
based prediction model does not represent the tumor 
motion accurately. In this regard, the existing regression-
based prediction model implemented in Vero4DRT can 
be improved in terms of accuracy [11–13].

Artificial intelligence (AI) techniques are being exten-
sively and rapidly implemented in radiotherapy [14]. 
In general, support vector regression [15, 16], Gaussian 
process regression [17], neural networks [18, 19], and 
fuzzy logic [20, 21] can be applied to predict target posi-
tions with external surrogate positions; however, these 
algorithms are associated with specific limitations when 
applied to prediction models. The performance of the 
support vector regression is not satisfactory when data 
is used from free-breathing humans [16]. Moreover, the 
Gaussian process regression approach was tested only 
on a respiratory simulation phantom model with a rub-
ber hot-water bottle [17]. Consequently, the simulation 
cannot accurately reflect the actual patient breathing 
and tumor motion. Although neural networks and fuzzy 
logic exhibit a satisfactory performance, in the research 
conducted with the use of these techniques, only 3 and 
20 patients were tested, respectively [18, 20, 21]. In the 
work presented by Teo et  al., only the tumor motion in 
the superior–inferior direction was predicted with the 
input of internal target position with an electronic portal 

imaging device (EPID) at the frequency at 7.5  Hz [19, 
22]. In addition, their approach cannot be performed if 
the internal target positions are invisible on EPID. Thus, 
the approach was rendered unsuitable for intensity-mod-
ulated radiation therapy or volumetric modulated arc 
therapy.

Considering such aspects, two AI-driven predic-
tion models, expected to have enhanced accuracy, were 
developed in this work. A convolutional neural network 
(CNN)-driven model with fine-tuning, and a model 
driven by an adaptive neuro-fuzzy inference system 
(ANFIS) with a pattern search algorithm were used. 
Compared to the regression-based prediction model, 
the AI-driven prediction models can better predict the 
internal target position in three dimensions (3D) using 
the external marker position without changes in the cur-
rent workflow. Compared to the CNN model, the ANFIS 
model contained fewer layers, does not require building 
a reference model, and does not need too much data for 
training. With two different approaches based on AI, it 
may be possible to have more alternatives for future 
research. By comparing and analyzing the performance 
of the different prediction models in the same scenarios, 
we can obtain a better understanding of their characteris-
tics. The performance of the proposed prediction models 
was further compared to that of the regression model and 
was evaluated to enhance the understanding of the differ-
ence between the AI mechanisms and the conventional 
approach involved in developing prediction models.

Methods
IR tracking procedure of Vero4DRT
The details of the RTTT procedure for Vero4DRT were 
described in a previous study [10].

Before the treatment beam delivery, an IR camera 
mounted on the ceiling of the treatment room moni-
tors the motion of the one-dimensional (1D) IR markers 
placed on the abdominal wall every 16.7  ms. In addi-
tion, the orthogonal kV X-ray imaging subsystem imple-
mented in Vero4DRT detects the fiducial markers as 
surrogates for the detected target positions (Pdetect) every 
80–640  ms. These motions are monitored for 20–40  s. 
After monitoring, a regression-based prediction model 
f (PIR, vIR) is built as follows:

where PIR is the averaged 1D IR marker position of multi-
ple IR markers’ measurements, v

IR
 is the averaged vertical 

velocity of the IR markers. The positions of the IR mark-
ers are predicted from the past position (25 ms before) to 
compensate for the system delay. The parameters from a 
to e are optimized by linear regression.

(1)f (PIR, vIR) = aP2
IR + bPIR + c + dv2IR + evIR,
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During the treatment beam delivery, the future 3D tar-
get position (Ppredict) is predicted from the position and 
velocity of IR markers with the use of Eq. (1). Addition-
ally, the internal target position is monitored every 1 s to 
verify the results produced by the prediction model.

Data characteristics
This research was performed in accordance with the Dec-
laration of Helsinki and was approved by the institutional 
review board. A total of 1079 logfiles were extracted from 
Vero4DRT. These logfiles were obtained from lung, liver, 
and pancreatic cancer patients whose 3D respiration-
induced motion of the tumor, as indicated by the fiducial 
markers, exceeded 8 mm during IR Tracking. We selected 
8 mm based on previous studies, considering the adapta-
tion of respiratory motion management techniques [23] 
and significance of long- and short-term tumor motion 
variability [24]. All the patients were breathing freely, 
and more than four external IR markers were attached 
on the abdominal walls of each patient. The logfiles were 
acquired when building the prediction model. In our 
clinical practice protocol, we recorded IR marker posi-
tions during an interval of 20–40  s at a frequency of 
60 Hz before treatment beam delivery and detected tar-
get positions indicated by the implanted markers for the 
same period at intervals ranging from 80 to 640 ms. Dur-
ing this period, the regression prediction model was con-
structed [10–12].

The 1079 logfiles were randomly divided into two data-
sets. To improve the prediction accuracy, as many data-
sets as possible are required. In this study, the historical 
dataset for the CNN model contained 1003 logfiles, and 
the remaining 76 logfiles complemented the evaluation 
dataset. The evaluation dataset was used to evaluate the 

performance of the prediction models. For each logfile in 
the evaluation dataset, the first three quarters were used 
as the training periods for transfer learning to build the 
patient-specific prediction models. The last quarter was 
the testing period and was used to test the performance 
of the prediction model.

Table  1 summarizes the IR marker motion patterns 
for the logfiles in the evaluation dataset. The mean and 
standard deviation (SD) values of the peak-to-peak 
motion range (R), the breathing period (T), and the 90th 
percentile of the respiratory velocity (v90) during the 
training and testing periods were calculated separately. 
The absolute difference of each value was calculated to 
show whether the respiratory motion was smooth and 
stable. Table  2 shows the summary of tumor motion 
range in three directions. The mean and SD values of the 
detected target motion ranges in the right–left, superior–
inferior, and anterior–posterior directions during the 
training and testing period were calculated.

CNN‑driven prediction model
The schema for the CNN model is shown in Fig. 1. The 
CNN model was constructed to have nineteen layers in 
total, with eight convolution layers, five batch normaliza-
tion layers, three dropout layers, a flatten layer, and two 
dense layers. In this study, the model was implemented 
in Python 3.6.4 and Keras 2.1.2. The Adam optimizer was 
employed, and the loss function was the mean value of 
the absolute differences between the detected and pre-
dicted target positions presented by the CNN model.

The CNN model consisted of training based on a 
large patient population and conducting patient-specific 
transfer learning. Initially, a single reference model was 
developed with the use of the historical dataset. In this 

Table 1 Summary of infrared reflective (IR) marker motion characteristics for evaluation dataset

R, Peak-to-peak motion range; T, period; v90, 90th percentile of respiratory velocity. Values are presented as means ± standard deviations (SD) [range, min–max]. 
P-values are the paired t-test results between training period and testing period

Training period Testing period Absolute difference p‑value

R (mm) 7.2 ± 2.9 [2.9–15.5] 7.1 ± 3.0 [2.9–16.5] 1.2 ± 1.7 [0.0–10.4] 0.87

T (s) 4.2 ± 1.5 [2.5–8.2] 4.2 ± 1.4 [1.1–8.4] 0.6 ± 0.9 [0.0–5.7] 0.97

v90 (mm/s) 7.3 ± 2.0 [4.0–13.5] 7.4 ± 2.2 [3.8–17.5] 0.8 ± 0.9 [0.0–5.0] 0.74

Table 2 Summary of detected target motion ranges in three directions for the evaluation dataset

Values are shown in means ± SD [range, min–max]. P-values are the paired t-test results between training period and testing period

Training period Testing period Absolute difference p‑value

Right–left (mm) 2.1 ± 1.7 [0.5–9.1] 2.1 ± 1.9 [0.4–10.8] 0.4 ± 0.4 [0.0–2.2] 0.76

Superior–inferior (mm) 16.4 ± 8.1 [7.6–37.1] 16.5 ± 8.6 [7.4–46.0] 2.4 ± 3.8 [0.0–27.1] 0.92

Anterior–posterior (mm) 3.0 ± 1.3 [0.8–6.4] 3.1 ± 2.4 [0.8–19.9] 0.7 ± 1.9 [0.0–16.7] 0.64
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process, CNN could learn and acquire knowledge from 
the dataset. The reference model was trained for 20 
epochs with a learning rate of 0.001. The reason for the 
setting of parameters was based on the consideration that 
the reference model was fine-tuned later. The construc-
tion of the reference model involved the following steps:

1. Randomly extract the data for 12 s PIR (720 positions) 
for IR marker No. 1 from a single historical logfile 
(dashed line 1 in Fig. 1).

2. Extract 25 Pdetect values from the same period at 
equal intervals (dashed line 2 in Fig. 1).

3. Extract 50 PIR immediately before time t in the last 
quarter of a single historical logfile (dashed line 3 in 
Fig. 1).

4. Calculate Ppredict at time t [Ppredict(t)] in the last quar-
ter of the single historical logfile with the data from 
steps 1–3 (dashed line 4 in Fig. 1).

5. Train the reference model and learn the weights 
based on the aforementioned steps.

6. Repeat the steps until all the IR markers, time inter-
vals, and entire historical dataset are covered.

For each logfile in the evaluation dataset, the reference 
model was tuned using the data in the first three-quar-
ters of the logfile (training period). The tuned reference 
model was trained for five epochs, with the learning rate 
ranging linearly from 0.0005 to 0.0001. For each logfile, 
the CNN model calculated Ppredict using the following 
steps:

1. Extract the data for the last 12 s PIR (720 positions) of 
IR marker No. 1 from the training period.

2. Extract 25 Pdetect values from the same period with 
equal intervals.

3. Extract 50 PIR immediately before time t in the train-
ing period.

4. Tune the reference model with Pdetect(t) and the data 
acquired in steps 1–3 until all the time points in the 
training period are covered.

5. Calculate Ppredict(t) one at a time. The input was 50 
PIR immediately before time t, with the last 720 PIR 
and 25 Pdetect values of the training period.

6. Repeat step 5 until all the markers are covered.
7. Calculate the average value of Ppredict(t) calculated 

with each IR marker. This result is the final prediction 
result.

8. Repeat step 7 until all the time t in testing period is 
covered.

ANFIS‑driven model
The ANFIS technique combined the adaptive neural net-
work and fuzzy inference system (FIS). The FIS used the 
fuzzy set theory and fuzzy rules to map the inputs to the 
outputs. The fuzzy set was generated through a clustering 
algorithm, and the mapping was performed by consider-
ing the membership function and fuzzy rules. Subse-
quently, a five-layer adaptive neural network was adapted 
as a machine learning approach to tune the FIS param-
eters. The detailed information regarding ANFIS can be 
found in [25] and [26].

The schema for the ANFIS model presented in this 
work is shown in Fig. 2. The input of the model was the IR 
marker positions, and the output was the predicted target 
position in 3D. The ANFIS model predicted the target 
position one at a time, similar to the CNN and regres-
sion-based models. In this work, FIS and ANFIS were 
implemented in MATLAB (R2020a, MathWorks, Natick, 
MA, USA) using the Fuzzy Logic and ANFIS Toolboxes. 

Fig. 1 Schema of the convolutional neural network (CNN) model. The CNN model consisted of eight convolution layers (green), five batch 
normalization layers (blue), three dropout layers (yellow), a flatten layer (gray), and two dense layers (orange)
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The Fuzzy Logic Toolbox provided the Mamdani and 
Sugeno FIS types. The Sugeno-type FIS was adopted for 
the ANFIS model because of its higher computational 
efficiency compared to that of the Mamdani-type FIS. 
The hybrid method was selected as the optimization 
method in the ANFIS Toolbox. In particular, the hybrid 
method combined the backpropagation and least-squares 
estimation techniques for the parameters of the input 
and output membership functions, respectively. In the 
ANFIS model, the ANFIS was implemented with a pat-
tern search algorithm, which can sequentially select the 
input data from the candidates to optimize the total 
squared error of the ANFIS during the training. For each 
logfile, the ANFIS model calculated Ppredict based on the 
following steps:

1. Extract Pdetect and PIR of IR marker No. 1 from the 
training period of each logfile.

2. For each Pdetect(t), prepare 11 input candidates of PIR 
(herein, values of PIR(t) to PIR(t − 10) were selected 
owing to their proximity to Pdetect(t)). Eight additional 
candidates, specifically, PIR(t − 15), PIR(t − 20), PIR(t 
− 25), PIR(t − 30), PIR(t − 35), PIR(t − 40), PIR(t − 
45), and PIR(t − 50), were selected as they may influ-
ence Pdetect(t); the numbers refer to the index in the 
array of the IR marker motion data). The correspond-

ing Pdetect values of the 11 input candidates were not 
extracted.

3. Process the 19 input candidates sequentially and 
select the candidate with the minimum training error 
in the ANFIS.

4. Sequentially process the remaining input candidates 
with the selected candidates and repeat steps 3 and 4 
until five inputs are selected from the 19 candidates. 
These five inputs were considered to be the most rel-
evant patterns of PIR with Pdetect(t).

5. Train the model with Ppredict(t) and the most relevant 
pattern of PIR during the training period for four 
epochs.

6. Calculate Ppredict(t) with the most relevant pattern of 
PIR during the testing period.

7. Repeat step 6 until all the IR marks are covered.
8. The average value of Ppredict(t) calculated using each 

IR marker is the final prediction result.
9. Repeat step 8 until all the time t in testing period is 

covered.

Data analysis
The proposed prediction models processed each of the 
randomly selected 76 logfiles by using the aforemen-
tioned procedure. For each logfile, the CNN model 

Fig. 2 Schema of the adaptive neuro-fuzzy inference system (ANFIS) model. The node with the capitalized N letter refers to the normalized fuzzy 
inference system (FIS), while the node with lowercase n refers to non-normalized FIS
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fine-tuned the reference model during the training 
period and yielded the prediction results for the test-
ing period. The ANFIS model used the pattern search 
algorithm and developed the ANFIS for each logfile 
during the training period and predicted the target 
positions during the testing period. To enable a com-
parison, a regression model was constructed during 
the training period [13], and Ppredict values were cal-
culated during the testing period for each of the 76 
logfiles.

During data analysis, the detected target position 
was considered as the ground truth of the prediction. 
The overall performance of the prediction model was 
ranked by the percentage of Ppredict within 2 mm of Pde-

tect at each recorded time. Furthermore, the cumulative 
percentage curve of 3D prediction positional error for 
the three models was analyzed.

According to the International Organization of 
Standardization (ISO) standard 5725-1 [27], the accu-
racy of a measurement is a combination of the true-
ness (mean error) and precision (standard deviation 
of the error, SD). In this study, the performances of 
the proposed CNN, ANFIS, and regression model on 
a single logfile were also evaluated in terms of accu-
racy. The mean absolute error (MAE) and SD between 
Ppredict and Pdetect were calculated for each logfile from 
the evaluation dataset. The parametric paired t-test 
was performed to evaluate the statistical significance 
of MAE between the AI-driven and regression model; 
the level of significance was set to 0.05.

As the CNN model learnt from the historical dataset 
and the ANFIS model was trained and tested on a sin-
gle logfile, the change in the respiratory range, period, 
and velocity measured by the IR markers for the train-
ing and testing periods of the logfile might have influ-
enced the comparison of the proposed prediction 
models. To quantify these changes, the variables δr, 
δp, and δv, that indicated the degrees of change in the 
respiration range, period, velocity between the train-
ing and testing periods, respectively, were defined and 
calculated for each logfile:

where Valuetest and Valuetrain represent the correspond-
ing values during the testing and training periods, 
respectively. For the range and period, the values were 
the mean range and period, respectively. For velocity, the 
values were the 90th percentiles of the IR velocity dur-
ing the testing period and training period, respectively. A 
larger δ value indicates a greater change. In particular, for 
stable respiratory patterns, δ will be close to zero.

(2)δ =

∣

∣

∣

∣

Valuetest

Valuetrain
− 1

∣

∣

∣

∣

,

Results
The averaged training times of the CNN and ANFIS 
models for each logfile were approximately 12 s and 95 s, 
respectively.

The cumulative percentage curve of the 3D predic-
tion positional error is also consistent with the afore-
mentioned result (Fig.  3). As shown in Fig.  3, the CNN 
and ANFIS models exhibit nearly the same cumulative 
percentage distribution when the 3D prediction posi-
tional error is smaller than 1  mm. When the distance 
between Ppredict and Pdetect ranged from 1 to 3  mm, the 
CNN model exhibited the highest performance. Overall, 
the performance of the AI-driven models was better than 
that of the regression model. The percentages of 3D pre-
diction positional error within 2 mm were 95.1%, 92.6% 
and 85.6% for the CNN, ANFIS, and regression models, 
respectively. This indicates that the CNN model showed 
the best performance among the three models. There 
were significant differences in MAE between the CNN 
and regression model (p < 0.05) and between the ANFIS 
and regression model (p < 0.05).

The mean ± SD values of the degrees of change in 
the respiration range (δr), period (δp), and velocity (δv) 
between the training and testing periods were 0.17 ± 0.32 
(range, 0.00–2.69), 0.13 ± 0.17 (range, 0.00–0.98), and 
0.10 ± 0.12 (range, 0.00–2.69), respectively. Figure  4 
shows the relationships between δr, δp, and δv, and 
MAE + 2SD. Figure  4a shows that the performances of 
the ANFIS and CNN models are comparable. Figure 4b 
and c show that the performance comparison of the CNN 
and ANFIS models is stable at all ranges for δp and δv. 
Meanwhile, the AI-driven models always performed bet-
ter than the regression model. In the following section, 
the performance comparison of the prediction models is 
discussed based on δr.

Fig. 3 Cumulative percentage curve regarding Ppredict within Pdetect in 
designated distance
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Upon comparison, it was noted that for the 43 logfiles 
(56.6%) showing that the CNN model outperformed the 
other models, the median δr value was equal to 0.12. In 
contrast, for the 28 logfiles wherein the ANFIS model 
outperformed the other models, the median δr was 
observed to be 0.07 (36.8%). Figure 5 shows an example 
of IR motion with a δr value of 0.06. The MAE + 2SD 

values of the CNN and ANFIS models were 1.29 and 
0.71  mm, respectively. In this case, the performance 
of the ANFIS model was slightly better than that of the 
CNN model for the respiration range between the train-
ing and testing periods. As δr increased, the change in 
the respiration range became significant, and the CNN 
model outperformed the other models. For instance, in 

Fig. 4 Mean absolute error (MAE) + 2 standard deviations (SD) between Ppredict and Pdetect versus (a) δr, (b) δp, and (c) δv. The boxes represent the 
interquartile ranges (IQRs). Outliers were above the third quartile plus 1.5 × IQR. Blue, red, and orange represent the CNN, ANFIS, and regression 
models, respectively. N in the horizon axis refers to the number of logfile regarding to each range
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Fig. 4 continued

Fig. 5 Time series data for IR marker (left side), detected and predicted target position (right side) of logfile No. 38 with a δr of 0.06. The three 
groups of waves on the right, from top to bottom, show the target positions in the LR, SI, and AP directions, respectively. This is a typical scenario 
that indicates that the respiratory was stable and the ANFIS model outperformed. The detected and predicted tumor trajectories corresponding to 
the testing period of the logfile, and the models give prediction results in each direction separately
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the case of logfile No. 62 with a δr value of 0.36 (Fig. 6), 
the MAE + 2SD values of the CNN and ANFIS mod-
els were 1.90 and 2.91  mm, respectively. Among the 76 
logfiles, the regression model exhibited superior perfor-
mances in the cases of five logfiles (6.6%), in which the 
inhale and exhale motions were quasilinear. For log file 
No. 5 (Fig.  7), the MAE + 2SD values of the regression, 
CNN, and ANFIS model were 1.87, 3.10, and 2.39  mm, 
respectively. Logfile No. 44 had a δr of 2.69, which cor-
responded to the maximum value among the 76 logfiles. 
As shown in Fig. 8, the patient inhales deeply during the 
last quarter of the recording time, leading to an irregular 
value of δr and produced the maximum MAE + 2SD for 
all three prediction models.

Discussion
In this study, the prediction performances of the CNN 
and ANFIS models were compared to that of a regression 
model that has been utilized clinically. The CNN model 
was initially built as a single reference model with the his-
torical dataset, and patient-specific transfer learning was 
later conducted during the training period. The ANFIS 
model was driven by ANFIS for each logfile, and a pattern 
search algorithm was adopted to select the most relevant 
input data. The test results showed that both AI-driven 

prediction models exhibited better overall performance 
than the regression model tested on the 76 logfiles. For 
each logfile, the averaged training time of the CNN and 
ANFIS model was approximately 12  s and 95  s, respec-
tively. Considering the training data acquisition duration, 
which was 20 s to 40 s, the model construction durations 
of the CNN and ANFIS models were less than 52 s and 
135 s, respectively. This was less than the average model 
construction duration of the regression model, which was 
162  s, as reported by Depuydt et  al. [28]. With shorter 
model construction durations, shorter treatment session 
durations can be expected if the AI-driven models are 
applied in clinical practice. The median value of MAE for 
the 76 logfiles in test dataset was 0.65, 0.66, and 1.02 mm 
for the CNN, ANFIS, and regression model, respectively. 
Thus, as the CNN and ANFIS models showed better 
accuracy and shorter model construction durations, less 
times and shorter durations of model retraining during 
a treatment fraction can also be expected. The durations 
of a treatment session will be further shorten. The p-val-
ues between the AI-driven models and regression model 
were less than 0.05, indicating that the performance of 
the AI-driven models was significantly better than that of 
the regression model. Institutionally, the setting of mar-
gin for RTTT considers both the errors induced by the 

Fig. 6 Time series data for IR marker (left side), and detected and predicted target positions (right side) of logfile No. 62 with a δr value equal to 
0.36. The three groups of waves on the right, from top to bottom, show the target positions in the LR, SI, and AP directions, respectively. This is 
a typical scenario whereby the change in respiratory range was significant and CNN model outperformed. The detected and predicted tumor 
trajectories corresponding to the testing period of the logfile, and the models give prediction results in each direction separately
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internal markers [29] and the accuracy of the prediction 
model [10]. The implementation of AI-driven prediction 
models in clinical practice is expected to reduce the mar-
gin derived by the positional error of prediction models 
and benefit the patient in the future.

The CyberKnife (CK) system can perform RTTT using 
a prediction model other than Vero4DRT [9, 30]. The 
conventional [31] and ANFIS approach [20, 21] to con-
struct a prediction model for a CK system was reported 
in previous studies. According to Poels et  al. [31], the 
prediction accuracy of the regression model was compa-
rable with that of conventional CK models. The results 
of this study demonstrated that the proposed model 
notably outperformed the regression model. Consider-
ing this statement, it can be concluded that the CNN 
and ANFIS models would outperform the conventional 
CK models. The work conducted by Torshabi and Ghor-
banzadeh et al. adapted ANFIS to predict target motion 
with external marker motions for a CK system [20, 21]. In 
their work, the patients were divided into a control group 
whose tumor tracking was carried out smoothly, and a 
worst group that was the opposite. For their research, the 
average 3D root mean square error for the control group 
was 1.1 mm. In the present work, taking into considera-
tion all the logfiles in the test dataset, the median value 

of MAE was 0.65 and 0.66 mm for the CNN and ANFIS 
models, respectively. This indicates that the present AI-
driven models show better performances as compared to 
those discussed in previous works.

Compared to the Gaussian process regression model 
[17], which uses a rubber hot-water bottle to simulate 
respiratory motion, the proposed models were trained 
and tested with actual clinical data. The application 
prospects of such models in clinical practice may be 
more promising. Moreover, the predictions obtained 
using the support vector regression [16] and neu-
ral networks [18] pertained to a small patient cohort 
(7 and 3 patients, respectively). The present research 
was performed based on considerations of 76 logfiles, 
which corresponded to more reliable results. Compar-
ing ours to the work done by Isaksson et  al. [18], the 
performance of their neural network model decreased 
notably within 5 s; thus, the model needs to be updated 
within every 5 s. For the AI-driven models presented in 
this work, the testing period ranged from 5 to 10 s and 
the performance was stable, as demonstrated in Figs. 5, 
6 and 7. The subsequent model accuracy will depend on 
δr, δp, and δv, as shown in Fig. 4. The model presented 
by Teo et al. [19] required the detected target position 
with EPID at a frequency of 7.5  Hz and provided the 

Fig. 7 Time series data for IR marker (left side), and detected and predicted target positions (right side) of log file No. 5 with quasilinear inhale and 
exhale motions. The three groups of waves on the right, from top to bottom, show the target positions in the LR, SI, and AP directions, respectively. 
In this scenario, the inhale and exhale motions were quasilinear, and the regression model yielded the best performance. The detected and 
predicted tumor trajectories corresponding to the testing period of the logfile, and the models give prediction results in each direction separately
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prediction results only in the superior–inferior direc-
tion during the treatment beam delivery. In contrast, 
the target position was predicted in 3D with IR mark-
ers at 60 Hz without information of the internal target 
position. If the orthogonal kV X-ray imaging subsystem 
works at a higher frequency, the patient may receive 
additional dosage. Considering both our situation and 
the trade-off between the dosage and prediction accu-
racy, the models presented in this work may be more 
suitable for us.

Although the proposed prediction models can nota-
bly outperform the regression model, certain limitations 
remain. The CNN model exhibited a high performance 
when the scenarios were similar to those of the logfile 
learnt from the historical data based on the CNN. Fur-
thermore, the ANFIS model was trained and tested solely 
based on the logfile and benefited from the pattern search 
algorithm. When the associated respiratory motion was 
stable, or when training was performed for a larger num-
ber of respiratory cycles, the performance of the ANFIS 
model would be comparable to that of the CNN model. 
According to this finding, the classification of the res-
piratory motion followed by the selection of appropriate 
models is expected to lead to higher prediction accuracy.

In the unique logfile No. 44 (Fig. 8a), the CNN model 
could not produce an accurate prediction result. This 
may have been caused by the imbalance in the histori-
cal dataset because the irregular respiratory patterns, 
for example that in logfile No. 44, were seldom included 
in the historical data. If additional logfiles similar to file 
No. 44 were to be included during the construction of 
the reference model, or if the irregular IR motion was 
included during the training period for fine-tuning, the 
performance of the CNN model could be improved in a 
similar situation. The δr value of logfile No. 44 was 2.69. 
It was significantly large for the ANFIS model to provide 
accurate results. In the case of the regression model, the 
velocity of the IR markers changed drastically, and the 
coefficients of the regression model were not suitable 
for this scenario; this resulted in inferior performance. 
Owing to the advantages of pattern recognition abil-
ity and robustness of the historical dataset, the ANFIS 
model corresponded to a lower MAE + 2SD (9.61 mm) in 
this case. In contrast, the MAE + 2SD for logfile No. 44 
was 28.02  mm when the CNN model was used. Never-
theless, none of the considered prediction models could 
provide an acceptable prediction result (Fig. 8b). For such 
cases, our current clinical protocol already has a fail-safe 

Fig. 8 Time series data for IR marker (left side), and detected and predicted target positions (right side) of logfile No. 44 with the largest δr value 
equal to 2.69. The three groups of waves on the right, from top to bottom, show the target positions in the LR, SI, and AP directions, respectively. 
In this case, the patient inhaled deeply during the last quarter of the recording time, and none of the models could yield an acceptable prediction 
result. The detected and predicted tumor trajectories corresponding to the testing period of the logfile, and the models give prediction results in 
each direction separately

A Self-archived copy in
Kyoto University Research Information Repository

https://repository.kulib.kyoto-u.ac.jp



Page 12 of 14Zhou et al. Radiation Oncology           (2022) 17:42 

approach. When the prediction error is larger than a pre-
defined threshold (e.g., 3 mm, approximately half of the 
margin), the treatment beam will be automatically turned 
off [32]. When a systematic deviation is observed, the 
prediction model will be rebuilt and updated.

Among the 76 logfiles, the CNN, ANFIS, and regres-
sion models exhibited superior performances with mini-
mum MAE + 2SD in 56.6%, 36.8%, and 6.6%, respectively. 
Even though the CNN and ANFIS models outperformed 
the regression model, all the possible scenarios in clini-
cal practice cannot be covered. Specifically, for scenarios 
wherein the respiratory range changes considerably, as 
that shown in Fig. 4a whereby δr was greater than 0.3, the 
performances of the prediction models decreased. Based 
on the current study, the performance of the prediction 
model will decrease when δr increases. Currently, the 
input of the AI-driven models was the 1D IR marker posi-
tion. Correspondingly, whether the relationship between 
the IR marker and internal target positions was stable 
may have a dominant influence on the performance of 
AI-driven prediction models. This implies that regardless 
of how the velocity and period changed, if the relation-
ship of the internal and external position was stable, the 
performance of the prediction model was stable. How-
ever, if the respiratory range changes significantly during 
the testing period compared to that during the training 
period, the AI-driven models cannot learn the posi-
tion relationship during the training period. This change 
would cause a negative influence on the prediction accu-
racy (Fig. 4a). To address such situations, the automatic 
beam-off function can be implemented, in which the MV 
beam delivery is automatically turned off if the detected 
3D target position is beyond a predefined threshold [32]. 
In addition, the use of high-dose-rate, flattening, filter-
free beams could significantly reduce the radiation deliv-
ery time, potentially contributing toward stabilization of 
the prediction accuracy.

Overall, this study was associated with three nota-
ble limitations. Firstly, point-by-point predictions were 
only performed during the last quarter of the logfiles. 
This corresponded to approximately 5 to 10 s of the tar-
get motion. As reported by Poels et al. [33], if a patient’s 
breathing motion is not stable and the prediction accu-
racy becomes unacceptable during treatment, the predic-
tion model must be updated. To overcome this limitation, 
sequential prediction model updates can be implemented 
during beam delivery, or the technique presented by Teo 
et al. can be adapted to reduce the tracking drift in posi-
tion [34]. Secondly, only the data from Vero4DRT were 
adapted to train and test the prediction models. The per-
formances of the models on other systems must be exam-
ined in the future at different sampling rates, such as the 
CK system. Thirdly, only δr, δp and δv, which represented 

respiratory pattern changes, were considered in this 
study; however, there may be other factors that may need 
to be used to reduce the tracking accuracy. Lastly, this 
was a retrospective study. Currently, the models were 
developed, trained, and tested on previously acquired 
logfiles. In the future, more well-conceived experiments 
will be considered. The future experiments may contain 
longer recording durations and more irregular respira-
tory patterns to further improve the AI-driven models.

Conclusions
The overall performance of the proposed CNN and 
ANFIS models were considerably better than that of the 
currently employed regression model. The CNN model 
performed slightly better than the ANFIS model based 
on tests conducted with the 76 randomly selected log-
files. Changes in the model performances were examined 
at different patient scenarios. In the case of consider-
able changes in the respiration range, the CNN model 
may exhibit the optimal performance. In contrast, in the 
case of stable respiratory ranges, the ANFIS model may 
achieve high prediction accuracy. Additional work can be 
performed to expand the application scenarios of the AI-
driven models and conduct parameter optimization.
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