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A B S T R A C T   

Leveraging the computers are social actors theory, in this study, we explore traits of artificial intelligence-based 
chatbots that make them perceived as trustworthy, drive consumers to forgive the firm for service failure, and 
reduce their propensity to spread negative word-of-mouth against the firm. Across two scenario-based studies 
with UK consumers: one in a utilitarian product category (n = 586) and another in a hedonic product category (n 
= 508), and a qualitative study, our findings suggest that the perceived safety of chatbots enhances consumers’ 
perceived ability and empathy, and anthropomorphism enhances the benevolence and integrity of chatbots, i.e., 
three traits of chatbots affect components of trustworthiness differently. Further, these traits have a positive 
influence on customer forgiveness and a negative influence on negative word-of-mouth.   

1. Introduction 

Firms are leveraging digital tools offered by artificial intelligence 
(AI) to enhance consumers’ experience (Ramesh & Chawla, 2021). One 
such AI-based application is chatbots, which firms have widely used in 
rendering customer service (Dwivedi & Wang, 2022). Chatbots are 
“interactive, virtual agents that engage in verbal interactions with 
humans” (Przegalinska et al., 2019, p. 786). Also referred to as virtual 
agents or machine conversation systems (Collins et al., 2021), chatbots 
have significantly reduced interaction between customers and service 
providers. For customer service, chatbots provide 24/7 services for 
sales, support, and marketing. 

Although chatbots can potentially reduce firms’ annual costs by over 
USD 8 billion (Gilchrist, 2017), their dark side is more prominent, as 
recent research suggests that 87% of consumers find human interaction 
in a service context more favorable than chatbots (Press, 2019). Cus
tomers also experienced discomfort when communicating with chatbots 
(Luo et al., 2019). Studies have reported customers’ anger, confusion, 
and dissatisfaction when AI-powered chatbots fail (Castillo et al., 2021). 
Chatbots, similar to humans, have to perform their job and depict 
relationship management with customers. Chatbots’ functional-oriented 
behaviors assist consumers in their buying decisions. Chatbots’ 
relational-oriented behaviors help in customer relationship manage
ment which renders long-term value (Fan et al., 2022). When chatbots 
cannot perform these roles, customers perceive them as mechanical 
machines that lack empathy and therefore deny accepting them (Fan 

et al., 2022). 
Low acceptance of chatbots is likely to be even more challenging for 

firms when chatbots attempt to recover failed services experienced by 
consumers. Hoffman and Bateson, p.) (1997) defined service failure as 
“the service performance that falls below a customer’s expectations.” 
Service failure recovery (SRF) includes the initiatives taken by em
ployees of an organization to “rectify, amend, and restore the loss 
experienced” by customers (Bell & Zemke, 1987; Gronroos, 1988). 
When these AI-powered interactions fail, they could potentially make 
consumers angry and dissatisfied. 

Despite these emotions and the dark side of chatbots, it can be a 
significant gain for marketers if consumers forgive a brand for service 
failure and diminish their propensity to spread nWOM (negative word- 
of-mouth). Still, research is silent on guiding managers about traits of 
chatbots that can make them effective in managing SFR. Service mar
keting scholars have recently emphasized that SFR literature is at a 
crossroads and not keeping pace with innovation tools that firms adopt 
to manage services such as robots or chatbots (Grégoire et al., 2022). 

Consumers tend to respond negatively to service failure issues 
through the attributes of taking revenge and spreading nWOM (Casidy & 
Shin, 2015), and such responses adversely influence a firm’s brand 
image. It is thus vital to understand these post-failure reactions of con
sumers in the technology context, where chatbots conduct service re
covery efforts (Sinha & Lu, 2016). Thus, if marketers could use chatbots 
to make consumers forgive firms for service failure and spread nWOM to 
a lesser extent, it could be of significant value to firms. 
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However, a 2018 study by Invesp, a consulting firm specializing in 
conversion rate optimization, across seven sectors, like online retail and 
health, found that, on average, only 22% of consumers were willing to 
rely on chatbots for their needs (Shukairy, 2018). Where acceptance of 
chatbots by consumers is low, their usage in case of service failure 
portrays an even darker side of chatbots that could result in customer 
aggression (Huang & Dootson, 2022). Thus, it becomes vital for infor
mation systems and marketing managers to explore chatbot traits that 
could reduce a customer’s negative response in case of service failure. In 
response to urges made by service scholars and changing service re
covery landscape by firms, we bridge the gap in service failure-recovery 
literature by exploring the role of chatbots in effective service recovery. 

Based on the research gaps mentioned above and their significance, 
the present study has two objectives: First, to explore traits of chatbots 
that make them more trustworthy. Second, to explore the mediating role 
of chatbot trustworthiness in consumer response to SRF efforts, i.e., 
consumer forgiveness and spreading nWOM. We thus explore the 
mediating role of trustworthiness. 

Leveraging the computer are social actors (CASA) theory, we assert 
that those traits of chatbots that could make consumers perceive them as 
having more human-like attributes would enhance chatbots’ trustwor
thiness. Consequently, consumers would be less likely to spread nWOM 
and more willing to forgive the company. In this context, two traits of 
chatbots can make consumers perceive them more as humans: their 
anthropomorphic appearance and empathy depicted in written 
communication, and one aspect that distinguishes them from humans: 
privacy concerns. In the context of service failure, consumers would 
want to speak to a customer representative who could resolve the 
problem empathetically. If chatbots could appear like humans and 
reflect empathy in their text messages, they, as per CASA, are more likely 
to be perceived as social actors (Pelau et al., 2021). Thus, anthropo
morphic chatbots depicting an empathetic communication style should 
help raise consumers’ positive responses toward the company after a 
service failure. However, although chatbots could be perceived as social 
actors by their communication and appearance, consumers are also 
aware that chatbots are machines and only behave human-like rather 
than human (Lutz & Tamó-Larrieux, 2020). Thus, their privacy concerns 
regarding personal information remain when interacting with chatbots. 

Overall, these three attributes of chatbots, i.e., empathy, anthropo
morphism, and privacy concerns, influence consumers’ perceived 
trustworthiness toward chatbots. Perceived trustworthiness, where the 
consumer believes that a chatbot has securely taken service recovery 
steps after understanding customer problems, may calm the consumer’s 
negative emotions (Vázquez-Casielles et al., 2007). Thus, a consumer 
might be more willing to forgive the firm for service failure and spread 
less nWOM. 

Our study adds to the AI and marketing literature interface, where 
extant studies have shown how AI-based chatbots influence marketing 
practices in the healthcare industry or branding practices (Liu et al., 
2021; Yan et al., 2022). We extend this stream of literature on chatbots 
to explain what traits of chatbots influence customer decisions to forgive 
a firm for service failure and diminish the propensity to spread nWOM. 
We discuss our contributions in detail in the discussion section. 

This paper proceeds as follows: We first discuss extant literature and 
then explain our theory and hypothesis. This is followed by the methods 
and results sections. Lastly, we present the discussion, conclusion, and 
managerial implications sections. 

2. Theory and hypothesis development 

2.1. Role of chatbots in information systems & marketing 

Chatbots use AI and machine learning (ML) to simulate human 
communication. AI allows chatbots to interpret and interact with human 
beings. ML helps chatbots improve through continuous learning through 
customer communication (Wang et al., 2022). AI-powered chatbots 

have altered the nature of service interfaces that humans earlier drove to 
one that is technology-dominant today (Castillo et al., 2021). Chatbots 
can bring forth conversations for commercial purposes, such as inter
acting with customers. They have specific traits that differentiate them 
from employees. For instance, chatbots continuously update themselves 
through machine learning algorithms and have infinite memory. They 
take only a fraction of a second to achieve these tasks, whereas humans, 
because of their backgrounds and learning abilities, are limited in 
executing such tasks quickly (Wirtz et al., 2018). Chatbots have been 
found to influence several marketing consequences, including customer 
engagement and customer loyalty (Mostafa & Kasamani, 2022); and 
purchase intention (Konya-Baumbach et al., 2023). Extant studies have 
also found that the interaction style of the chatbot, such as free text 
interaction or button interaction, influences customers’ outcomes of 
interaction with a chatbot (Haugeland et al., 2022). Similarly, the 
communication quality of chatbots and the level of entertainment 
rendered by chatbots also influenced customer outcomes (Cheng & 
Jiang, 2022). Scholars have leveraged several theoretical frameworks to 
explain these marketing outcomes, such as the expectations confirma
tion theory (Eren, 2021), CASA (Ashfaq et al., 2020), and justice theory 
(Xing et al., 2022). 

However, several users are hesitant to interact with chatbots as the 
personal touch is lacking when the agent is a chatbot than humans. 
Furthermore, as consumers have incurred economic or non-economic 
loss during service failure, they also want an agent who could express 
empathy with the loss experienced by the customer, which is generally 
possible with humans (Nguyen et al., 2022). Consequently, some firms 
hesitate to implement them (Press, 2019). Other issues, including pri
vacy risks (Kopalle et al., 2022), are also a concern for chatbot inter
action (Rapp et al., 2021). Although extant literature has explored 
customer satisfaction and dissatisfaction with chatbots (Ruan & Mezei, 
2022; Suhaili et al., 2021), factors driving its trustworthiness, especially 
in service failures, are unknown, despite a plethora of literature 
explaining the significance of technology trustworthiness in chatbots 
acceptance (Al-Gahtani, 2011). 

2.2. Dimensions of trustworthiness 

Trust literature separates the concept of trustworthiness (i.e., the 
ability, benevolence, and integrity of a trustee) from that of trust (i.e., the 
intention to accept vulnerability to a trustee based on positive expec
tations of his or her actions) (Hong and Cho, 2011; Riyanto & Jonathan, 
2018). Moreover, trustworthiness could lead to trust repair though vice 
versa does not happen (Xie & Peng, 2009). Information systems research 
also suggests that for the trustworthiness of technology, the technology 
must fulfill three criteria: perceived ability, benevolence, and integrity 
(Lankton et al., 2015). Perceived ability implies that with technology, a 
customer considers if it renders the assured performance (McKnight, 
2005). For example, a payroll system having features necessary to give a 
correct payroll for employees would be perceived as being able to 
deliver the promised. Another critical trait of trustworthiness is benev
olence, where individuals should perceive technology as offering enough 
help when needed. This aligns with individuals’ hope that they care 
enough to offer help when needed (Johnson, 2007). For technology, 
users also hope that a technology’s help function will assist them with 
the information necessary to complete a task (McKnight, 2005). The 
third component of trustworthiness is integrity, i.e., where individuals 
expect technology to remain consistent in its performance (Lankton 
et al., 2015). With humans, integrity implies that an individual can be 
relied upon to act predictably and consistently. Technology may not be 
persistent in its operations due to inherent defects or situational events 
causing failures (Mcknight et al., 2011). By responding predictably to 
inputs (such as responding to queries or printing on command), tech
nology influences the user’s perceptions of technology integrity. 

Past studies have found trustworthiness to influence several mar
keting and customer outcomes, such as customer engagement with the 
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brand and their loyalty towards the brand (Kosiba et al., 2018). Also, 
consumers varied in the age group for their perceived trustworthiness of 
technology. Younger consumers had a higher perceived ability, 
competence, and benevolence of technology than senior customers 
(Hallikainen et al., 2020). Consumers’ trustworthiness of technology 
also differed from the trustworthiness they show toward humans. In 
online interactions, when people presented themselves through their 
avatars, the perceived trustworthiness of their avatars by others was 
different from how others rated individuals for their trustworthiness. 
Thus, the trustworthiness of avatars did not coincide with those of in
dividuals who interacted with avatars (Machneva et al., 2022). 
Furthermore, in the service recovery scenario, researchers have found 
that trustworthiness depicted through interactional justice had a supe
rior effect on consumer forgiveness than those who offered distributive 
justice (Babin et al., 2021). 

However, we should also note that apart from the trustworthiness 
traits any agent depicts, an individual’s underlying trusting propensity 
also impacts perceived trustworthiness. Trust propensity implies an in
dividual’s proclivity to believe in humanity and espouse a trusting 
outlook toward others (Furner et al., 2022). Those having a positive 
outlook toward humanity believe that humans are genuine and honest 
and can be relied on. Such individuals are less likely to be capricious of 
others and also easily forgive the mistakes of others (Pica et al., 2022). A 
trusting outlook implies that an individual believes that irrespective of 
the underlying nature of humans, the net outcome of dealing with 
people is always positive (Folkman & Moskowitz, 2000). If individuals, 
by their nature or personality, have less inclination to trust others, then 
their perceived trustworthiness of others is likely to be less. 

2.3. Service failure recovery (SFR) 

Scholars have categorized extant research on service failure recovery 
into three streams. The first stream of literature explores how SFR ac
tions influence a firm’s performance and recovered service quality 
(Baliga et al., 2021). For example, a firm’s performance is increased 
from service recovery actions as the customer churn rate is reduced, 
which brings in more profits than the cost incurred in rectifying service 
failure (Knox and Van Oest, 2014). 

The second stream of literature examines how consumer behavior 
varies with recovery strategies (Giebelhausen et al., 2014). Due to ser
vice recovery efforts, scholars have found that customer satisfaction 
increases and anger decreases, spreading less nWOM against the com
pany (Casidy & Shin, 2015; DeWitt & Brady, 2003). 

The third stream of literature examines what inspires consumers to 
get involved in customer co-creation for service recovery (Dao and 
Theotokis, 2021). Dong et al. (2016) suggested that customers’ auton
omy in driving SFR procedures enhanced their motivation to participate 
in service recovery procedures. In this paper, integrating information 
systems and marketing literature, we explore the second stream of 
literature. We identify factors that drive consumers to forgive firms for 
service failures and reduce nWOM when chatbots make service recovery 
efforts. 

Customers’ willingness to forgive a brand for service failure is crit
ical. Extant literature also suggests that customers are sometimes willing 
to forgive a company for service failure due to perceived trustworthi
ness, even if the service recovery outcome is not up to the expectation 
(Wei et al., 2020). This willingness to forgive a service failure happens 
when customers are convinced that the service provider made efforts to 
resolve a service failure issue, i.e., they perceived that the agent (i.e., the 
brand) was benevolent and integral in their effort to resolve the prob
lem. However, if a brand cannot resolve a service problem up to the 
expectation, trust is likely to be broken as the consumers may have 
hoped that the agent would be able to resolve the problem. 

2.4. Attributes of chatbots determining perceived trustworthiness 
dimensions in service recovery 

2.4.1. Privacy concerns 
Privacy concerns refer to “the degree to which a consumer is worried 

about the potential invasion of the right to prevent the disclosure of 
personal information to others” (Baek & Morimoto, 2012, p. 63). 
Chatbots need to collect information before they can initiate service 
recovery actions. Such information is collected through direct requests 
from the customer. Such requests may scare consumers about data pri
vacy (Huang & Chueh, 2021). Part of the concern could be the relative 
newness of technology combined with other data privacy scandals that 
happened in the recent past, such as with Facebook (Hinds et al., 2020). 

2.4.1.1. Perceived ability of chatbots amidst privacy concerns. Consumers 
worry about losing control over the manner and process through which 
technology-driven agents such as chatbots could handle their personal 
information, i.e., consumers perceive that chatbots are less likely to be 
able to keep their information confidential (Wu et al., 2012). In the 
context of service failure, for instance, when refunds are required, 
consumers might doubt the ability of chatbots to safely process their 
financial information shared through credit or debit cards. Instead of 
resolving service failure, it may result in double service failure due to 
leakage of this information. Overall, consumers may perceive chatbots 
as less able to control their information and privacy. Therefore, we 
hypothesize: 

H1a. : Perceived privacy concerns about interacting with chatbots decrease 
consumers’ perceived ability of chatbots. 

2.4.1.2. Perceived integrity of chatbots amidst privacy concerns. 
Frequently consumers believe that chatbots may indulge in fair utiliza
tion of personal information provided by consumers, and they may 
become suspicious of the integral intentions of chatbots (Rabbani, 
2022). When consumers believe that for service recovery, they will need 
to risk sharing information with AI-based chatbots, where information 
could be misused, consumers’ perceived integrity of chatbots for helping 
them with service recovery may decline. Again, when consumers realize 
that there is no way for them to ask or figure out mechanisms that 
chatbots would use to record the information, they may perceive that 
chatbots may not operate honestly and may misuse the data, thus 
lowering the perceived integrity of chatbots (Lauer & Deng, 2007). 
Hence, we hypothesize: 

H1b. : Perceived privacy concerns about interacting with chatbots decrease 
consumers’ perceived integrity of chatbots. 

2.4.1.3. Perceived benevolence of chatbots amidst privacy concerns. As 
information asymmetry related to data privacy exists between AI-driven 
chatbots and consumers seeking resolution for service failure, it may 
encourage consumers to believe that chatbots are unconcerned about 
consumers’ privacy and hence is less benevolent. Thus, the unavail
ability of accurate and holistic information about how customers’ data, 
including both financial and non-financial, be protected may make 
consumers doubt chatbots’ intention to care enough to resolve con
sumers’ problems in a well-protected manner (Martin et al., 2017). 
Thus, when customers perceive that their data is vulnerable and unin
tended uses could harm them through data breaches or identity theft, 
they may believe that chatbots are not caring enough to protect the data 
and perceive them to be less benevolent. 

Moreover, as service recovery takes place in an online environment 
with chatbots, customers do not get any opportunity to share their 
concerns about data privacy, unlike in a physical retail environment 
where consumer-human interaction may give an opportunity to con
sumer to get their suspicions clarified (Luo et al., 2017). The lack of 
clarity chatbots offer about data privacy may make consumers believe 
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chatbots need to be more benevolent to provide any assurance regarding 
data theft protection (M.K. Hasan et al., 2021; R. Hasan et al., 2021). 
Hence, we hypothesize: 

H1c. : Perceived privacy concerns about interacting with chatbots decrease 
consumers’ perceived benevolence in chatbots. 

2.4.2. Anthropomorphism 
According to the CASA theory, individuals subconsciously allocate 

human-like characteristics to technology and solicit gregarious di
rectives and expectations when interacting with them (Reeves & Nass, 
1996). The human-like distortions in the cognitive framework of con
sumers are even more potent when technology depicts human-like traits 
such as eyes, smiling faces, etc. These human-like traits result in the 
anthropomorphism of chatbots in the present study’s context, where 
anthropomorphism refers to human-like traits depicted by chatbots 
(Sheehan et al., 2020). 

2.4.2.1. Perceived ability of anthropomorphic chatbots. Users could have 
a stronger perception of personalized attention when an anthropomor
phic chatbot asks questions about their specific concerns after a service 
failure (Adam et al., 2021). For instance, when an anthropomorphic 
chatbot asks questions like “How could I assist,” consumers may believe 
that similar to humans, the chatbot is also competent in resolving the 
service failure issue. Thus, consumers might expect anthropomorphic 
chatbots to examine their queries like humans, render helpful infor
mation for resolving service failure issues, and further accomplish ser
vice recovery like human agents. 

Scholars have shown that anthropomorphic agents could also be 
considered “creepy” and may raise customer dissatisfaction (Crolic 
et al., 2022; Rajaobelina et al., 2021). This behavior happens as the 
anthropomorphic response of AI-driven chatbots is considered by con
sumers as a technical representation design that is implanted through 
programming (Song et al., 2021). Thus, some users may perceive chat
bots as non-emotional, cold, and mechanical when they show 
human-like traits. 

However, in the context of service failure, consumers may want to 
share their concerns with an agent who is competent and able to resolve 
the issue. As predicted by CASA theory, anthropomorphic appearance in 
the context of service failure may make consumers perceive chatbots as 
agents that are not cold and programmed but able to resolve problems 
(Teodorescu et al., 2021). Thus, the anthropomorphic appearance of 
chatbots will make consumers perceive chatbots to be equally compe
tent as humans in resolving service failures (Wang & Benbasat, 2007). 
Hence, we hypothesize: 

H2a. Anthropomorphic chatbots enhance consumers’ perceived ability of 
chatbots. 

2.4.2.2. Perceived benevolence of anthropomorphic chatbots. When chat
bots appear human-like, consumers based on CASA theory may also 
believe that chatbot has human qualities, i.e., good intention and 
motivation to resolve the customer issues associated with service failure 
(Epley et al., 2007). This goodwill belief about anthropomorphic chat
bots makes consumers believe that chatbots are benevolent. As anthro
pomorphic chatbots resemble humans, consumers intend to form 
human-to-human relationships with chatbots (Lee & Choi, 2017). In 
this process, they begin to believe that even chatbots, by their resem
blance to humans, also depict human traits. In the service failure 
context, the service agent is expected to show concern for consumers and 
help resolve the service failure issue. Accordingly, consumers would also 
perceive chatbots to be benevolent enough and work towards resolving 
service failure to help a customer recover from failure issues (Adam 
et al., 2021). We therefore hypothesize: 

H2b. Anthropomorphic chatbots enhance consumers’ perceived benevo
lence of chatbots. 

2.4.2.3. Perceived integrity of anthropomorphic chatbot. The perceived 
integrity of anthropomorphic chatbots implies the extent to which 
consumers perceive chatbots to deal with service failure issues with 
utmost care and honesty (Schuetzler et al., 2021). In a service failure 
context, salesperson efforts to help resolve the issue make them appear 
integral (Khamitov et al., 2020). Accordingly, users may also apply the 
same integrity criterion that they apply to humans while evaluating a 
chatbot (Qiu & Benbasat, 2010). Human-like attributes of anthropo
morphic chatbots, who try to help customers resolve issues, could also 
make them perceived as integral. 

Moreover, as the CASA theory explains, customers may have a pos
itive response due to an enhanced level of social identity (Bickmore & 
Schulman, 2007). This social identity could reduce the psychological 
distance between customers and AI, making chatbots appear more 
benevolent and integral. Hence, we hypothesize: 

H2c. : Anthropomorphic chatbots enhance consumers’ perceived integrity 
in chatbots. 

2.4.3. Perceived empathy 
Empathy is the act of depicting another person’s emotional experi

ence (Plank et al., 1996). Leveraging CASA theory, we examine the 
remedial effect of empathy of chatbots that enhances their trustwor
thiness after a service failure episode. CASA suggests that individuals 
tend to regard computers and related technologies, such as chatbots, to 
have a human role, even if they are aware that the technologies, such as 
chatbots, have no senses (Nass & Moon, 2000). Chatbots can give 
interactive and language cues to customers that could evoke social re
sponses among consumers (Nass & Steuer, 1993). As humans are 
empathetic, when service failure takes place, empathy has to be depicted 
via communication. For instance, consumers may find service recovery 
efforts imputed if a customer representative sounds rude or ignores 
customer requests (Migacz et al., 2018). Thus, it may not be easy to 
assume all underlying traits of anthropomorphism as resembling 
humans. For this reason, scholars have treated empathy and anthropo
morphism as independent of each other (Pelau et al., 2021). 

2.4.3.1. Perceived ability of empathetic chatbots. Ability implies whether 
the customers are likely to perceive chatbots as competent, i.e., con
sumers believe they have knowledge notable to the expected behavior 
(Park et al., 2021). Doctors are perceived as competent when they 
display knowledge about a patient’s disease. Psychologists are perceived 
as competent when they display psychological knowledge about human 
behavior. In the context of service failure, an expected response from the 
agent resolving the problem is to show empathy. Thus, when chatbots 
reflect empathy, they are perceived as competent and able to resolve 
customer problems. The empathic response of chatbots could make 
consumers believe that chatbots have the ability to understand their 
concerns. Hence, we hypothesize: 

H3a. Perceived empathy of chatbots towards consumers enhances con
sumers’ perceived ability of chatbots. 

2.4.3.2. Perceived benevolence of empathetic chatbots. In a service failure 
context, if chatbots could respond warmly and compassionately, it could 
elicit within consumers gloomy feelings caused by the service failure, 
thus making consumers perceive the chatbots to be benevolent, i.e., 
caring about customer issues (Rapp et al., 2021). Studies suggest that in 
human-to-human interaction, language and rhetoric have the power to 
signal the intent and character of parties in the conversation. For 
instance, when leaders give compassionate speeches, they are consid
ered more benevolent (Karakas & Sarigollu, 2013). In an 
employee-customer conversation context, when employees issue a su
perfluous apology, they signal that they have acknowledged the cus
tomers’ perspective on service failure and expressed regret for the same, 
making the employees perceived as more benevolent (Brooks et al., 
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2014). Chatbots could also provide empathetic cues as they converse 
with consumers for service recovery, making consumers perceive them 
as empathetic. 

H3b. Perceived empathy of chatbots towards consumers enhances con
sumers’ perceived benevolence of chatbots. 

2.4.3.3. Perceived integrity of empathetic chatbot. Integrity implies that 
chatbots will continue to show empathetic responses as the communi
cation proceeds between the customer and the chatbot to resolve the 
service failure issue (Ramesh & Chawla, 2022). Consumers apply soci
etal principles and interpersonal interaction practices in this commu
nication process with chatbots (Park et al., 2021). As chatbots remain 
consistently compassionate while resolving customer queries through 
bicommunication, the consistent caring and genuine attitude of chatbots 
in this bicommunication will likely make them be perceived as integral 
(Schiemann et al., 2019), thus enhancing trustworthiness. Hence, we 
hypothesize: 

H3c. Perceived empathy of chatbots towards consumers enhances con
sumers’ perceived integrity in chatbots. 

2.5. Trustworthiness of chatbots and consumer’s propensity to forgive 
service failure and nWOM 

When service failure happens, consumers stop doing business with 
the service provider (Grégoire et al., 2009) or seek retaliation by 
spreading nWOM (Wangenheim, 2005). Fetscherin and Sampedro 
(2019) defined forgiveness as letting negative emotions waive off, 
resulting from the wrongdoing of oneself, others, or situations. Once 
consumers encounter service failure, they experience emotional state 
changes (Gaudine & Thorne, 2001). Several factors influence the way 
consumers deal with their disappointment. For example, the prior 
relational bond between the customer and the service provider could 
influence the consumer’s propensity to regulate their emotional state 
positively and forgive the brand (Joireman et al., 2016). 

In the context of service failure, scholars have reported that con
sumer personalities such as religiosity and spirituality influence their 
propensity to forgive the firm for service failure (Tsarenko & Tojib, 
2012). Among firm-level efforts, extant literature has found that asking 
for apologies, giving voice to consumers, and offering compensation 
enhances consumers’ propensity to forgive the firm (Harrison-Walker, 
2019). Scholars have also found the role of perceived justice in con
sumers’ willingness to forgive the firm after service failure (Babin et al., 
2021); for some consumers, forgiveness happens when a firm offers both 
apologies and compensation (Casidy & Shin, 2015). 

Studies also suggest that when consumers exhibit a positive attitude 
toward brands, i.e., perceive the brand as trustworthy, they pardon 
service failures (Cheng et al., 2012); and are not much influenced by 
nWOM (Ho-Dac et al., 2013). Extending this literature to chatbots, when 
chatbots are perceived as more able, competent, compassionate, and 
caring, i.e., trustworthy, consumers having a positive attitude towards 
chatbots may intend to forgive the service provider for service failure. 

Word-of-mouth is another critical outcome of service failure and 
recovery efforts (Choi & Choi, 2014). Harrison-Walker (2001, p. 63) 
defined word-of-mouth as “informal, person-to-person communication 
between a perceived non-commercial communicator and a receiver 
regarding a brand, a product, an organization, or a service.” 
Word-of-mouth can be positive or negative depending on how fairly a 
brand treats its customers (Wang et al., 2021). 

Dissatisfied customers are more likely to use nWOM as they want to 
express their displeasure. Consumers may spread negative word of 
mouth for three reasons: when they want the firm to pay attention to 
dissatisfaction causes or when they want their friends and relatives to 
not suffer similar negative experiences with the focal service provider, 
or when consumers want to express their feelings so that company could 

rectify the same (Verhagen et al., 2013). 
However, when firms take actions to recover from a service failure, 

such as chatbots resolving consumer issues, consumers are likely to focus 
on efforts made by an able, benevolent, and integral chatbot to resolve 
the issue. When consumers perceive chatbots to be trustworthy by their 
benevolence and integrity towards resolving the problem, consumers’ 
intent to penalize the company may decline, resulting in less spread of 
nWOM. Hence, we hypothesize: 

H4a. Perceived ability of chatbots encourages consumers to forgive firms 
for service failures. 

H4b. Perceived benevolence of chatbots encourages consumers to forgive 
firms for service failures. 

H4c. Perceived integrity of chatbots encourages consumers to forgive firms 
for service failures. 

H5a. : Perceived ability of chatbots encourages consumers to reduce 
nWOM against firms in case of service failures. 

H5b. : Perceived benevolence of chatbots encourages consumers to 
reduce nWOM against firms in case of service failures. 

H5c. : Perceived integrity of chatbots encourages consumers to reduce 
nWOM against firms in case of service failures. 

In the above five sets of hypotheses, we discussed how chatbots’ 
traits influence their perceived trustworthiness and how this trustwor
thiness influences consumers’ willingness to forgive service providers 
and spread less nWOM. Corollary, the trustworthiness dimensions 
mediate chatbot traits and consumer response to service failure re
lationships. Hence, we hypothesize: 

H6. : Perceived ability, benevolence, and integrity mediate chatbot traits 
(i.e., privacy concerns, anthropomorphism, and perceived empathy) and 
customer outcome (i.e., forgiveness and nWOM) relationship. 

Fig. 1 presents the conceptual model. 

3. Data and method 

3.1. Design 

Across two studies, we used scenario-based approach which re
searchers have extensively used in studies related to service failure and 
recovery (Park & Ha, 2016; Singh & Crisafulli, 2015; Smith et al., 1999). 
This suitability of scenario-based studies is because a) compared to the 
recall-based approach or retrospective self-reports (Roggeveen et al., 
2012), they are more robust, as a recall-based approach is sensitive to 
respondent’s memory lapses, “rationalization tendencies and consis
tency factor” (Roggeveen et al., 2012; p. 774), b) the scenario-based 
approach is also better than the enactment of real-life setting service 
failure, given it is more prone to ethical and managerial issues (Park & 
Ha, 2016), and c) the scenario-based approach is also favorable than 
observation or enactment-based field studies because it reduces the 
challenges with expenses and times involved (Smith et al., 1999). 

In the two studies, we created hypothetical service failure and re
covery scenarios with an online retailer. Exploratory research with 47 
[Females= 25] postgraduate students in a university in the North East of 
the UK revealed that they experienced most instances of service failure 
in online retailing (34%), followed by banking (26%) and airline 
bookings (24%). The exploratory study further revealed that firms used 
chatbots during the service recovery process, with participants experi
encing the most exposure to chatbots in online retailing (30%), followed 
by banking and airline bookings (28%). We also asked participants 
about their experience with service recovery efforts when interacting 
with chatbots. Surprisingly, on average, 28% reported having a positive 
experience with service recovery efforts across online retailing, banking, 
and airline bookings. Based on these exploratory research findings, we 
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identified online retailing as the service setting of our hypothetical 
scenario. 

In another exploratory study with 28[Females= 15] postgraduate 
students from another UK university, 57% of participants considered 
delays in receiving an order as a major service failure instance in online 
retailing. Therefore, in both the studies, we developed scenarios in the 
online retailing failure context, specifically delays in receiving an or
dered item. Using the services of a professional graphics designer, we 
developed a chatbot, “Russell,” trying to recover a service failure 
instance. We developed four scenarios of service failure and recovery. 

In the first two scenarios, the product category was toilet tissue rolls, 
a utilitarian product. In the remaining two scenarios, the product cate
gory was earphones, a hedonic product. To identify the product cate
gories, we undertook exploratory research with 37 [Females= 18] 
postgraduate students from a UK university. We provided the students 
with a list of ten product categories, and using the Voss et al. (2003) 
ten-item hedonic and utilitarian scale, we identified toilet tissue rolls 
and earphones as the utilitarian and hedonic products for Study 1 and 2, 
respectively. The Voss et al. (2003) scale is a ten-item semantic differ
ential scale. Utilitarian items included: “effective/ineffective, help
ful/unhelpful, functional/not functional, necessary/unnecessary, and 
practical/impractical.” The hedonic items of the scale were: “not fun/
fun, dull/exciting, not delightful/delightful, not thrilling/thrilling, and 
enjoyable/unenjoyable.” We considered utilitarian and hedonic product 
categories as consumer behavior could change across utilitarian versus 
hedonic product categories (Roy & Ng, 2012). 

We also conducted another exploratory study with 46 [Females 
= 23] postgraduate students from a UK university to identify the sce
narios we could use in the two studies. Based on students’ responses, we 
used the following scenario across the two studies: A customer was 
experiencing a service failure as their ordered item [toilet tissue rolls in 
Study 1 and an earphone in Study 2] was not delivered by the promised 
date by Tuple.com, a hypothetical e-retailer. Russell, the chatbot of 
Tuple.com, first tried to understand the failure issue that the customer 
was experiencing. Next, they apologized for the inconvenience, tracked 
the package, and offered an alternate date and time for the delivery of 
the ordered item or a full refund. The customer agreed to an alternate 
delivery date and time. We also asked participants of this exploratory 
research about a) the believability of the scenario using the following 
question: "I think the scenario is believable," b) the believability of the 
chatbot: "I believe in the scenario the customer was interacting with a 
chatbot" and c) that the context of the scenario was "service failure and 
recovery." The first two items were measured using seven-point Likert 
scales ranging from "1" not at all believable to "7" "completely believ
able." The third item was measured using a seven-point Likert scale 
ranging from "1" strongly disagree to "7" strongly agree. Appendices 1.1 
and 1.2 present the scenarios of studies 1 and 2. 

3.2. Pretest 

Before we conducted the two studies, we employed a pretest. The 
objective of the pretest was to a) evaluate if the developed scenarios 
performed as expected, b) check the validity of measurement scales, c) 
enhance the survey questions’ quality and d) test and adjust the survey. 
Eighty-one postgraduate students (Females = 40) participated in this 
pilot test. After making the necessary improvements, we proceeded with 
the scenario-based studies. 

3.3. Participants 

In Study 1, we collected data from UK consumers using a purposive 
sampling strategy (Dörnyei & Lunardo, 2021; Talwar et al., 2021). We 
used purposive sampling because past literature has used this sampling 
strategy to examine consumer-related specific issues. For example, Tsai 
and Su (2009) in the service failure and recovery context and Ameen 
et al. (2022) in the context of chatbots, augmented reality, and social 
media. We also used purposive sampling because the criteria for being a 
part of this study was consumers having experienced service failure and 
recovery in an e-retailing context and interaction with chatbots in this 
process. The data for the study was obtained between January 2022 to 
February 2022. We used Prolific for administering the survey ques
tionnaire. Extant research has extensively used Prolific, an online plat
form for respondent recruitment. First, we invited respondents to 
participate in the study. Once they accepted the invitation, we asked 
filtering questions about their experience with service failure and re
covery in an e-retailing context and interaction with chatbots in that 
process. 

Next, study participants responded to the scale items, followed by 
demographic questions on age, gender, education, and annual income. 
We obtained 628 questionnaires, which also met the filtering criteria. Of 
these 628 responses, we obtained 586 [Females= 304] completely 
filled-in questionnaires. The final sample consisted of UK consumers 
only. The median age and income of the respondents were 31.02 years 
and £ 32,000, respectively. 

Following a similar strategy as Study 1, in Study 2, we obtained 508 
[Females= 260] filled-in questionnaires from UK-based participants 
[Median Age= 33.78 years; Median Income= £32,820]. In both studies, 
our final sample was skewed toward younger adults compared to the UK 
population. Table 1 presents the sample demographics of studies 1 and 
2. 

3.4. Measures 

3.4.1. Consumer forgiveness 
Following extant literature (Harrison-Walker, 2019; McCullough 

et al., 2003; Rye et al., 2001), we measured consumer forgiveness using 

Fig. 1. Conceptual Model.  
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a 12-item scale. The consumer forgiveness scale consists of two sub
scales: the absence of negative responses (six items) and the presence of 
positive responses (six items). A sample of items measuring the absence 
of negative responses scale is: “I won’t stop thinking about how I was 
wronged by the e-retailer,” “This e-retailer’s wrongful actions will keep 
me from enjoying life,” and “I will spend time thinking about ways to get 
back at the e-retailer who wronged me.” A sample of items measuring 
the presence of positive responses scale is: “I wish for good things to 
happen to the e-retailer who wronged me,” I have compassion for the 
e-retailer who wronged me,” and “I forgive the e-retailer for what they 
did to me.” In the present study, we found both the sub-scales to be 
positively (0.426) and significantly related (p < 0.001), which is 
consistent with extant literature on forgiveness (Harrison-Walker, 2019; 
Rye et al., 2001). Forgiveness literature also explicitly mentions that 
both the sub-components of forgiveness are “intertwined and therefore 
inseparable” (Harrison-Walker, 2019; p. 382), and researchers should 
conduct further analysis using the scale in its completeness and not as 
two sub-constructs (Asgari & Roshani, 2013; Harrison-Walker, 2019; 
Rye et al., 2021). Thus, we considered all the 12 items together and not 
as separate scales. We used seven-point Likert scales ranging from “1” 
(strongly disagree) to “7” (strongly agree) to measure the scale items. 
The Cronbach’s alpha of the total scale was 0.89 for study 1 and 0.86 for 
study 2. 

3.4.2. nWOM 
We measured nWOM using a six-item scale adopted from Harri

son-Walker (2019). Sample scale items included: “I will complain to 
friends or family about this e-retailer,” “I will say negative things to 
others in the community about this e-retailer,” and “I will try to convince 
friends or relatives not to use this e-retailer.” We used seven-point Likert 
scales ranging from “1” (strongly disagree) to “7” (strongly agree) to 
measure the scale items. The Cronbach’s alpha of the total scale for 
studies 1 and 2 were 0.87 and 0.89, respectively. 

3.4.3. Perceived privacy concerns 
We measured consumers’ perceived privacy concerns about chat

bots, adapting a three-item scale from Zhang et al. (2019). The scale 
items included: “I am concerned that the chatbot will collect too much 
personal information from me,” “I am concerned that the chatbot will 
use my personal information for other purposes without my authoriza
tion,” and “I am concerned that the chatbot will share my personal in
formation with other entities without my authorization.” We used 
seven-point Likert scales ranging from “1” (strongly disagree) to “7” 
(strongly agree) to measure the scale items. The Cronbach’s alpha of the 
scale was 0.83 and 0.80 for studies 1 and 2, respectively. 

3.4.4. Anthropomorphism 
We measured the perceived anthropomorphism of chatbot by asking 

participants to rate four adjectives: likable, sociable, friendly, and 

personal, on a seven-point scale ranging from “1” (describes very poorly) 
to “7” (describes very well) (Araujo, 2018; Kim and Sundar, 2012). The 
Cronbach’s alpha of the scale was 0.86 and 0.87 for studies 1 and 2, 
respectively. 

3.4.5. Perceived empathy 
We measured perceived empathy using a five-item scale adopted 

from Croes and Antheunis (2021) and Stiff et al. (1988). Sample of scale 
items was: “The chatbot said the right thing to make me feel better,” 
“The chatbot responded appropriately to my feelings and emotions,” and 
“The chatbot came across as empathic.” Consumers rated each of the 
items on a seven-point Likert scale ranging from “1” (strongly disagree) 
to “7” (strongly agree) to measure the scale items. The Cronbach’s alpha 
of the total scale was 0.82 and 0.79 for studies 1 and 2, respectively. 

3.4.6. Perceived ability, perceived benevolence, and perceived integrity 
We measured each of the constructs of perceived ability, perceived 

benevolence, and perceived integrity using four-item scales adapted 
from Akter et al. (2011). Sample scale items are: “The chatbot performs 
its role very well,” “The chatbot has good intentions towards me,” and “I 
would characterize the chatbot as honest.” All the 12 items were 
measured using a seven-point Likert scale ranging from “1” (strongly 
disagree) to “7” (strongly agree). The Cronbach’s alpha values of 
perceived ability, perceived benevolence, and perceived integrity scales 
were 0.91, 0.86, and 0.92 for study 1 and 0.85, 0.84, and 0.87 for study 
2. 

3.5. Control variables 

Following extant research studies (Zafar et al., 2021), particularly in 
the technological context (Cheng & Mitomo, 2017), we controlled de
mographic variables such as age (we took natural logarithm to reduce 
variability), gender (Female dummy coded as “1” and male “0”), and 
education (dummy variable) to ensure variance in these demographic 
variables does not influence the results of the empirical analysis. 

We also controlled consumers’ trait anger (Gambetti & Giusberti, 
2009) and dispositional compassion (Shiota et al., 2006) as they have 
been found to influence the propensity to forgive (Fehr et al., 2010). 
Consumers who tend to be short-tempered or angered easily are less 
likely to forgive firms for their mistakes. We measured trait anger using a 
10-item scale (Gambetti & Giusberti, 2009). Sample items included: "I 
get angry when I have to wait because of other’s mistakes" and "I feel 
infuriated when I do a good job and get a poor evaluation." We measured 
dispositional compassion using Shiota et al.’s (2006) five items scale. 
Sample items included: "It’s important to take care of people who are 
vulnerable" and "I often notice people,e who need help." We used a 
seven-point Likert scale to measure each item of dispositional anger and 
dispositional compassion scales ("1" = strongly disagree and "7" =
strongly disagree"). Dispositional compassion could make consumers 

Table 1 
Demography of the sample.    

Study 1 (N = 586) Study 2 (N = 508) 

Age   Male (282)  Female (304)  Male (248)  Female (260) 
18–25 years  26%  29%  25%  27% 
25–35 years  37%  35%  35%  36% 
36–45 years  20%  19%  23%  22% 
46 years and above  17%  17%  17%  15% 

Annual Income <£25,000  24%  27%  21%  23% 
£25,000-£35,000  49%  44%  52%  53% 
>£35,000  27%  29%  27%  23% 

Education Less than high school diploma  7%  7%  6%  8% 
High school diploma  17%  18%  15%  17% 
Some college associate degree  24%  23%  22%  26% 
Undergraduate degree  33%  31%  35%  32% 
Postgraduate degree  15%  15%  17%  13% 
Greater than Postgraduate degree  5%  6%  6%  5%  
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concerned about the pain and problem of others. Consequently, given 
consumers’ dispositional compassion for the company, they are less 
concerned about their problems and are more willing to forgive or less 
willing to spread nWOM. The reliability of the dispositional anger and 
dispositional scales were 0.77 and 0.81, respectively, in study 1 and 0.79 
and 0.80 in study 2. 

4. Study 1: Results 

4.1. Test of scenario believability and chatbot and identification of 
context 

Similar to one of the exploratory research projects, we asked par
ticipants about a) the believability of the scenario, b) the believability of 
the chatbot, and c) the context of the scenario. Respondents reported 
that a) the scenario was believable [M= 5.89, t(584) < 0.001], b) the 
chatbot was believable [M= 6.01, t(584) < 0.001], and c) the context of 
the scenario was service failure and recovery [M= 5.23, t(584) <
0.001]. Additionally, we also employed Voss et al.’s (2003), ten-item 
hedonic and utilitarian scale. Study 1 participants, overwhelmingly, 
considered toilet tissue rolls as utilitarian product. 

4.2. Descriptive Statistics 

In Table 2, we present the descriptive statistics of the variables in the 
study. There are positive and statistically significant correlations be
tween the antecedents (i.e., perceived privacy concern, anthropomor
phic chatbots, and perceived empathy) and the mediators [i.e., 
perceived ability (rprivacy concerns, perceived ability=− 0.21, p < 0.001; ran

thropomorphic chatbots, perceived ability =0.25, p < 0.001; rperceived empathy, 

perceived ability=0.34, p < 0.001), perceived benevolence (rprivacy concerns, 

perceived benevolence=− 0.06, p < 0.10; ranthropomorphic chatbots, perceived 

benevolence =0.28, p < 0.001; rperceived empathy, perceived beenvolence=0.24, 
p < 0.001), and perceived integrity (rprivacy concern, perceived inter

grity=− 0.05, p < 0.10; ranthropomorphic chatbots, perceived integrity =0.33, 
p < 0.001; rperceived empathy, perceived integrity=0.28, p < 0.001). 

Further, perceived ability, perceived benevolence, and perceived 
integrity are statistically significantly correlated in the expected direc
tion to consumer forgiveness (rperceived ability, consumer forgiveness=0.26, 
p < 0.001; rperceived benevolence, consumer forgiveness =0.25, p < 0.001; rper

ceived integrity, consumer forgiveness =0.31, p < 0.001) and nWOM (rperceived 

ability, nWOM=− 0.20, p < 0.001; rperceived benevolence, nWOM =− 0.22, 
p < 0.001; rperceived integrity, nWOM=− 0.26, p < 0.001), respectively. 
These initial results provide elementary evidence regarding our stated 
hypotheses. 

4.3. Common method bias 

According to Podsakoff et al. (2003), common method bias is a 
critical issue in questionnaire-based single-survey studies. Following the 
procedures recommended by Podsakoff et al. (2003) and Lindell and 
Whitney (2001), we followed several steps to control common method 
bias in the present study. As a first step, respondent anonymity was 
maintained, and they also received assurance for the same. 

Next, we made efforts to randomize the order of the questions. Third, 
we employed a single-factor CFA, which revealed an extremely poor fit 
(Chi-square/df =13.26; RMSEA = 0.308; CFI = 0.577; TLI = 0.512), 
indicating the least influence of common method bias. We also carefully 
placed in the questionnaire several filler questions and two marker 
variables to achieve psychological separation. Following extant litera
ture and the guidelines provided by Malhotra et al. (2006) that a marker 
variable should be theoretically unrelated to the focal constructs of the 
study, we included the seven-item generalized anxiety disorder (Fitz
simmons-Craft et al., 2022) and income (Blut et al., 2021) as marker 
variables. The marker variables had insignificant correlations 
(>p = 0.10) with the study’s focal constructs (Lindell & Whitney, 2001). 
These steps indicated that common method bias was not an issue in the 
present study. 

4.4. Social desirability bias 

In the present study, we also checked for the influence of social 
desirability bias (De Vellis, 1991; Richins & Dawson, 1992), employing 
the short version (i.e., ten items) of Crowne and Marlowe’s (1960) social 
desirability scale. Sample of items included was: “I’m always willing to 
admit to when I make a mistake” and “I always pay attention to the way I 
dress.” We measured each scale item using a “True” or “False” dichot
omous scale. The calculated social desirability had weak and insignifi
cant correlations with the study constructs. Therefore, our overall 
conclusion was responses to perceived privacy concerns, anthropomor
phism, perceived empathy, perceived benevolence, perceived ability, 
perceived integrity, consumer forgiveness, and nWOM were not influ
enced by social desirability. 

4.5. Measurement model 

Using MPLUS 8.0, we conducted a confirmatory factor analysis for a 
test of the confirmatory model. The measurement model reported a good 
fit (Chi-square/df =2.01; RMSEA = 0.04; CFI = 0.96; TLI = 0.97). 

Next, using Fornell and Larcker’s (1981) mechanism, we assessed the 
constructs’ convergent and discriminant validities. The steps involved: 
a) calculating for each construct the average variance extracted (AVE) 
and the composite reliability (CR) and b) comparison of the constructs’ 

Table 2 
Study 1- Correlation matrix and descriptive statistics.    

1 2 3 4 5 6 7 8 9 10 11 12 13 

1 Consumer forgiveness  1                       
2 nWOM  -0.43  1                     
3 Perceived privacy concerns  -0.16  0.21  1                   
4 Anthropomorphism  0.21  -0.15  -0.18  1                 
5 Perceived empathy  0.18  -0.11  -0.07  0.20  1               
6 Perceived ability  0.26  -0.20  -0.21  0.25  0.34 1              
7 Perceived benevolence  0.25  -0.22  -0.06  0.28  0.24 0.41 1             
8 Perceived integrity  0.31  -0.26  -0.05  0.33  0.28 0.48 0.51  1           
9 Ln Age  0.13  -0.18  0.10  0.09  0.21 0.07 0.05  0.11  1         
10 Gender  0.14  -0.13  0.18  0.04  0.10 0.03 0.09  0.05  0.03  1       
11 Education  0.11  -0.21  0.10  0.07  0.09 0.08 0.03  0.02  0.05  0.05  1     
12 Dispositional anger  -0.25  0.17  0.06  0.05  0.10 - 0.11 - 0.08  -0.06  -0.09  -0.03  -0.14  1   
13 Dispositional compassion  0.31  -0.22  0.08  0.06  0.14 0.13 0.13  0.09  0.12  0.07  0.15  -0.25  1  

Mean  5.73  5.92  5.84  5.31  5.16 5.21 5.65  4.92  3.37  0.53  0.65  4.53  4.81  
S.D.  1.31  1.12  1.43  0.89  1.1 0.91 1.13  1.06  2.9  0.49  0.41  1.05  1.16 

* **r > 0.136, p < 0.001; * *r = 0.11–0.13, p < 0.01, *r = 0.083–0.010, p < 0.05; #, r = 0.07–0.082, p < 0.10 
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square root of AVEs with the construct correlations. All the constructs 
had acceptable convergent and discriminant validities. In Table 3, we 
present the constructs’ reliability and validity measures. 

4.6. Test of Hypotheses 

We tested hypotheses 1–6 using a structural equation model. We 
employed MPLUS 8.0 to test the structural model. Table 4 presents the 
results of the hypothesis tests. 

Through hypothesis 1, we predicted that perceived privacy concern 
was negatively associated with perceived ability, benevolence, and 
integrity. Our analysis indicated that perceived privacy concerns had a 
negative and statistically significant effect on perceived ability 
(β = − 0.104 p < 0.001). However, the effect of perceived privacy 
concern on perceived benevolence (β = − 0.108 p < 0.1) and perceived 
integrity (β = − 0.112 p < 0.1) though negative, was insignificant. 
Hence, we receive only partial evidence in support of the first 
hypothesis. 

A test of hypothesis two revealed that chatbot anthropomorphism 
had a positive impact on perceived ability (β = 0.146, p < .001), 
perceived benevolence (β = 0.157, p < 0.01), and perceived integrity 
(β = 0.163 p < .001) of chatbot. We thus receive evidence in support of 
the second hypothesis. 

According to the third hypothesis, the perceived empathy of the 
chatbot was positively and significantly associated with the chatbot’s 
perceived ability (β = 0.201, p < .001), perceived benevolence 
(β = 0.198, p < .001), and perceived integrity (β = 0.164, p < 0.01). 
Hence, we receive evidence in support of hypothesis 3. 

Next, as predicted through hypotheses 4 and 5, perceived ability, 
perceived benevolence, and perceived integrity had a positive influence 
on customer forgiveness (βAbility= 0.085, p < .001; βBenevolence= 0.133, 
p < .001; βIntegrity= 0.186 p < .001) and negative influence on nWOM 
(βAbility= − 0.092, p < .001; βBenevolence=− 0.118, p < .001; βIntegrity=

− 0.223, p < .001). The perceived ability of chatbots increased con
sumers’ willingness to forgive the brand for service failure. This implies 
that chatbots’ ability to demonstrate their efforts towards recovering 
from service failures calmed the consumers’ and they acknowledged the 
efforts of chatbots by being willing to forgive the firm for service failure. 
Thus, we receive evidence in support of H4a. 

Perceived benevolence of the chatbot also increased consumers’ 
willingness to forgive the firm for service failure. Thus, consumers were 
willing to give up their retaliation, intent, and other kinds of destructive 
behaviors and to respond positively to the benevolent behavior of 
chatbots. We thus receive evidence in support of H4b. 

Integrity-based service failure implies that there exist potential 
fundamental flaws in moral character. Thus, when chatbots are 
perceived to be integral, it adds to their social evaluation, and con
sumers may believe that the failure was not intentional to harm the 
consumer. Thus, the recovery efforts made by a perceived integral 
chatbot would reduce retaliation intent among consumers, and they 
would be more willing to forgive the firm for service failure. Thus, we 
receive evidence in support of H4c. 

For our fifth hypothesis, we suggested that chatbots’ perceived 
ability, benevolence, and integrity would reduce consumers’ propensity 
to spread nWOM. Our findings suggest that the perceived ability of 
chatbots reduced consumers’ propensity to spread negative word of 
mouth. The perceived ability of chatbots implies their perceived level of 
technical know-how and skills for conducting effective service recovery 
efforts. As chatbots depict service recovery efforts, it signals their in
telligence and efficiency. Given that chatbots have demonstrated their 
expertise, it made consumers believe in chatbots’ ability to resolve the 
issue, and accordingly, they lowered their propensity to spread negative 
word of mouth against chatbots. Thus, we receive evidence in support of 
H5a. 

Through the second subsection of the fifth hypothesis, we asserted 
that the perceived benevolence of chatbots decreases consumers’ 

willingness to spread negative word of mouth. Benevolence implies that 
the agent is a well-wisher of the focal party and that efforts are intended 
to benefit the focal party. Thus, when consumers perceive chatbots to be 
benevolent, consumers realize that chatbots are doing their best to 
recover from service failures and help the customer to the best possible 
extent. Thus, realizing the benevolent intent of chatbots, consumers 
decide not to retaliate by spreading negative word of mouth against the 
company. Thus, we receive evidence in support of H5b. 

Through H5c, we hypothesized that the perceived integrity of chat
bots reduces consumers’ willingness to spread nWOM. Perceived 
integrity implies adherence to a set of sound principles. The perceived 
integrity of chatbotS during service recovery implies that consumers 
believed in chatbots and used set standards of moral principles to resolve 
customer issues. Due to this perceived morality of chatbots, consumers 
drop their intention of spreading negative word of mouth against the 
company. Thus, we receive evidence in support of H5c. Overall, we 
receive evidence in support of H4 and H5. 

We predicted through the sixth hypothesis that perceived ability, 
perceived benevolence, and perceived integrity act as mediators be
tween the antecedents (perceived privacy concerns, anthropomorphism, 
and perceived empathy) and customer outcome (i.e., consumer 
forgiveness and nWOM). To test the mediation models, we employed 
Hayes’ (2018) procedure and further employed a bootstrapping 
re-sample value of 5000. In Table 5, we present the results of the 
mediation analyses. 

In Column 1 of Table 5, we observe that the estimated path coeffi
cient for the indirect effect of perceived privacy concerns on consumer 
forgiveness through perceived ability was statistically significant 
(θ = − 0.0084; LCI=− 0.0127; UCI=− 0.0041). Also, from Column 2 of 
Table 5, we observe that the estimated path coefficient for the indirect 
effect of perceived privacy concerns on nWOM through perceived ability 
was statistically significant (θ = 0.0095; LCI=0.0036; UCI=0.0154). 

In Column 3 of Table 5, we observe that the estimated path co
efficients for the indirect effects of anthropomorphism through 
perceived ability (θ = 0.0124; LCI=0.0055; UCI=0.0193), perceived 
benevolence (θ = 0.0209; LCI=0.0138; UCI=0.0281), and perceived 
integrity (θ = 0.0303; LCI=0.0159; UCI=0.0447) on consumer 
forgiveness were statistically significant. Also, in Column 4 of Table 5, 
we observe that the estimated path coefficients for the indirect effects of 
anthropomorphism through perceived ability (θ = − 0.0134; 
LCI=− 0.0200; UCI=− 0.0068), perceived benevolence (θ = − 0.0185; 
LCI=− 0.0276; UCI=− 0.0094)), and perceived integrity (θ = − 0.0363; 
LCI=− 0.0514; UCI=− 0.0212)) on nWOM were statistically significant. 

Finally, in Column 5 of Table 5, we observe that the estimated path 
coefficients for the indirect effects of perceived empathy through 
perceived ability (θ = 0.0171; LCI=0.0092; UCI=0.0250), perceived 
benevolence (θ = 0.0263; LCI=0.0162; UCI=0.0364), and perceived 
integrity (θ = 0.0305; LCI=0.0154; UCI=0.0457) on consumer 
forgiveness were statistically significant. Similarly, in Column 6 of 
Table 5, we observe that the estimated path coefficients for the indirect 
effects of perceived empathy through perceived ability (θ = − 0.0184; 
LCI=− 0.0272; UCI=− 0.0096), perceived benevolence (θ = − 0.0233; 
LCI=− 0.0355; UCI=− 0.0113), and perceived integrity (θ = − 0.0365; 
LCI=− 0.0529; UCI=− 0.0201) on nWOM were statistically significant. 
Thus, we receive evidence in support of hypothesis six. 

4.7. Discussion 

Overall, we find that three dimensions of perceived trustworthiness, 
i.e., perceived ability, perceived benevolence, and perceived integrity, 
act as mediators of perceived privacy concerns, chatbot anthropomor
phism, and perceived empathy traits and consumer response to service 
recovery efforts relationship. However, only perceived ability acted as a 
mediator for perceived privacy concerns about chatbots. As such, the 
perceived privacy concerns reduced the perceived ability of chatbots, 
which decreased consumer propensity to forgive service failure and 

A. Agnihotri and S. Bhattacharya                                                                                                                                                                                                           



InternationalJournalofInformationManagementxxx(xxxx)xxx

10

Table 3 
Study 1- Convergent and Discriminant Validity.      

Convergent Validity Discriminant Validity 

Constructs Items Factor 
Loading 

Cronbach’s 
Alpha 

Composite 
Reliability 

AVE Consumer 
forgiveness 

nWOM Perceived 
privacy 
concerns 

Anthropomorphism Perceived 
empathy 

Perceived 
ability 

Perceived 
benevolence 

Perceived 
integrity 

Consumer 
forgiveness 

I won’t stop thinking about 
how I was wronged by the e- 
retailer. (R)  

0.88  0.89  0.95  0.61 0.78 *        

I will spend time thinking 
about ways to get back at 
the e-retailer who wronged 
me. (R) 

0.78 

I will avoid certain websites 
because they will remind me 
of the e-retailer who 
wronged me. (R) 

0.66 

This e-retailer’s wrongful 
actions will keep me from 
enjoying life. (R) 

0.79 

I think that many of the 
emotional wounds related 
to the e-retailer’s wrongful 
actions will heal. 

0.89 

I think my life will be ruined 
because of the e-retailer’s 
wrongful actions. (R) 

0.91 

I wish for good things to 
happen to the e-retailer who 
wronged me. 

0.88 

If I encounter the e-retailer 
who wronged me, I will feel 
at peace. 

0.82 

I have compassion for the e- 
retailer who wronged me. 

0.70 

I hope the e-retailer who 
wronged me is treated fairly 
by others in the future. 

0.71 

I forgive the e-retailer for 
what they did to me. 

0.66 

Even though the e-retailer’s 
actions hurt me, I have 
goodwill for the e-retailer. 

0.66 

nWOM I will complain to friends or 
family about this e-retailer.  

0.67  0.87  0.89  0.58 -0.43 0.76 *       

I will say negative things to 
others in the community 
about this e-retailer. 

0.84 

I will speak highly of this e- 
retailer. (R) 

0.81 

When asked by someone I 
know, I will speak 
negatively about this e- 
retailer. 

0.82 

(continued on next page) 
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Table 3 (continued )     

Convergent Validity Discriminant Validity 

Constructs Items Factor 
Loading 

Cronbach’s 
Alpha 

Composite 
Reliability 

AVE Consumer 
forgiveness 

nWOM Perceived 
privacy 
concerns 

Anthropomorphism Perceived 
empathy 

Perceived 
ability 

Perceived 
benevolence 

Perceived 
integrity 

I will tell friends and 
relatives about my bad 
experience. 

0.70 

I will try to convince friends 
or relatives not to use this e- 
retailer. 

0.71 

Perceived privacy 
concerns 

I am concerned that the 
chatbot will collect too 
much personal information 
from me.  

0.77  0.83  0.85  0.66 -0.16 0.21 0.81 *      

I am concerned that the 
chatbot will use my personal 
information for other 
purposes without my 
authorization. 

0.85 

I am concerned that the 
chatbot will share my 
personal information with 
other entities without my 
authorization. 

0.82 

Anthropomorphism The chatbot is:    0.86  0.89  0.67 0.21 -0.15 -0.18 0.82 *     
likable 0.79 
sociable 0.83 
friendly 0.77 
personal 0.88 

Perceived empathy The chatbot said the right 
thing to make me feel better.  

0.90  0.82  0.86  0.56 0.18 -0.11 -0.07 0.20 0.75 *    

The chatbot responded 
appropriately to my feelings 
and emotions. 

0.84 

The chatbot came across as 
empathic. 

0.87 

The chatbot said the right 
thing at the right time. 

0.72 

The chatbot was good at 
understanding my problem. 

0.70 

Perceived ability The chatbot is competent in 
providing solution to the 
problem.  

0.88  0.91  0.94  0.81 0.26 -0.20 -0.21 0.25 0.34 0.90 *   

The chatbot performs its 
role very well. 

0.93 

The chatbot understands the 
needs of customers it serves. 

0.87 

The chatbot is 
knowledgeable in providing 
solution to the problem. 

0.92 

Perceived 
benevolence 

The chatbot is ready and 
willing to assist me.  

0.77  0.86  0.90  0.70 0.25 -0.22 -0.06 0.28 0.24 0.41 0.84 *  

The chatbot’s intentions are 
benevolent. 

0.92 

The chatbot has good 
intentions towards me. 

0.84 

(continued on next page) 
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enhanced nWOM intention. Thus, we received only partial support for 
the first hypothesis. Finally, we tested the chatbot’s perceived efficiency 
and effectiveness as alternate mediators. However, we did not find them 
apt mediators (Jones et al., 2022). This may happen because 
technology-driven chatbots could be assumed to be effective in general. 
However, post a service failure, can chatbots help customers with ser
vice recovery is more of a trust issue. Thus, chatbots need to demonstrate 
their trustworthiness rather than efficiency or effectiveness. 

5. Study 2: Results 

In Study 2, where we had a hedonic product in the scenario, i.e., an 
earphone, we followed a similar approach as Study 1 to analyze the data. 
Respondents of Study 2 found the scenario and the chatbot believable 
[MScenario= 5.76, t(506) < 0.001] [MChatbot= 5,92, t(506) < 0.001]. 
The study respondents also found the context of the scenario as one 
representing service failure and recovery [M= 5.70, t(506) < 0.001]. 
Using the Voss et al. (2003) hedonic and utilitarian scale, we found that 
participants considered earphones as more hedonic than utilitarian. 

Next, from Table 6, we can observe that the correlations of the an
tecedents and the mediators are positive and statistically significant, and 
the correlations of the mediators and the two outcome variables: con
sumer forgiveness and nWOM, are in the expected directions. These 
encouraging findings provide preliminary evidence in support of the 
study hypotheses. 

Similar to the steps employed in Study 1 to check for common 
method bias, in Study 2, following Podsakoff et al. (2003) and Lindell 
and Whitney’s (2001) recommendations, we found that common 
method bias was not a concern. Further, employing the ten-item social 
desirability scale (Crowne & Marlowe, 1960), we checked whether so
cial desirability bias (De Vellis, 1991; Richins & Dawson, 1992) influ
enced the present study. We observed that the calculated social 
desirability had weak and insignificant correlations with the study 
constructs. 

Next, we tested the measurement model using MPLUS 8.0. The Study 
2 measurement model reported a good fit (Chi-square/df= 2.83; 
RMSEA= 0.042; CFI= 0.955; TLI= 0.963). We also assessed the con
structs’ convergent and discriminant validities (Fornell & Larcker, 1981) 
that we report in Table 7. 

5.1. Test of Hypotheses 

We employed a structural equation model to test the study hypoth
eses. In Table 4, we present the results of the hypothesis tests. 

A test of hypothesis 1, revealed that the association of perceived 
privacy concern with perceived ability was negative and significant 
(β = − 0.102, p < 0.001). However, perceived privacy concern’s asso
ciation with perceived benevolence (β = − 0.105, p > 0.10) and 
perceived integrity (β = − 0.110, p > 0.10) were in the expected direc
tion, nevertheless, insignificant. A test of hypotheses 2 and 3 revealed 
that the association of chatbot anthropomorphism and perceived 
empathy of the chatbot with perceived ability (βchatbot anthropomorphism 
=0.142, p < .001; βperceived empathy = 0.195, p < .001), perceived 
benevolence (βchatbot anthropomorphism= 0.153, p < 0.01; βperceived empathy 
= 0.192, p < .001) and perceived integrity (βchatbot anthropomorphism=

0.160, p < .001; βperceived empathy = 0.160, p < 0.01) were significant 
and in the expected direction. Thus, we receive only partial evidence in 
support of the first hypothesis and while the second and third hypoth
eses were completely supported. 

Next, we found that the mediators: perceived ability, perceived 
benevolence, and perceived integrity had a positive influence on 
customer forgiveness (βAbility= 0.088, p < .001; βBenevolence= 0.136, 
p < .001; βIntegrity= 0.183, p < .001) and negative influence on nWOM 
(βAbility= − 0.090, p < .001; βBenevolence=− 0.115, p < .001; βIntegrity=

− 0.220, p < .001). Overall, we receive evidence in support of hypoth
eses 4 and 5. Ta
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Finally, to test hypothesis six, we employed a strategy similar to 
Study 1, i.e., Hayes’s (2018) mediation procedure with a bootstrapping 
resample value 5000. We present the results of the mediation analyses in  
Table 8. 

The estimated path coefficient for the indirect effect of perceived 
privacy concerns on consumer forgiveness through perceived ability 
(Column 1 of Table 8) was statistically significant (θ = − 0.0089; 
LCI=− 0.0122; UCI=− 0.0056). Also, the estimated path coefficient for 
the indirect effect of perceived privacy concerns on nWOM through 
perceived ability (Column 2 of Table 8) was statistically significant 
(θ = 0.0092; LCI=0.0044; UCI=0.0140). 

From Column 3 of Table 8, we observe that the estimated path co
efficients for the indirect effects of chatbot anthropomorphism through 
perceived ability (θ = 0.0125; LCI=0.0062; UCI=0.0188), perceived 
benevolence (θ = 0.0208; LCI=0.0124; UCI=0.0292), and perceived 

integrity (θ = 0.0298; LCI=0.0204; UCI=0.0392) on consumer 
forgiveness were statistically significant. Also, in Column 4 of Table 8, 
we observe that the estimated path coefficients for the indirect effects of 
anthropomorphism through perceived ability (θ = − 0.0127; 
LCI=− 0.0178; UCI=− 0.0076), perceived benevolence (θ = − 0.0175; 
LCI=− 0.0246; UCI=− 0.0104), and perceived integrity (θ = − 0.0352; 
LCI=− 0.0481; UCI=− 0.0223) on nWOM were statistically significant. 

Finally, in Column 5 of Table 8, we observe that the estimated path 
coefficients for the indirect effects of perceived empathy through 
perceived ability (θ = 0.0193; LCI=0.0107; UCI=0.0279), perceived 
benevolence (θ = 0.0261; LCI=0.0169; UCI=0.0353), and perceived 
integrity (θ = 0.0292; LCI=0.0190; UCI=0.0394) on consumer 
forgiveness were statistically significant. Similarly, in Column 6 of 
Table 8, we observe that the estimated path coefficients for the indirect 
effects of perceived empathy through perceived ability (θ = − 0.0175; 

Table 4 
Results of the Structural Equation Model.    

Study 1 (N = 586) Study 2 (N = 508)  

Hypothesized relationship   Conclusion Estimate t-value Conclusion 

H1 Perceived privacy concerns ————————— > Perceived ability -0.104 * **  -4.72 Partially supported -0.102 * **  -4.25 Partially supported 
Perceived privacy concerns ————————— > Perceived benevolence  -0.108 -1.40 -0.105  -1.24  
Perceived privacy concerns ————————— > Perceived integrity  -0.112 -1.37 -0.110  -1.39  

H2 Anthropomorphism ————————— > Perceived ability 0.146 * **  3.95 Supported 0.142 * **  3.74 Supported 
Anthropomorphism ————————— > Perceived benevolence  0.157 * ** 4.03 0.153 * **  3.83  
Anthropomorphism ————————— > Perceived integrity  0.163 * ** 3.98 0.160 * **  3.90  

H3 Perceived empathy ————————— > Perceived ability 0.201 * **  4.28 Supported 0.195 * **  4.06 Supported 
Perceived empathy ————————— > Perceived benevolence  0.198 * ** 4.13 0.192 * **  3.92  
Perceived empathy ————————— > Perceived integrity  0.164 * ** 3.90 0.160 * **  3.81  

H4 Perceived ability ————————— > Consumer forgiveness 0.085 * **  3.86 Supported 0.088 * **  3.67 Supported  
Perceived benevolence ————————— > Consumer forgiveness  0.133 * ** 4.29 0.136 * **  4.12   
Perceived integrity ————————— > Consumer forgiveness  0.186 * ** 4.23 0.183 * **  3.98  

H5 Perceived ability ————————— > nWOM -0.092 * **  -4.18  
Supported 

-0.09 * **  -3.91  
Supported  

Perceived benevolence ————————— > nWOM  -0.118 * ** -3.93 -0.115 * **  -3.97   
Perceived integrity ————————— > nWOM  -0.223 * ** -3.82 -0.220 * **  -3.73   

R2 (i.e., squared multiple correlation) ranged 
between 0.06 and 0.62. 
Fit index: Chi-square/d.f. = 2.47, RMSEA 
= 0.04; CFI = 0.95; TLI = 0.96. 
Note: a. t-value is significant at p < 0.05 
when the t-value exceeds 1.96; 

R2 ranged between 0.09 and 0.58. 
Fit index: Chi-square/df= 2.83; 
RMSEA= 0.042; CFI= 0.955; TLI= 0.963. 
Note: a. t-value is significant at p < 0.05 when 
the t-value exceeds 1.96;  

Table 5 
Study 1- Indirect Effects Mediation Models.  

Indirect effect 1 Indirect effect 2 Indirect effects 3 

Perceived privacy 
concerns————— 
> Perceived ability 
————— > Consumer 
forgiveness 

(θ = − 0.0084; 
LCI=− 0.0127; 
UCI=− 0.0041) 

Perceived privacy 
concerns————— 
> Perceived ability 
————— > nWOM 

(θ = 0.0095; 
LCI=0.0036; 
UCI=0.0154) 

Anthropomorphism————— 
> Perceived ability ————— 
> Consumer forgiveness 

(θ = 0.0124; 
LCI=0.0055; 
UCI=0.0193)     

Anthropomorphism————— 
> Perceived benevolence ————— 
> Consumer forgiveness 

(θ = 0.0209; 
LCI=0.0138; 
UCI=0.0281)     

Anthropomorphism————— 
> Perceived integrity ————— 
> Consumer forgiveness 

(θ = 0.0303; 
LCI=0.0159; 
UCI=0.0447)  

Indirect effect 4 Indirect effects 5 Indirect effects 6 

Anthropomorphism————— 
> Perceived ability ————— 
> nWOM 

θ = − 0.0134; 
LCI= − 0.0200; 
UCI= − 0.0068) 

Perceived empathy————— 
> Perceived ability ————— 
> Consumer forgiveness 

(θ = 0.0171; 
LCI=0.0092; 
UCI=0.0250) 

Perceived 
empathy————— 
> Perceived ability 
————— > nWOM 

(θ = − 0.0184; 
LCI=− 0.0272; 
UCI=− 0.0096) 

Anthropomorphism ————— 
> Perceived benevolence ————— 
> nWOM 

(θ = − 0.0185; 
LCI=− 0.0276; 
UCI=− 0.0094) 

Perceived empathy————— 
> Perceived benevolence 
————— > Consumer 
forgiveness 

(θ = 0.0263; 
LCI=0.0162; 
UCI=0.0364) 

Perceived 
empathy————— 
> Perceived benevolence 
————— > nWOM 

(θ = − 0.0233; 
LCI=− 0.0355; 
UCI=− 0.0113) 

Anthropomorphism————— 
> Perceived integrity ————— 
> nWOM 

(θ = − 0.0363; 
LCI=− 0.0514; 
UCI=− 0.0212) 

Perceived empathy————— 
> Perceived integrity 
————— > Consumer 
forgiveness 

(θ = 0.0305; 
LCI=0.0154; 
UCI=0.0457) 

Perceived 
empathy————— 
> Perceived integrity 
————— > nWOM 

(θ = − 0.0365; 
LCI=− 0.0529; 
UCI=− 0.0201)  
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Table 6 
Study 2- Correlation matrix and descriptive statistics.    

1 2 3 4 5 6 7 8 9 10 11 12 13 

1 Consumer forgiveness  1                       
2 nWOM  -0.41  1                     
3 Perceived privacy concerns  -0.15  0.24  1                   
4 Anthropomorphism  0.25  -0.17  -0.21  1                 
5 Perceived empathy  0.20  -0.14  -0.10  0.16  1               
6 Perceived ability  0.24  -0.23  -0.23  0.22  0.32 1              
7 Perceived benevolence  0.21  -0.25  -0.09  0.25  0.26 0.39 1             
8 Perceived integrity  0.27  -0.22  -0.08  0.34  0.27 0.44 0.49  1           
9 Ln Age  0.17  -0.20  0.13  0.1  0.24 0.09 0.06  0.12  1         
10 Gender  0.18  -0.16  0.15  0.06  0.08 0.02 0.08  0.07  0.02  1       
11 Education  0.09  -0.18  0.13  0.09  0.11 0.07 0.04  0.03  0.06  0.07  1     
12 Dispositional anger  -0.22  0.21  0.09  0.06  0.13 - 0.12 - 0.07  -0.05  -0.07  -0.04  -0.13  1   
13 Dispositional compassion  0.26  -0.25  0.11  0.08  0.16 0.11 0.12  0.08  0.11  0.05  0.14  -0.23  1  

Mean  5.71  5.94  5.78  5.34  5.06 5.19 5.61  4.91  3.35  0.51  0.62  4.51  4.62  
S.D.  1.29  1.02  1.41  0.84  1.12 0.92 1.12  1.07  2.70  0.47  0.39  1.03  1.13 

* **r > 0.15, p < 0.001; * *r = 0.12–0.14, p < 0.01, *r = 0.088–0.11, p < 0.05; #, r = 0.075–0.087, p < 0.10 

Table 7 
Study 2- Convergent and Discriminant Validity.    

Convergent Validity Discriminant Validity 

Constructs Cronbach’s 
Alpha 

Composite 
Reliability 

AVE Consumer 
forgiveness 

nWOM Perceived 
privacy 
concerns 

Anthropomorphism Perceived 
empathy 

Perceived 
ability 

Perceived 
benevolence 

Perceived 
integrity 

Consumer 
forgiveness  

0.86  0.92  0.53  0.73               

nWOM  0.89  0.91  0.64  -0.41  0.80             
Perceived privacy 

concerns  
0.8  0.83  0.62  -0.15  0.24  0.79           

Anthropomorphism  0.87  0.93  0.78  0.25  -0.17  -0.21  0.88         
Perceived empathy  0.79  0.86  0.56  0.20  -0.14  -0.10  0.16  0.75       
Perceived ability  0.85  0.9  0.7  0.24  -0.23  -0.23  0.22  0.32  0.84     
Perceived 

benevolence  
0.84  0.86  0.61  0.21  -0.25  -0.09  0.25  0.26  0.39  0.78   

Perceived integrity  0.87  0.91  0.72  0.27  -0.22  -0.08  0.34  0.27  0.44  0.49  0.85 

Note: *Italic values are square root of AVE 

Table 8 
Study 2- Indirect Effects Mediation Models.  

Indirect effect 1 Indirect effect 2 Indirect effects 3 

Perceived privacy 
concerns————— 
> Perceived ability 
————— > Consumer 
forgiveness 

(θ = − 0.0089; 
LCI=− 0.0122; 
UCI=− 0.0056) 

Perceived privacy 
concerns————— 
> Perceived ability 
————— > nWOM 

(θ = 0.0092; 
LCI=0.0044; 
UCI=0.0140) 

Anthropomorphism————— 
> Perceived ability ————— 
> Consumer forgiveness 

(θ = 0.0125; 
LCI=0.0062; 
UCI=0.0188)     

Anthropomorphism————— 
> Perceived benevolence ————— 
> Consumer forgiveness 

(θ = 0.0208; 
LCI=0.0124; 
UCI=0.0292)     

Anthropomorphism————— 
> Perceived integrity ————— 
> Consumer forgiveness 

(θ = 0.0298; 
LCI=0.0204; 
UCI=0.0392)  

Indirect effect 4 Indirect effects 5 Indirect effects 6 

Anthropomorphism————— 
> Perceived ability ————— 
> nWOM 

(θ = − 0.0127; 
LCI=− 0.0178; 
UCI=− 0.0076) 

Perceived empathy————— 
> Perceived ability ————— 
> Consumer forgiveness 

(θ = 0.0193; 
LCI=0.0107; 
UCI=0.0279) 

Perceived 
empathy————— 
> Perceived ability 
————— > nWOM 

(θ = − 0.0175; 
LCI=− 0.0269; 
UCI=− 0.0081) 

Anthropomorphism ————— 
> Perceived benevolence ————— 
> nWOM 

(θ = − 0.0175; 
LCI=− 0.0246; 
UCI=− 0.0104) 

Perceived empathy————— 
> Perceived benevolence 
————— > Consumer 
forgiveness 

(θ = 0.0261; 
LCI=0.0169; 
UCI=0.0353) 

Perceived 
empathy————— 
> Perceived benevolence 
————— > nWOM 

(θ = − 0.0220; 
LCI=− 0.0329; 
UCI=− 0.0111) 

Anthropomorphism————— 
> Perceived integrity ————— 
> nWOM 

(θ = − 0.0352; 
LCI=− 0.0481; 
UCI=− 0.0223) 

Perceived empathy————— 
> Perceived integrity 
————— > Consumer 
forgiveness 

(θ = 0.0292; 
LCI=0.0190; 
UCI=0.0394) 

Perceived 
empathy————— 
> Perceived integrity 
————— > nWOM 

(θ = − 0.0352; 
LCI=− 0.0494; 
UCI=− 0.0210)  
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LCI=− 0.0269; UCI=− 0.0081), perceived benevolence (θ = − 0.0220; 
LCI=− 0.0329; UCI=− 0.0111), and perceived integrity (θ = − 0.0352; 
LCI=− 0.0494; UCI=− 0.0210) on nWOM were statistically significant. 

5.2. Discussion 

Similar to Study 1, we received evidence in support of all but one 
hypothesis, i.e., hypothesis 1. For the first hypothesis, we received only 
partial evidence supporting our hypothesis as perceived privacy concern 
influenced only perceived ability and not benevolence and integrity of 
the chatbot to influence consumer forgiveness and spread negative word 
of mouth. 

5.3. Robustness 

As a matter of robustness, we conducted another study (n = 201; 
Females=103; Median Income= £34,300; Median Age= 32.00 years) in 
the context of airline booking. We followed the same procedures as the 
main study. Further, we re-ran the same models and tested hypotheses 
1–6. Although the path coefficients changed, the overall statistical sig
nificance of the results remained unchanged. In Appendix 2.1 and 2.2, 
we present the robustness test results. 

We also conducted another study (n = 212; Females=208; Median 
Income= £31,700; Median Age= 29.30 years) in the e-retailing industry 
where service recovery efforts failed, i.e., the chatbot could not resolve 
the issue. Though path coefficients changed, results were statistically 
significant, i.e., traits of chatbot still influenced trustworthiness di
mensions in a statistically significant manner, which then enhanced 
consumer propensity to forgive and reduced intention to spread nWOM. 
In Appendix 3.1 and 3.2, we present the robustness test results. 

6. Qualitative study 

For emerging topics like chatbots, where only scant literature ex
plores their effectiveness in service failure-recovery interface, a mixed- 
methods approach has the benefits of qualitative and quantitative 
research designs (Venkatesh et al., 2016). Although we drew constructs 
and relationships between them based on extant literature, it was vital to 
verify if our constructs and empirically tested relationships corroborated 
with consumers’ perceptions of chatbots in the context of service failure 
and recovery (Cheng et al., 2020). Consequently, we conducted a 
qualitative study as well. 

6.1. Data and method 

We used a convenience sampling procedure to recruit interviewees 
through the social media platform. The users were filtered based on the 
following two criteria: a) they had a problem with services offered by an 
e-retailer in the past three months, and b) when they tried to contact the 
company, the issue was addressed by a chatbot. Based on these criteria, 
29 social media users were found suitable for the study and invited for 
an interview. Nine social media users did not respond to our invitation. 
We interviewed 18 UK-based participants (Females=10; Median Age=
27 years; Average interview length=23 mins). Sample questions 
included: a) if they have ever incurred a chance to interact with chatbots 
after service was not delivered up to their expectations, b) what attri
butes they liked about the chatbot, and c) were they happy with the way 
chatbot attempted to resolve the issue. 

We took several measures to avert the risk of any information bias 
(Chenail, 2011). First, we trained interviewers (two postgraduate re
searchers from a UK university) to remain acquiescent to interviewees’ 
answers, and when they received any novel opinion, the interviewers 
asked new questions accordingly. Second, we also promised interviewees 
that their responses would remain anonymous and that information 
would be kept confidential (Chenail, 2011). The interviewers recorded 
the interviews, and we employed the services of a professional 

transcriber to transcribe the qualitative data for further analysis. Below 
we discuss some excerpts of interviews that corroborated our findings on 
traits of chatbots resulting in consumer forgiveness and less nWOM via 
the three dimensions of trustworthiness. 

6.2. Results 

Perceived empathy (benevolence): “I warned my friend not to order 
anything from …store. When I did not receive my delivery though the 
order status showed- "Item Delivered," I contacted the company. It was a 
text-based conversation with a chatbot. When I complained about the 
problem, I was shocked to notice there were no apologies. The chatbot’s 
response was to check after two days. What went wrong? Why it went 
wrong? Is it just a technical glitch? Nothing was explained to me” 
(Gender=Female; Age=32 years). 

Perceived empathy (ability): “I don’t think the chatbot understood my 
concern. The product I received was damaged. The chatbot said: “It is a 
non-returnable item; check policy.” I wanted a replacement, and the 
chatbot did not understand my concern. I have never observed such a 
cold response from a chat agent. This behavior is difficult to forget and 
unforgivable” (Gender=Male; Age=25 years). 

Perceived empathy (integrity): "I liked the chatbot’s honesty, where it 
acknowledged the problem and mentioned delivery driver shortage as 
the reason for the undue delay in my delivery, rather than repeatedly 
changing my delivery dates. Mistakes happen! That is ok! I encourage 
my friends also to order from this e-retailer” (Gender=Male; Age=29 
years). 

Anthropomorphism (ability): “It was clearly a chatbot with whom I 
was conversing. Nevertheless, I liked the fact that it resembled a human. 
Though I knew it was not human, I felt confident about the bot’s com
petency to solve my problem, just like a human agent” (Gender=Female; 
Age=31 years). 

Anthropomorphism (benevolence): “The chatbot looked at me during 
the entire chat period. I felt it was dedicated to helping me with the 
wrong delivery I received. I liked the compassionate behavior and 
decided not bad mouthing the retailer. After all, mistakes happen!” 
(Gender=Female; Age=27 years). 

Anthropomorphism (integrity): “When the chatbot looked at me while 
issuing a new delivery date, I felt the chatbot is less likely to be making 
false promises and is being honest. Though unsure if I would get my 
delivery at the revised time, I still felt like believing the chatbot and less 
angry after receiving the revised date” (Gender=Male; Age=26 years). 

Perceived privacy concern (benevolence): "My friend told me that 
chatbots analyze every text detail we write while chatting. When the 
chatbot asked about my concern, it appeared more of spying and less of 
concern for my problem—not forgiving this attitude" (Gender=Female; 
Age=34 years). 

Perceived privacy concern (ability): "When I conversed with the chat
bot, I informed it about the product I was experiencing a problem with 
and wanted a refund. While issuing the refund, the chatbot asked if it 
should refund to my card. How did the chatbot know I paid with which 
card? Did it know my card number and other details? I am curious if my 
financial information is safe with this company. I am neither returning 
to the company which makes chatbots store my financial data nor 
encouraging my friends for the same. Anyways too many cyber threats 
these days!" (Gender= Male; Age=29 years). 

Perceived privacy concern (integrity): “It was strange when the chatbot 
asked me if I had also lost a package earlier. How is that closely related 
to the issue of the package I lost this time? The status shows delivered, 
but actually, it was not delivered. Moreover, companies do have infor
mation on such aspects in their database. Not sure if the chatbot was 
interrogating me or was honestly trying to help me with my lost pack
age. I have never ordered from that retailer since this incident, and 
neither have my friends based on my experience” (Gender= Female; 
Age=27 years). 
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6.3. Discussion 

As can be observed from the interview excerpts, consumers empha
sized how different traits of chatbots they had previous experience with 
influenced their willingness to forgive the firm and not spread negative 
word of mouth against the firm. For instance, when a chatbot asked if a 
customer had lost a package in the past, it made the customer believe the 
chatbot to be less integral. This happened as customers thought about 
how the past package failure delivery is associated with current service 
failure and made them doubt the intentions of the chatbot if it was there 
really to help. While appearing like humans, anthropomorphic chatbots 
increased customer willingness to trust the chatbot when it issued a new 
delivery date. Thus, qualitative findings also corroborate our empirical 
model. Thus, perceived empathy, anthropomorphism, and privacy 
concerns with chatbots influence different dimensions of their trust
worthiness that affects the willingness of consumers to forgive the firm 
and not spread negative word of mouth. 

7. General discussion 

Across two studies covering utilitarian and hedonic product cate
gories, we hypothesized the relationships between traits of chatbots 
(perceived privacy concerns, empathy, and anthropomorphic appear
ance) that enhanced chatbots’ perceived trustworthiness (i.e., ability, 
integrity, and benevolence). We further hypothesized about the medi
ating role of these dimensions of trustworthiness on consumer willing
ness to forgive the firm and spread nWOM. Overall, we received 
evidence supporting most hypotheses excluding H1b and H1c, i.e., the 
influence of perceived privacy concerns on chatbots’ perceived benev
olence and integrity. The results remained consistent across both utili
tarian and hedonic product categories. Thus, consumers’ perception of 
chatbots’ traits required in helping service recovery did not vary across 
product categories. Our findings regarding product categories align with 
extant research, where negative word of mouth did not vary across he
donic versus utilitarian product categories (Jin et al., 2023). 

Our findings regarding the perceived empathy of chatbots and its 
influence on the perceived ability of chatbots to help with service re
covery imply that even if chatbots are machines with no emotions, they 
can still exert similar types of social influence as humans with the choice 
of words and phrases they use during service recovery efforts. These 
words’ choices can make chatbots perceived as able to solve customer 
problems through service recovery. Similarly, perceived empathy also 
increased the benevolence and integrity of empathetic chatbots. 

The second subset of the third hypothesis suggested that the 
perceived empathy of chatbots enhances the perceived benevolence of 
chatbots. The path coefficient was positive and statistically significant. 
Thus, the perceived empathy of chatbots made them appear more 
benevolent to customers. Thus, the linguistic attributes of chatbots did 
influence the level to which they were perceived to have honest in
tentions of trying to resolve customers’ issues. 

For anthropomorphic chatbots also, our findings suggest that human- 
like appearance made consumers perceive chatbots as more integral, 
able, and benevolent. The findings are in congruence with CASA theory, 
where humans could also perceive machines as social agents, and 
anthropomorphism is likely to increase this social attribute of chatbots. 

Information systems and marketing fields (Luo et al., 2019; Mur
tarelli et al., 2021) have shown an increasing interest in exploring the 
effectiveness of AI-based chatbots in improving service quality. Our 
findings are consistent with past service marketing literature that sug
gested customers are more likely to forgive a firm for service failure if 
the firm’s perceived trustworthiness is high (Gannon et al., 2022; Xie & 
Peng, 2008). The present study’s findings also corroborate previous 
findings on the significance of text messages that successfully generated 
customer forgiveness after a service failure. Li and Wang (2023) re
ported that when customer representatives conversed with customers on 
social media and their communication styles depicted empathy, the 

same generated customer forgiveness. Text-based empathy can help 
consumers gauge if a service provider is concerned about their affective 
state of mind when the customers do not receive service up to their 
expectations (Froehle, 2006). Our findings also suggest that if chatbots 
could leverage the same text-based communication principles, even they 
could, similar to humans, successfully generate forgiveness from 
consumers. 

Our findings do not corroborate with studies in the service delivery 
context that reported anthropomorphic agents to have increased cus
tomers’ perception of requiring extra effort to condescend with artificial 
agents (Ackerman, 2016). This happened because Ackerman’s (2016) 
study’s underlying mechanism differed from the present study. The 
human-like appearance of AI devices increased consumers’ discomfort 
with AI due to beliefs of humans losing their unique identity to hu
manoids (Ackerman, 2016; Gursoy et al., 2019). Given that consumers’ 
response to AI agents like chatbots depends on the context when service 
failure occurs, in the context of our study, consumers would prefer to 
perceive interacting agents as close to humans as possible, given human 
competency and ability to resolve problems (Teodorescu et al., 2021). 

Furthermore, extant research in service recovery suggests that 
chatbot acceptance depends on the type of service failure, such as pro
cess vs. functional failure (Xing et al., 2022), giving customers a choice 
to interact with chatbot vs. humans (Huang & Dootson, 2022). Our 
findings shine a light on the traits of chatbots themselves rather than 
other attributes of service failure. Within the role of chatbots, our 
findings do not agree with the findings of Mozafari et al. (2021), who 
suggested that chatbot disclosure reduced consumer satisfaction with 
service recovery efforts due to reduced trust. However, the reason for 
reduced trust was failure caused by the chat agent or severe criticality of 
service failure. We tested our model for service failure caused by a 
company, such as late delivery. During the robustness test, our model 
stood well when we tested the double service failure model, where the 
chatbot could not resolve the issue. The difference may arise as we 
explore trustworthiness and not trust. As explained in the theory section, 
the difference between the two may result in different customer 
outcomes. 

7.1. Theoretical contributions 

By exploring the human-like traits of chatbots, we contribute to in
formation systems and marketing literature. First, the present study 
leveraging CASA theory enhances understanding of how customers 
communicate with and experience quiescent agents like chatbots. In the 
online scenario, chatbots could emulate human behavior and persuade 
customers about their interactivity with humans (Blut et al., 2021). 
Brands can make chatbots achieve this imitation by making chatbots 
anthropomorphic, i.e., where customers perceive service chatbots as 
resembling humans. While researchers have found anthropomorphism 
to enhance product and brand liking in the marketing literature (Blut 
et al., 2021), we have limited knowledge of whether the anthropomor
phism of chatbots in a service failure context can influence consumer 
decision to forgive the firm for service failure, once chatbots introduce 
recovery efforts. We thus extend the anthropomorphism literature of 
marketing to the information systems literature on AI-driven chatbots. 

Second, we also shine a light on the limitations of CASA theory, 
where even after perceiving chatbots as social agents owing to their 
anthropomorphic appearance and empathetic communication, con
sumers are also aware that they will lose control over information if 
shared with chatbots, and this concern with privacy of information de
creases trustworthiness of chatbots in the context of service failure. 
Although extant studies suggest that anthropomorphic chatbots could 
reduce privacy concerns, such concerns do remain and could adversely 
influence service recovery efforts through chatbots (Ischen et al., 2020). 

Third, we examine the mediating mechanisms between service 
chatbot traits and customer willingness to forgive and reduce nWOM in 
a service failure context. Considering mediators is significant as it assists 
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scholars in avoiding overestimating or underestimating the significance 
of technology traits (Iyer et al., 2020; Tsai et al., 2021). The literature 
does not explore in detail the role of mediators. Where one stream of 
literature in marketing explores relational mediators, such as trust and 
satisfaction (Verma et al., 2016), another stream considers technology 
attributes from information systems literature. However, some studies 
do not consider mediators (Wirtz et al., 2018). We add to these under
lying mechanisms of chatbot literature by exploring the role of their 
trustworthiness. 

Fourth, marketing literature suggests several strategies to respond to 
service failure for effective customer emotion management through 
actions such as quick acts by management (Tax & Brown, 1998), 
rendering explanation (Liao, 2007), fair reception (Maxham & Nete
meyer, 2002), effective complaint management procedures (Smith et al., 
1999), and empowering employees to make decisions (Tax & Brown, 
1998). However, the role of AI in SFR efforts is only scantly known. For 
consumer outcomes also, while extant studies have explored customer 
coping methods following service failure (Bose & Ye, 2015; Chen et al., 
2021; Duhachek, 2005; Gelbrich, 2010), consumer forgiveness as a 
coping strategy has not been explored in-depth in the service settings, 
especially not in human-technology interface literature (Tsarenko & 
Tojib, 2011). 

7.2. Implications for practice 

Understanding the antecedents of chatbot trustworthiness and its 
influence on consumer forgiveness for service failure can help marketers 
and programmers adjust the chatbot systems’ design. According to 
Invesp, a North American consulting firm specializing in conversion rate 
optimization, word-of-mouth marketing impacts USD 6 trillion of 
annual consumer spending. Thirteen percent of consumer spending de
cisions depend on feedback consumers get about service providers 
(O’Neill, 2022). In this context, nWOM can be detrimental to the busi
ness. Service failure increases the chances of nWOM. Our model helps 
managers to limit the chances of nWOM after the occurrence of service 
failure. Managers have primarily believed that consumer willingness to 
forgive or not after service failure depends on the personality traits of a 
consumer, such as how empathetic they are (Wei et al., 2022) or their 
spirituality (Tsarenko & Tojib, 2012), among other personality traits. 
However, our findings suggest consumer forgiveness depends on man
agers’ trustworthy actions. Thus, firms using chatbots need to ensure 
that customers perceive these chatbots to be trustworthy. Once cus
tomers consider chatbots trustworthy as they make service recovery 
efforts, they are less likely to spread nWOM against the company and 
more willing to forgive it. 

Firms must design text-based chatbots that can converse effectively 
through text and depict empathy even through nonverbal modes. 
Chatbots must use expressions like “I am very sorry to know this!” 
Nelson Mandela once said, “If you talk to a man in a language he un
derstands, that goes to his head. If you talk to him in his language, that 
goes to his heart.” Humans generally use exclamatory marks to reflect 
empathy. If a firm intends for customers to forgive them for service 
failure, it must follow human-based communication principles while 
deploying chatbots. Thus, words like “I am sorry” or linguistic style 
leveraging exclamations can make chatbots mimic human-like conver
sations. Thus, when chatbots, through texts, signal that they are being 
empathetic about customer loss incurred due to service failure, the 
customer’s propensity to forgive the firm is likely to increase. 

Our study also found that the anthropomorphic appearance of 
chatbots enhanced customers’ likelihood to forgive the firm and lowered 
the probability of spreading nWOM against the company. This happened 
as human-like appearance enabled consumers to perceive chatbots as 
possessing human-like qualities. Although consumers’ propensity to 
converse with human-like or machine-like agents varies with context, 
when service failure occurs, consumers display a proclivity to share their 
concerns with humans. Interacting with machine-like agents may 

increase skepticism among consumers regarding the ability of chatbots 
to resolve issues as efficiently as humans can. As our study suggests, 
anthropomorphism increases consumers’ aptness to trust a chatbot for 
its service recovery efforts. Thus, firms should consider adopting 
anthropomorphic chatbots. 

Overall, our findings affect how service providers and marketers 
should design customer service chatbots. The critical determinant of 
users’ perceived trustworthiness of chatbots for forgiveness and reduced 
nWOM after service failures is the humanness of chatbots and their 
empathetic attitude apart from perceived security. By exploring traits of 
chatbots in computer-mediated communication, we suggest that chat
bots must show empathy toward customers when they are text-based 
and make customers realize how the firm acknowledges the suffering 
or pain customer might have gone through when service delivery failed. 
Similarly, chatbots should depict anthropomorphic traits with human- 
like appearance. To reduce perceived risk and security concerns, firms 
should reduce their system vulnerabilities so that an attacker does not 
exploit them. 

Finally, firms should try to make their data usage policy more 
explicit to customers so that consumers are aware of how their data can 
be used and feel more comfortable in sharing their personal details, 
purchase and payment histories, etc., in case of service failure (R. Hasan 
et al., 2021; M.K. Hasan et al., 2021). 

7.3. Limitations and directions for future research 

We did not consider any contingency conditions under whose impact 
the effect of chatbot traits on trustworthiness or consumer forgiveness 
could be attenuated or reduced. Future studies may also benefit from 
cross-cultural comparisons for chatbot traits. Mechanically intelligent 
chatbots, such as call center agents, can provide scripted responses to 
simple customer issues. Analytically intelligent AI-driven chatbots 
analyze customer problems (Huang & Rust, 2018), and intuitively 
intelligent AI-driven chatbots can understand customers’ complaints, i. 
e., can understand human emotions (Huang & Rust, 2018). Thus, 
AI-driven chatbots are of multiple types, exhibit several aspects of 
human intelligence, and firms increasingly employ them in consumer 
service (Hwang et al., 2019). Their traits for trustworthiness may vary, 
and future research could explore this aspect. In the present study, we do 
not effectively answer the question of what traits of AI-driven chatbots 
can help in service recovery after a service failure is caused by AI (Lu 
et al., 2020), and research may explore this further in future research. 

We also considered a service failure scenario where service recovery 
efforts were successful, i.e., the chatbot could resolve the query (in 
robustness study 2). However, double service failure is also possible, i.e., 
where a chatbot cannot resolve the query (Zou & Migacz, 2022). Though 
we consider this scenario in a robustness test, future studies could 
explore the issue in detail. 

In our theorization, we explain that trustworthiness rests on con
sumers’ perception of efforts taken by the agent to resolve the issue 
rather than the actual resolution. So even if service recovery efforts fail, 
the chatbot’s trustworthiness in terms of benevolence and integrity, and 
ability should not change, and our robustness study reports the same. 
However, a detailed theoretical and empirical investigation would be 
beneficial. 

Finally, we considered a mixed-method approach in the present 
study. However, a single case study for service failure and recovery 
leveraging a grounded theory approach to uncover the role of chatbots 
in service recovery could also be helpful, as it gives a detailed version of 
an individual’s experience. 

8. Conclusion 

To conclude the study, as predicted by CASA theory, chatbots can be 
effective in conducting service recovery efforts both across utilitarian 
and hedonic product categories. If chatbots are anthropomorphic, 
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empathetic and pose less privacy concerns, then these attributes of 
chatbots make them appear trustworthy through increased perceived 
ability, benevolence and integrity. The perceived trustworthiness of 
chatbots then increases consumers propensity to forgive the firm for 
service failure, and also spread negative word of mouth. 
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Appendix 1.1. : Study 1- Service Failure Recovery Scenario 

Appendix section here. 

Appendix 1.2. : Study 1- Service Failure Recovery Scenario 

Appendix section here. 

Appendix 2.1. : Robustness Study 1- Path Coefficients 

Appendix section here.    

Hypothesized relationship Estimate t-value Conclusion 

H1 Perceived privacy concerns ————————— > Perceived ability -0.121 * **  -3.75 Partially supported  
Perceived privacy concerns ————————— > Perceived benevolence -0.005  -1.48   
Perceived privacy concerns ————————— > Perceived integrity -0.106  -1.24  

H2 Anthropomorphism ————————— > Perceived ability 0.132 * **  3.56 Supported  
Anthropomorphism ————————— > Perceived benevolence 0.124 * **  3.95   
Anthropomorphism ————————— > Perceived integrity 0.141 * **  4.01  

H3 Perceived empathy ————————— > Perceived ability 0.155 * **  3.78 Supported  
Perceived empathy ————————— > Perceived benevolence 0.137 * **  4.05   
Perceived empathy ————————— > Perceived integrity 0.154 * **  3.98  

H4 Perceived ability ————————— > Consumer forgiveness 0.102 * **  3.55 Supported  
Perceived benevolence ————————— > Consumer forgiveness 0.102 * **  4.26   
Perceived integrity ————————— > Consumer forgiveness 0.144 * **  4.13  

H5 Perceived ability ————————— > nWOM -0.083 * **  -4.25   
Perceived benevolence ————————— > nWOM -0.103 * **  -3.64 Supported  
Perceived integrity ————————— > nWOM -0.215 * **  -3.59   

Appendix 2.2. : Robustness Study 1- Indirect Effects Mediation Models 

Appendix section here.   

Indirect effect 1 Indirect effect 2 Indirect effects 3 

Perceived privacy 
concerns————— 
> Perceived ability 
————— > Consumer 
forgiveness 

(θ = − 0.0123; 
LCI=− 0.0157; 
UCI=− 0.0089) 

Perceived privacy 
concerns————— 
> Perceived ability 
————— > nWOM 

(θ = 0.0100; 
LCI=0.0038; 
UCI=0.0162) 

Anthropomorphism————— 
> Perceived ability ————— 
> Consumer forgiveness 

(θ = 0.0134; 
LCI=0.0066; 
UCI=0.0202)     

Anthropomorphism————— 
> Perceived benevolence ————— 
> Consumer forgiveness 

(θ = 0.0126; 
LCI=0.0067; 
UCI=0.0185)     

Anthropomorphism————— 
> Perceived integrity ————— 
> Consumer forgiveness 

(θ = 0.0203; 
LCI=0.0110; 
UCI=0.0296)  

Indirect effect 4 Indirect effects 5 Indirect effects 6 

Anthropomorphism————— 
> Perceived ability ————— 
> nWOM 

θ = − 0.0109; 
LCI= − 0.0166; 
UCI= − 0.0052) 

Perceived empathy————— 
> Perceived ability ————— 
> Consumer forgiveness 

(θ = 0.0158; 
LCI=0.0086; 
UCI=0.0231) 

Perceived 
empathy————— 
> Perceived ability 
————— > nWOM 

(θ = − 0.0128; 
LCI=− 0.0187; 
UCI=− 0.0069) 

Anthropomorphism ————— 
> Perceived benevolence ————— 
> nWOM 

(θ = − 0.0127; 
LCI=− 0.0207; 
UCI=− 0.0047) 

Perceived empathy————— 
> Perceived benevolence 
————— > Consumer 
forgiveness 

(θ = 0.0139; 
LCI=0.0051; 
UCI=0.0227) 

Perceived 
empathy————— 
> Perceived benevolence 
————— > nWOM 

(θ = − 0.0141; 
LCI=− 0.0202; 
UCI=− 0.0080) 

(continued on next page) 
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(continued ) 

Indirect effect 4 Indirect effects 5 Indirect effects 6 

Anthropomorphism————— 
> Perceived integrity ————— 
> nWOM 

(θ = − 0.0303; 
LCI=− 0.0422; 
UCI=− 0.0184) 

Perceived empathy————— 
> Perceived integrity 
————— > Consumer 
forgiveness 

(θ = 0.0221; 
LCI=0.0097; 
UCI=0.0345 

Perceived 
empathy————— >
Perceived integrity 
————— > nWOM 

(θ = − 0.0331; 
LCI=− 0.0493; 
UCI=− 0.0169)  

Appendix 3.1. : Robustness Study 2- Path Coefficients 

Appendix section here.    

Hypothesized relationship Estimate t-value Conclusion 

H1 Perceived privacy concerns ————————— > Perceived ability -0.119 * **  -3.99 Partially supported  
Perceived privacy concerns ————————— > Perceived benevolence -0.018  -1.06   
Perceived privacy concerns ————————— > Perceived integrity -0.097  -1.19  

H2 Anthropomorphism ————————— > Perceived ability 0.147 * **  4.04 Supported  
Anthropomorphism ————————— > Perceived benevolence 0.106 * **  3.71   
Anthropomorphism ————————— > Perceived integrity 0.139 * **  3.59  

H3 Perceived empathy ————————— > Perceived ability 0.111 * **  3.54 Supported  
Perceived empathy ————————— > Perceived benevolence 0.132 * **  3.81   
Perceived empathy ————————— > Perceived integrity 0.118 * **  3.64  

H4 Perceived ability ————————— > Consumer forgiveness 0.126 * **  3.77 Supported  
Perceived benevolence ————————— > Consumer forgiveness 0.122 * **  3.71   
Perceived integrity ————————— > Consumer forgiveness 0.102 * **  3.62  

H5 Perceived ability ————————— > nWOM -0.091 * **  -3.82   
Perceived benevolence ————————— > nWOM -0.075 * **  -3.66 Supported  
Perceived integrity ————————— > nWOM -0.158 * **  -3.94   

Appendix 3.2. : Robustness Study 2- Indirect Effects Mediation Models 

Appendix section here.   

Indirect effect 1 Indirect effect 2 Indirect effects 3 

Perceived privacy 
concerns————— 
> Perceived ability 
————— > Consumer 
forgiveness 

(θ = - 0.0149; 
LCI=− 0.0210; 
UCI=− 0.0088) 

Perceived privacy 
concerns————— 
> Perceived ability 
————— > nWOM 

(θ = 0.0108; 
LCI=0.0055; 
UCI=0.0161) 

Anthropomorphism————— 
> Perceived ability ————— 
> Consumer forgiveness 

(θ = 0.0185; 
LCI=0.0089; 
UCI=0.0281)     

Anthropomorphism————— 
> Perceived benevolence ————— 
> Consumer forgiveness 

θ = 0.0129; 
LCI= 0.0071; 
UCI= 0.0187)     

Anthropomorphism————— 
> Perceived integrity ————— 
> Consumer forgiveness 

(θ = 0.0141; 
LCI=0.0075; 
UCI=0.0208)  

Indirect effect 4 Indirect effects 5 Indirect effects 6 

Anthropomorphism————— 
> Perceived ability ————— 
> nWOM 

θ = - 0.0133; 
LCI= − 0.0185; 
UCI= − 0.0081) 

Perceived empathy————— 
> Perceived ability ————— 
> Consumer forgiveness 

(θ = 0.0139; 
LCI=0.0065; 
UCI=0.0213) 

Perceived 
empathy————— 
> Perceived ability 
————— > nWOM 

(θ = − 0.0101; 
LCI=− 0.0148; 
UCI=− 0.0054) 

Anthropomorphism ————— 
> Perceived benevolence ————— 
> nWOM 

(θ = - 0.0079; 
LCI=− 0.0142; 
UCI=− 0.0016) 

Perceived empathy————— 
> Perceived benevolence 
————— > Consumer 
forgiveness 

(θ = 0.0161; 
LCI=0.0059; 
UCI=0.0263) 

Perceived 
empathy————— 
> Perceived benevolence 
————— > nWOM 

(θ = - 0.0099; 
LCI=− 0.0153; 
UCI=− 0.0045) 

Anthropomorphism————— 
> Perceived integrity ————— 
> nWOM 

(θ = - 0.0219; 
LCI=− 0.0312; 
UCI=− 0.0126) 

Perceived empathy————— 
> Perceived integrity 
————— > Consumer 
forgiveness 

(θ = 0.0120; 
LCI=0.0042; 
UCI=0.0198) 

Perceived 
empathy————— 
> Perceived integrity 
————— > nWOM 

(θ = - 0.0186; 
LCI=− 0.0263; 
UCI=− 0.0109)  
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