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Multi-state survival models are used to represent the natural history of a
disease, forming the basis of a health technology assessment comparing a novel
treatment to current practice. Constructing such models for rare diseases is
problematic, since evidence sources are typically much sparser and more hetero-
geneous. This simulation study investigated different one-stage and two-stage
approaches to meta-analyzing individual patient data (IPD) in a multi-state sur-
vival setting when the number and size of studies being meta-analyzed are small.
The objective was to assess methods of different complexity to see when they
are accurate, when they are inaccurate and when they struggle to converge
due to the sparsity of data. Biologically plausible multi-state IPD were simu-
lated from study- and transition-specific hazard functions. One-stage frailty and
two-stage stratified models were estimated, and compared to a base case model
that did not account for study heterogeneity. Convergence and the bias/coverage
of population-level transition probabilities to, and lengths of stay in, each state
were used to assess model performance. A real-world application to Duchenne
Muscular Dystrophy, a neuromuscular rare disease, was conducted, and a soft-
ware demonstration is provided. Models not accounting for study heterogeneity
were consistently out-performed by two-stage models. Frailty models struggled
to converge, particularly in scenarios of low heterogeneity, and predictions from
models that did converge were also subject to bias. Stratified models may be
better suited to meta-analyzing disparate sources of IPD in rare disease natu-
ral history/economic modeling, as they converge more consistently and produce
less biased predictions of lengths of stay.
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2 BROOMFIELD et al.

1 BACKGROUND

Natural history models describe the progression of a patient with a particular disease over their lifetime. This facilitates
disease planning and management with patients,1 and can also identify areas of rapid disease progression, against which
new treatments may be targeted. These models are often used in a cost-effectiveness analysis (CEA) or health technology
assessment (HTA),2 by representing the current standard of care for patients and providing a baseline for such new treat-
ments to be compared to in terms of their efficacy and cost. As such, the models need to be generalizable to future study
populations, in case they differ from the population that the original natural history model is estimated from.

A popular method of natural history modeling, in particular for progressive diseases, is through multi-state models,3,4

where different, clinically meaningful or financially distinct stages of the disease are represented as states that patients
can transition through. Timescales of age or time since diagnosis are often used, since these are very important clinical
predictors of how quickly patients progress through a disease.

To estimate such a model, a large natural history study will ideally have been conducted on a large cohort of patients
in the population of interest, with health outcomes collected throughout follow-up to populate the different stages of the
disease.2 An example is the United States’ Surveillance, Epidemiology and End Results (SEER) program.5 The advantages
of this approach are that a model estimated from such a study will serve as an accurate baseline against which to compare
new treatments from a clinical trial in this population, and that the model is unlikely to be sparsely populated. Such
cohorts are generally only available in more prevalent diseases like breast cancer.6,7 When modeling the natural history
of a rare disease, such a large study is unlikely to be feasible,8 as recruitment is problematic due to the low prevalence.
Running a smaller study would raise ethical issues since robust conclusions are unlikely to be reached.9 As a result,
constructing a natural history model of a rare disease often requires synthesis of different data sources.

Control arms of clinical trials can be synthesized, but this introduces a possibility of heterogeneity between data
sources, for example if the clinical trials were conducted in different countries, where clinical practice may vary, or at
different points in time, when standards of care may have improved. For rarer diseases, this possibility is increased as the
sources of data lessen and so have to be pooled from increasingly different populations, such as by combining registry
data with clinical trial data. Moreover, the data sources may relate to different stages of the disease, since follow-up is
more likely to be limited (particularly from clinical trials) and there may be stages for which no data are available. In this
situation, data could be elicited from professional opinion,2 although this is of course much more prone to bias. Covariate
information will also be much sparser in rare disease analysis, and is likely to be inconsistently recorded across multiple
data sources.

This synthesis of evidence between disparate, small data sources can create problems for the generalizability of the
natural history model. A model that does not account for the heterogeneity between data sources is likely to make inac-
curate predictions. Moreover, it will not be adaptable to new study populations, which restricts the use of the model since
it cannot then be used in a HTA of a treatment in a new population. Different methods of adjusting for this heterogene-
ity make different assumptions that affect the interpretation of predictions, such as through the incorporation of random
effects that can result in conditional and marginal predictions.3,10 It is not simple to determine which model/predictions
should be used to provide a meaningful comparison to a new study in a HTA. It has been argued that conditional
models should be the baseline from which both conditional and marginal predictions can be estimated.11 Additionally,
these methods are more computationally intensive, since the estimates of heterogeneity will be reliant upon just a few
observations (the number of data sources), and so models may not converge and heterogeneity estimates may not be
identifiable12 in a rare disease context. This is an important measure to correctly estimate, since it is through this that
the CEA/HTA can be conducted by providing a meaningful baseline comparison for the current standard of care in the
disease.

This simulation study sought to identify the most appropriate methods for combining multiple disparate sources of
multi-state data, when the number and size of the sources are small. The focus was on identifying methods that both cor-
rectly estimate the disease progression in the population(s) for which data are available, and estimate the heterogeneity
between these populations, which allows the generalization of the natural history model to future studies in new popu-
lations. A real-world application of the methods was also conducted on a dataset from a variety of studies of Duchenne
Muscular Dystrophy (DMD), a neuromuscular rare disease primarily affecting boys. This allowed a software implementa-
tion of the methods to be demonstrated, and highlights the different interpretations of study predictions from each model.
A framework of models for multi-state meta-analysis of survival IPD is presented in Section 2, after which the motivating
example of DMD is presented in Section 3. The details of the simulation study are discussed in Section 4 and the results
are given in Section 5, followed by a discussion in Section 6.
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BROOMFIELD et al. 3

2 MULTI-STATE SURVIVAL IPD META-ANALYSIS METHODS

A general framework for meta-analyzing multi-state IPD survival data is presented, with different modeling options. The
main distinction between the models is whether to adjust for study source in one or two stages, but assumptions around
shared or independent transition parameters can also be varied. Weibull baseline hazards are considered, with propor-
tional covariate effects, but the methods can easily generalise to alternative baselines, such as modeling the timescale
using restricted cubic splines, or to more complex covariate relationships.

2.1 Notation

The following notation is used. Patients are denoted by i, studies by j and transitions by k. The transitions in a multi-state
model are labeled from 1 to K, with an associated transition-specific hazard function for a patient in a study hijk(t).

2.2 No adjustment

The simplest method in the framework is to assume no heterogeneity between studies. A common Weibull baseline hazard
function, with scale and shape parameters 𝜆k and 𝛾k respectively, patient covariate information Xijk with associated effects
𝜷k and observed event time t, is estimated for each transition with shared parameters across studies:

hijk(t) = 𝜆k𝛾kt𝛾k−1 exp(Xijk𝜷k)

This method does not adjust for study source, and so if a new study were being compared to a natural history model
constructed with this method then there would be no adjustment possible to ensure comparability between the two pop-
ulations. However, this restrictive assumption does increase the likelihood of model convergence, and making model
predictions (and interpreting them) is more straightforward, since only fixed-effects parameters are estimated.

In this and subsequent models, as many covariates as desired can be included in the linear predictor as Xijk𝜷k.
This formulation assumes transition-specific, proportional hazards for covariate effects that are common across studies
(which also allows covariates that change over time to be included), but it is easy to relax this assumption to non-linear
relationships or include interactions between covariates if desired.

2.3 One-stage adjustment (frailty)

Many different one-stage methods exist to adjust for study source.3,13-17 These methods fall under a wide variety of names,
some of which are synonymous for identical methods. There are hierarchical methods, which introduce levels to the
model to allow for effects at the study level and at the patient level.13,16 There are random-effect methods, which allow
parameters within the model to vary by study source but come from a common distribution.14 Some of these are termed
frailty models, since the random-effect parameter(s) can give a measure of whether studies contain more or less frail
patients.3,12 In some contexts, the data sources are not grouped by study, but rather by geographic location, or nested
within individuals, and so the more general term of cluster is given to these groups.18,19

One of the simplest cases of one-stage adjustment for study source is to introduce random effects for the scale
parameters 𝜆k in each (transition-specific) baseline hazard:

hijk(t) = 𝜆k𝛾kt𝛾k−1 exp(𝛼jk + Xijk𝜷k),
𝛼jk ∼ N

(
0, 𝜎2

k
)

This method assumes independent frailties for each transition, allowing the scale parameters to vary in each transition
with different variances for each transition. This constricts baseline hazards to be proportional between studies. An overall
mean scale 𝜆k is estimated conditional on zero frailty. Since no study will ever have precisely zero frailty, it may be more
useful to estimate study-specific scale parameters through the empirical Bayes estimator of the random effects.20 Then, if a
new study is similarly frail to a study in the original analysis (ie, with similar relevant covariate distributions) then natural
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4 BROOMFIELD et al.

history predictions from this original study can serve as a baseline, while benefiting from the increased strength/power
by including the other original studies. This does rely on identifying an original study that is suitably similar to the new
study. Another solution is to obtain marginal predictions by (numerically) integrating out the frailty. However, while this
is approach is available in software packages for single transitions in a frailty survival analysis, it has not been generalized
to a multi-state setting due to the increased computational intensity that arises from transitions with delayed entry and
the possibility of shared parameters across transitions. This study therefore focused on the estimates conditional on zero
frailty.11

A random-effects model also complicates the likelihood estimation, since each study’s contribution to the likelihood
is now conditional on random effects, which need to be marginalised. Since 𝛼jk is assumed to follow a Normal distri-
bution with mean 0, then the integral cannot be calculated in closed form, and so numerical integration must be used
to estimate the integral and to then maximise the likelihood. An alternative to the Normal distribution is to assume
Gamma-distributed random effects, which allow a closed form likelihood. Mean-variance adaptive Gauss-Hermite
quadrature was used to evaluate this integral,16 but this is a computationally intensive method, particularly when the
number of studies is low. Other integration methods, such as non-adaptive Gauss-Hermite quadrature or Monte Carlo
integration,21 could be used, but in the context of a simulation study are hard to rigorously assess. It is worth noting
that model convergence is often more of a computational limitation than a methodological one. In other words, a model
that does not converge may perform better (ie, be less biased) than one that does, provided it can be made to converge.
This could happen with novel software developments or altering techniques/software choices used for model fitting and
estimation (such as optimising starting values), meaning that it is not worth disregarding a model purely because it does
not converge.

The assumptions made by this model could be altered depending on beliefs about the nature of the data at hand. For
instance, a shared frailty term 𝛼j ∼ N(0, 𝜎2) could have been assumed, restricting the between-study variance of the scale
parameters in each transition to be the same. This would require a stacked model with a likelihood dependent upon all
transitions. Random effects could also have been considered on the shape parameters 𝛾k, or on the covariate effects to
investigate if these vary between study–again, either independent to each transition or shared across all transitions.

2.4 Two-stage models

2.4.1 Proportional two-stage model

The one-stage frailty model discussed above can also be estimated in two stages. The first stage is to directly estimate a
different scale parameter for each study on each transition:

hijk(t) = 𝜆jk𝛾kt𝛾k−1 exp(Xijk𝜷k)

This gives J different scale parameters𝜆1k, … , 𝜆Jk per transition, one for each study, as well as shared parameters 𝛾k, 𝜷k per
transition. The second stage is then to obtain population-wide estimates of 𝜆k for each transition through a meta-analysis:

𝜆̂jk ∼ N
(
𝜆k, 𝜎

2
k
)

The marginal estimate of 𝜆k can now be used alongside the estimates of the fixed-effects parameters 𝛾k, 𝜷k. Uncertainty
in these estimates should account for both within-study variability (Var(𝜆jk)) and between-study variability

(
𝜎

2
k

)
. Fitting

this model over two stages, rather than in one, reduces the computational demand and so increases the probability of
convergence.

2.4.2 Stratified two-stage model

The methods discussed so far have assumed proportional (or identical) baseline hazards between studies. An alternative
to this is to consider stratified baseline hazards by studies. This method has often been adopted when interest lies in
a treatment effect, since one can adjust for different study populations by baseline stratification but assume shared, or
random, covariate effects.13,14 A second stage to these methods is considered here where the baseline parameters are
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BROOMFIELD et al. 5

also synthesized to obtain baseline estimates for the whole population. This method differs to the proportional two-stage
method in that it stratifies both scale and shape parameters in the first stage:

hijk(t) = 𝜆jk𝛾jkt𝛾jk−1 exp(Xijk𝜷k)

Population-wide estimates are then obtained from the study-specific estimates through a multivariate meta-analysis:

(
𝜆̂jk

𝛾̂ jk

)

∼ MVN

((
𝜆k

𝛾k

)

,

(
𝜎

2
𝜆,k 𝜌k𝜎𝜆,k𝜎𝛾,k

𝜌k𝜎𝜆,k𝜎𝛾,k 𝜎
2
𝛾,k

))

The method presented above stratifies only Weibull baseline parameters; this could be extended to covariate effects or
more complicated baselines if desired, although the same distribution would have to be applied to each study. Different
distributions could be applied to different transitions if desired.

2.5 Multi-state estimands

In a standard survival analysis, common estimands of interest include survival probabilities (the probability of not expe-
riencing the event) and restricted mean survival time (the mean time spent without experiencing the event, calculated as
the area under the survival probability function). The multi-state equivalent of these estimands are transition probabilities
and lengths of stay (LOS).

Transition probabilities give the probability of being in a state at a later time 𝜏 in follow-up, given a state occupancy
at an earlier time. A special case of these probabilities is calculated from time 0 when patients all begin in state 1; these
are referred to as state occupancy probabilities. If the process G(t) represents the state a patient is in at time t, then these
probabilities are defined as:

pk(𝜏) = P(G(𝜏) = k|G(0) = 1) (1)

LOS represent the mean times spent in each state up to this later follow-up time, and can be obtained from calculating
the areas under the curve of transition probabilities:

LOSk(𝜏) = ∫
𝜏

0
pk(u) du (2)

Transition probabilities (and thus LOS) will depend on the estimated hazard functions between states. In some simple
cases, closed-form expressions of transition probabilities can be written with analytic solutions available. However, it is
often more straightforward, and in some cases essential, to use a numerical approach instead.22 In this study, a simula-
tion approach (separate to the simulation of data to evaluate the different methods) was adopted to estimate transition
probabilities and LOS. Once hazard functions hijk(t)were estimated from a given model, the disease progression of many
patients were simulated according to these estimates and transition probabilities were calculated as the proportion of
patients in each state at given points in follow-up. LOS could then be calculated from the areas under these transition
probabilities.

When predicting these measures from a random-effects model, the choice of conditional or marginal predictions must
be made. Conditional predictions may be easier to compute, and useful for study-specific inference, but frailty predictions
might be more interpretable for the general population.

3 APPLICATION TO DMD DATA

3.1 Introduction to the data

The four methods in the dataset were applied to a real-world dataset of patients with DMD, made available from the
C-Path Duchenne Regulatory Science Consortium (D-RSC).23 An overview of the dataset is provided in Table 1, with
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6 BROOMFIELD et al.

T A B L E 1 Overview of the DMD dataset.

Study Region Study type n Age range Study period

Pooled International — 1005 4–34 2004–2018

1 USA Natural history 38 4–31 10 years follow-up

2 USA Clinical test data 22 4–14 2009

3 International Natural history 427 4–34 2006–2009

4 International Trial placebo arm 113 7–15 2013–2015

5 USA Natural history 81 5–18 2010–2018

6 International Trial placebo arm 57 5–16 2008–2009

7 International Trial placebo arm 114 7–15 2013–2014

8 International Clinical trial 63 4–12 2004–2007

F I G U R E 1 Assumed multi-state structure of the DMD dataset.

further information in Supplementary Material 2. Example code is provided in Supplementary Material 3, applied to a
simulated dataset (also available).

There were eight studies from a range of locations; three of the studies were conducted in the USA, while the remaining
five contained international populations with patients from North America, South America, Europe, Asia and Oceania.
The studies were a combination of natural history cohorts and clinical trials, with large variation in the total follow-up;
follow-up from the natural history studies typically lasted longer than from the clinical trials. As a result, there is likely
to be a fair amount of heterogeneity between the data sources.

The dataset contained information on test scores such as the 6-min walk distance24 and forced vital capacity, from
which states were determined corresponding to earlier (ambulatory) and later (non-ambulatory and ventilated) stages of
DMD. No mortality data were present, and so reconstructed mortality IPD were instead used from a systematic literature
review of 12 international studies on mortality in patients with DMD.25 Figure 1 shows the multi-state structure that was
assumed to demonstrate and contrast the methods.

The five transitions in the model have been labeled sensibly, but any ordering of transition labels can be used (so long
as they are specified in the correct order in the transition matrix).

3.2 Comparison of models

The DMD dataset informed transitions 1 and 2, and the reconstructed mortality dataset informed transitions 3, 4, and
5. Patients in the mortality dataset were mapped to intermediate states 1–3 using the age distributions of patients in
these states in the DMD dataset. While the amount of follow-up between studies varied, the models are able to account
for this by estimating each transition hazard from follow-up contributions of any patients observed to make (or be at
risk of making) the transition. Covariate information (beyond that which was used to map patients onto each state)
was not available consistently across studies to be included in the model specification. In the Supplementary Materi-
als, the example code is applied to a simulated dataset where two covariates are available, and so these covariates are
included in the model demonstration and comparison to highlight differences when covariates are available in the real
world.
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BROOMFIELD et al. 7

F I G U R E 2 Model predictions of transition probabilities and lengths of stay in the DMD states.

T A B L E 2 Lengths of stay in the DMD states at age 30.

Method Early ambulatory Late ambulatory Non-ambulatory Dead

None 15.18 (14.71, 15.68) 0.80 (0.48, 1.33) 8.20 (6.57, 10.24) 5.81 (4.64, 7.27)

Frailty 15.92 (15.54, 16.30) 0.57 (0.36, 0.92) 6.67 (5.33, 8.34) 6.84 (5.62, 8.33)

Two-stage proportional 14.97 (14.52, 15.44) 0.72 (0.45, 1.15) 6.88 (5.58, 8.48) 7.43 (6.19, 8.92)

Two-stage stratified 14.79 (13.85, 15.80) 0.95 (0.56, 1.61) 8.70 (5.64, 13.40) 5.56 (2.85, 10.87)

The estimates of transition probabilities and LOS are presented across the four health states in Figure 2. Table 2
presents LOS at 30 years of age across the health states with confidence intervals to quantify the uncertainty in model
predictions.

There is some discrepancy between all four models in both transition probabilities and LOS. For instance, after 30
years, the no-adjustment model predicted 8.2 years spent in the non-ambulatory state, the frailty model predicted 6.7
years, the two-stage proportional model predicted 6.9 years and the two-stage stratified predicted 8.7 years. A range of 2
years between the four models is significant in terms of a possible error in a reference population to which a new treatment
is being compared, and may lead to inappropriate decision-making from a HTA that relied on an incorrect model. Some
of the difference in predictions between models could be because predictions from the frailty model are conditional on
zero frailty, rather than marginal, although they do align with the two-stage proportional model’s predictions, suggesting
this conditional estimate may be close to what the marginal frailty predictions would be.

4 SIMULATION STUDY METHODS

The simulation study followed the “ADEMP” structure proposed by Morris et al;26 this section details the aims, data
generation, estimands, methods, and performance measures of the study.
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8 BROOMFIELD et al.

F I G U R E 3 Illness-death model, with transitions hk(t) between states.

4.1 Aims

The primary aim was to determine which method(s) should be used to model the natural history of a rare disease and
quantify progression through its different stages. This was assessed by both model accuracy (comparing predicted esti-
mates of transition probabilities and LOS to known truths) and convergence, since methods that correctly account for
the nature of the available data may be too complex to estimate reliably, potentially requiring a more restrictive but
robust method to be considered instead. Another factor of interest was how accurately methods capture the heterogeneity
between study sources, which in rare diseases is likely to be far greater since data sources are typically more heteroge-
neous and more infrequent. This measure is hard to compare across different methods since different assumptions cause
the interpretation of heterogeneity parameters to vary.

4.2 Data generation

Biologically plausible data were simulated based on two exemplar disease trajectories: one with relatively slow progression
through intermediate states, such as Duchenne Muscular Dystrophy (DMD),27 where patients live with the disease and its
effects for a number of years (median survival of 28.1 years25); and one with more rapid progression, such as infantile-onset
spinal muscular atrophy (SMA),28 where median survival from diagnosis can be just 8 months. This is important to assess
the performance of the models across a realistic range of disease types, since rare diseases are typically heterogeneous.
Individual patient data (IPD) on disease progression in DMD were available from the Critical Path (C-Path) Institute,23

from which biologically plausible parameters were derived. Plausible parameters for disease progression in SMA were
derived from a published natural history study.28

The underlying data structure was an illness-death model, with forward transitions allowed only (patients can move
from state 1 directly to state 3 (a terminal state) or via state 2 (an intermediate state). Figure 3 shows the structure of this
model. In the context of the example disease trajectories (DMD and SMA), state 1 corresponds to an early disease state,
where mortality rates are lower and quality of life is higher, and state 2 to a late disease state, where the reverse is true.
IPD were assumed to be available from each simulated data source.

Studies were simulated independent of one another to allow the data-generating mechanism (DGM) to assume either
the same or different (transition-specific) baseline parameters and covariate effects in each study. The baseline hazard
function for each transition was assumed to follow a Weibull distribution, and two covariate effects were included—one
continuous, one binary. Once the data had been generated for each study, they were pooled into one dataset for analysis.

Firstly, it was assumed that each study had the same baseline parameters and covariate effects (DGM 1, no hetero-
geneity). This meant that for transition k ∈ {1, 2, 3}, the hazard function for patient i in study j, with covariate values
X1,ijk ∈ R,X2,ijk ∈ {0, 1} respectively, is:

hijk(t) = 𝜆k𝛾kt𝛾k−1 exp(X1,ij𝛽1,k + X2,ij𝛽2,k)

The next two DGMs introduced heterogeneity between studies by allowing the baseline parameters to vary randomly.
This was done by taking random draws 𝛼𝜆,jk and 𝛼𝛾,jk from N(0, 𝜎2

𝜆,k) and N(0, 𝜎2
𝛾,k) distributions respectively for each study

on the log-scale (allowing for the baseline hazard parameters in one study to vary differently across each transition). The
baseline parameters were then modified in the following two ways:
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BROOMFIELD et al. 9

T A B L E 3 Parameter values considered in the simulation study.

DGM (Heterogeneity) 𝝈2
𝝀,k
, 𝝈2

𝜸,k
(𝝀1, 𝝀2, 𝝀3), (𝜸1, 𝜸2, 𝜸3) j nj X1,X2 𝜷1,k, 𝜷2,k

1 (None) −,− (1.5e − 5, 1.5e − 8, 0.0054) 3 1000 N(0, 102), 0.01, 0.5

2A (Proportional) 0.352
,− (4.2, 6.6, 1.7) 5 100 Bin(1, 0.5)

2B (Proportional) 12
,− (0.2, 0.2, 0.2), (1.2, 1.2, 1.2) 10 1000 × 1,

3A (Stratified) 0.052
, 0.052 100 × (j − 1)

3B (Stratified) 0.12
, 0.12

𝜆jk = 𝜆k exp(𝛼𝜆,jk)

→ hijk(t) = 𝜆jk𝛾kt𝛾k−1 exp(X1,ij𝛽1,k + X2,ij𝛽2,k)

𝜆jk = 𝜆k exp(𝛼𝜆,jk), 𝛾jk = 𝛾k exp(𝛼𝛾,jk)

→ hijk(t) = 𝜆jk𝛾jkt𝛾jk−1 exp(X1,ij𝛽1,k + X2,ij𝛽2,k)

Thus, the true baseline parameters for the whole population remained 𝜆k and 𝛾k but there was heterogeneity between
study populations. In DGM 2, the baseline hazards were proportional between trials since they differ only by the mul-
tiplicative term exp(𝛼𝜆,jk). In DGM 3, the hazards were stratified between trials since each trial has its own baseline
parameters 𝜆jk and 𝛾jk on transition k. However, the nature of the data generation meant that the true hazard functions
(and thus true estimands, which were predictions based on these hazard functions) were known–both in terms of the
overall population and in each study.

Table 3 lists the different parameter values that were varied factorially in the simulation study.
There were 5 × 2 × 3 × 3 × 1 × 1 = 90 different scenarios considered in total. For the five different variances across the

three DGMs given in Table 3, the following scenarios were considered. Three, five and 10 studies were simulated for each
permutation of parameter values; once with 1000 patients in each study, once with 100 patients in each study and once
with 1000 patients in one study and 100 patients in the other studies. True parameter transition values for (𝜆1, 𝜆2, 𝜆3) and
(𝛾1, 𝛾2, 𝛾3) were set to (0.000015, 0.000000015, 0.0054) and (4.2, 6.6, 1.7), then (0.2, 0.2, 0.2) and (1.2, 1.2, 1.2) respectively.
The first set of these values correspond to progression rates for a disease such as DMD, where every patient will have died
by the age of 50, and have been informed by collapsing the DMD data on disease progression into two stages: early DMD,
where the patient can still walk, and late DMD, where the patient can no longer walk and will likely require ventilation
support and assistance with hand-to-mouth functions. The second set of values correspond to progression in a disease
like SMA, where 50% of patients will have died or moved to permanent ventilatory support within 1 year of birth, and
almost all patients will have died within 10 years. Covariates X1 and X2 were simulated from N(0, 102) and Bin(1, 0.5)
distributions for each patient in each study, representing a mean-centred continuous covariate and a binary covariate.
These were assumed to have effects of 𝛽1,k = 0.01 and 𝛽2,k = 0.5 on all of the log-hazard functions. In DGM 1 there are
no random-effect parameters; in DGM 2, moderate and large values of 0.352 and 12 were assigned to 𝜎2

𝜆,k (proportional
heterogeneity); in DGM 3, moderate and large values of (0.052

, 0.052) and (0.12
, 0.12)were assigned to (𝜎2

𝜆,k, 𝜎
2
𝛾,k) (stratified

heterogeneity). Figure 4 shows the transition probabilities that would be observed from the 2.5th and 97.5th centiles of the
Normal distributions with moderate and high variances in DGM 3, motivating the choices of the variance parameters in
DGM 3. Variance parameters for DGM 2 were determined in a similar manner.

The main mechanism of the simulation study was to vary both the number of simulated studies and the sample sizes
in these studies, to investigate the methods in a rare disease context. Administrative censoring was introduced at 50 years
to ensure no extrapolation beyond observed follow-up in the calculation of transition probabilities and LOS was required,
allowing the analyses to be focused on the performance of the meta-analysis methods. The survsim command was used
to simulate multi-state data from the three hazard functions.29

4.3 Estimands

The estimands were population-level transition probabilities to and LOS in each state at 10 and 20 years of follow-up
for the first set of baseline parameter values (DMD context), and at 2 and 4 years for the second set (SMA context).
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10 BROOMFIELD et al.

F I G U R E 4 Plausible range of transition probabilities under moderate
(
𝜎

2
𝜆,k = 𝜎

2
𝛾,k = 0.05

)
and high

(
𝜎

2
𝜆,k = 𝜎

2
𝛾,k = 0.1

)
variance in

shape and scale parameters (DGM 3). (a) Moderate heterogeneity; (b) Large heterogeneity.

These relatively long follow-up times were chosen as the context of the study is natural history modeling, meaning longer
follow-up is required to map out the progression of the disease across a patient’s lifetime after diagnosis. It was assumed
that all patients began in state 1 at origin, equating the transition probabilities to state occupancy probabilities. These esti-
mands were calculated for patients with covariate values of 0 for the continuous variable and 1 for the binary variable. This
study used the predictms command30 to numerically estimate transition probabilities and LOS. The true values of the
estimands were calculated numerically from the known population-level parameters (𝜆k, 𝛾k, 𝛽1,k, 𝛽2,k) for each transition.

A key objective of an economic evaluation is often to estimate the mean quality adjusted life years (QALYs) gained
that are associated with a new treatment compared to the standard treatment. Therefore, estimates of mean survival are
required (in each state), motivating the use of LOS in each state as an estimand. However, it is possible to accurately
estimate the mean LOS for each health state, but to over-/under-predict earlier in a state and under-/over-predict later,
which is why using transition probabilities at different points in follow-up as an estimand is also important, since these
would reflect this inaccuracy in predictions. The transition probabilities are measured from origin, using a continuous
timescale—in an economic context, they have the same interpretation as the proportion of patients in each state after 2
and 4, or 10 and 20 years in a Markov trace table.

4.4 Methods

Four different methods were used to estimate transition-specific hazards; one approach that did not account for studies,
as well as a one-stage approach and two two-stage approaches for adjusting for study source. The first model is termed
the no adjustment model, the second is the frailty model, the third is the two-stage proportional model and the fourth is
the two-stage stratified model. All models estimated shared transition-specific covariate effects between studies for the
continuous and binary covariate, since this is how the data were simulated.

In the frailty model, five-point quadrature was used first to numerically evaluate the likelihood integral. If this did
not converge then 11-point and 21-point quadrature were used, consistent with the simulation study used to develop the
method.16 This model (along with the proportional two-stage method) is the true method for analyzing data from DGM 2,
where heterogeneity was simulated proportionally between studies. The simulation study therefore provides inference on
the identifiability of random effects in rare disease settings, where the low number of studies (which equate to the number
of data points from which to identify the variance parameter) is problematic. The no adjustment model corresponds to
the true method for analysing data from DGM 1, while the stratified two-stage method is the true method for DGM 3.

The one-stage method included in the simulation study assumed proportional baseline hazards between studies. An
alternative to this is to consider stratified baseline hazards by studies. This method has often been adopted when inter-
est lies in a treatment effect, since one can adjust for different study populations by baseline stratification but assume
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BROOMFIELD et al. 11

shared, or random, covariate effects.13,14 However, this study considered a second stage to these methods where the base-
line parameters are also synthesized to obtain baseline estimates for the whole population. Two different methods were
considered, the first of which stratified only scale parameters (thus making baselines proportional between studies):

Transition probabilities and LOS were calculated using predictms30 from the estimates (𝜆̂k, 𝛾̂k, 𝛽1,k, 𝛽2,k).

4.5 Performance measures

The performance of the estimated transition probabilities and LOS were measured by bias, coverage and empirical stan-
dard error, with uncertainty in these quantified by Monte Carlo standard errors (MCSEs).26 The probability of convergence
was also used to assess the performance of each method. A maximum of 30 iterations of log-likelihood convergence were
allowed for each method before convergence was deemed to have failed.

5 RESULTS

5.1 Model convergence

The proportion of simulated datasets which converged across all simulation scenarios is presented in Figure 5.
Convergence was very poor for the frailty model, particularly when there was no underlying heterogeneity between

studies (meaning the frailty model is trying to overfit the data). This is observed in Figure 5 as the yellow line is lower in
scenarios with no study heterogeneity (DGM 1). However, even when the frailty model was the correct model to fit (under
proportional heterogeneity in DGM 2), model convergence was still not perfect; for the scenario of a DMD-like disease
with 10 studies of 1000 observations each, model convergence was 53% when under moderate scale-parameter heterogene-
ity and 43% under large scale-parameter heterogeneity. In general, this poor convergence was due to the small number

F I G U R E 5 Convergence of models across all scenarios. The key along the bottom of the figure indicates the simulation scenario
corresponding to the observed convergence for each model.
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12 BROOMFIELD et al.

of studies that were being meta-analyzed (3, 5, or 10) since this is the effective sample size from which the frailty term
is being estimated. Convergence for other models was either perfect or almost perfect; the two-stage proportional model
converged at least 98% of the time in all scenarios, and the two-stage stratified model converged at least 93% of the time.

It is possible that in some of the situations where the frailty model did not converge, model convergence could have
been achieved (eg, through specifying a greater number of integration points, a lower tolerance criterion for log-likelihood
convergence than Stata’s default of 1e − 7, or a different integration technique, such as non-adaptive Gauss-Hermite
quadrature). However, including too many options in a simulation study is impractical, particularly when considering
such a range of scenarios. These results highlight the possible difficulties that may occur when attempting to fit a one-stage
frailty model to heterogeneous IPD studies of rare diseases. It is likely, though not guaranteed, that model performance
would be similar to model performance in scenarios where the model does converge, since it is the same model being fitted
with the same assumptions, only tweaking methods for estimating the model parameters. To assess this, 10 simulated
datasets across three different scenarios were investigated where the frailty model failed to converge in the simulation
study. The model could be made to converge by increasing the number of integration points in the numerical integration
of the likelihood function. The bias observed from the 30 converged frailty models across the three scenarios was very
close to the bias observed from the subset of models in the same scenarios that converged in the simulation study.

5.2 Bias and coverage

Figures 6 and 7 show respectively the bias and coverage (with confidence intervals calculated using MCSEs) of transition
probabilities and LOS at 10 years of follow-up for a disease similar to DMD. The results are shown across methods for
scenarios in which there was one study of 1000 patients and nine of 100 patients. Results are presented only for the subset

F I G U R E 6 Bias of transition probabilities and LOS at 10 years for a disease similar to DMD. Scenarios with one study of 1000 patients
and nine studies of 100.
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BROOMFIELD et al. 13

F I G U R E 7 Coverage of transition probabilities and LOS at 10 years for a disease similar to DMD. Scenarios with one study of 1000
patients and nine studies of 100.

of models that converged. Bias and coverage are both presented to investigate whether coverage is poor even in situations
with minimal bias. Convergence is also shown to highlight the limitations of interpreting results where convergence is low.

Supplementary Figures 1 and 2 show respectively the bias of transition probabilities and LOS at both follow-up points
for diseases similar to DMD (10 and 20 years) and SMA (2 and 4 years). The results are shown across methods for all
scenarios (again, only for the subset of models that converged). The model with no adjustment for study source was
generally the most biased in predicting transition probabilities and LOS for the DGMs shown in Figure 6. In scenarios
with high heterogeneity (DGMs 2B and 3B) LOS in state 1 were negatively biased by up to 0.4 years (5 months), which
also caused positive bias in states 2 and 3. However, the frailty model performed more poorly than the other models
across all scenarios for predictions in states 2 and 3, particularly at later points in follow-up (Supplementary Figure 2)
and even when it was the correct model to fit. In some scenarios, a mean bias of −2.0 years spent in state 2 and 2.0 years
in state 3 was observed from this model, which suggests that even frailty models that converge may not give reliable
predictions. This could be due to the fact that the frailty estimates are conditional on zero frailty, rather than marginal
over the population. It highlights the lack of identifiability of proportional heterogeneity when the number of studies is
small. Some bias was observed from the two-stage models but generally this was of a much lower magnitude. The bias
of the two-stage models is lower in states 2 and 3 than the bias of the no adjustment and frailty models. However, there
were some scenarios where predictions of LOS in state 1 were more biased for the two-stage models than for the frailty
model. In general, the direction of bias was consistent across methods; if predictions in one state were negatively biased
for one model, they were negatively biased for all models, and vice versa.

Coverage was good across all scenarios under no heterogeneity, except for transition probabilities to and LOS in states
2 and 3 for the frailty model (Figure 7). Since there was a small amount of bias observed in these scenarios, it is likely
that this is what is causing the poor coverage. This suggests that the methods can satisfactorily quantify uncertainty in
model predictions under scenarios where there is very minimal or no study heterogeneity. However, once heterogeneity
is present, coverage is very poor, and gets worse as this heterogeneity increases.
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14 BROOMFIELD et al.

The calculation of uncertainty in the model predictions only takes into account fixed-effect variability, rather than
any estimated random-effect variability. When no random effects are being estimated (in the first model), this method
cannot be improved and used to quantify the uncertainty. However, for the other methods, the estimated variance between
studies needs to be taken into account in order to obtain suitably wide confidence intervals. This is not currently possible
using standard software packages, and so could not be implemented feasibly into the simulation study. A demonstration
of how to obtain confidence intervals that account for the random effects as well as the fixed effects for model predictions
from the one-stage frailty model is given in Supplementary Material 6. Another factor affecting the poor coverage is that
the percentage biases are quite high for some model predictions (particularly in states 2 and 3), due to the true values
of these predictions being close to zero. The full simulation results are available in Supplementary Material 5, including
empirical standard errors of the estimands from each simulated scenario.

6 DISCUSSION

This paper shows the importance of adjusting for study source when modeling the natural history of rare diseases, despite
the difficulties that can arise in parameter estimation and interpretation. It is likely that data sources collected when
attempting to estimate the natural history of a rare disease will be heterogeneous in a number of ways, and a failure to
account for this in the modelling stage can lead to biases in estimating the time spent in disease/health states. This has
a direct impact on the HTA of new or existing treatments, since times spent in states will be used to calculate QALYs
based on the utilities of these states. While biological plausibility should always be considered in model selection, if there
is disagreement between model predictions then the model that is more flexible in between-study variability (ie, the
two-stage stratified model in this study) should be used since it is likely to be capturing more of the heterogeneity between
studies than the alternatives.

The lower absolute bias of population-level transition probabilities and LOS observed for the two-stage stratified model
in all scenarios considered, particularly for later states, suggests that this approach is the most adept across a range of
between-study heterogeneity, although simulation under alternative, non-Weibull data generating mechanisms (such as
flexible parametric models) may be required to assess this further. The largest absolute bias when estimating LOS observed
for this method was −0.14 years spent in state 1, which was a percentage bias of just −1.6%. In contrast, the model with
no adjustment for study source was biased by −0.40 years in the equivalent scenario, corresponding to a percentage bias
of −4.7%. Higher percentage biases were observed for this model, and other models, in other states when the true values
were closer to zero. Transition probabilities were more robust to a lack of adjustment for study heterogeneity, but LOS are
used more frequently in a HTA. Confidence intervals were poorly estimated due to a lack of adjustment for random-effect
heterogeneity.

Model convergence is also an important limitation to consider in the methods discussed. While convergence is not
a criteria on which to base model selection, models such as the frailty model may be limited in their usefulness in the
setting of rare disease natural history modeling due to their poor convergence. The advantage of models that do not
account for study source is that their simplicity makes them much more likely to converge. The fixed-effects models in
the first stage of the two-stage models, which stratify either scale or shape and scale Weibull parameters by study, also
had high convergence, but the second stage of these models (the meta-analysis of these stratified parameters) was slightly
more prone to non-convergence. However, there are options to alleviate this on a case-by-case basis, for example by alter-
ing the estimation technique used (the default in mvmeta is restricted maximum likelihood, but unrestricted maximum
likelihood and multivariate methods of moments can also be used31) or the starting values of the variance-covariance
matrix, which in the simulation study was set to an identity matrix. Similarly, while convergence of the one-stage frailty
model was poor in the simulation study, this can be improved on an individual basis. However, it is possible that the
model will never converge, particularly when underlying heterogeneity is low and when the number of studies is low.
The non-convergence of the frailty model in a large proportion of the simulated scenarios is a key finding of this paper,
particularly even when it was the true underlying model used to simulate the data. As a result of the high levels of
observed non-convergence, very limited conclusions should be drawn on the other estimands calculated from the frailty
model.

A further motivation to use methods that account for study source is that study-specific model predictions may be able
to be made. A failure to do so creates the risk of overfitting, since future study populations will not be represented by the
natural history model. For example, in the frailty model, empirical Bayes means of random-effect terms can be estimated
in Stata, from which study-specific scale parameters can be obtained. In the two-stage approaches, in order to still include
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BROOMFIELD et al. 15

information from the other studies, study-level covariates could be included to observe how baseline parameters may vary
across the studies’ population(s). Once these study-specific estimates have been obtained, they can be used as a reference
for a new study population that may be more similar in nature to one of the current studies, rather than using the pooled
predictions that may not be generalizable. However, deciding which study is the most similar in nature to the new study
is not obvious, and relies on consistent study-level covariate information being available across all the studies. It would
also be preferable to incorporate such covariate information into the model to obtain a more representative baseline
comparison for the new study. In the absence of such information, though, using study-specific predictions may still be
preferable to population-wide predictions, which may average over a wide range of geographic locations or time periods
and so not be representative of the new study population.

The methods have all been considered in a frequentist approach, but it would be possible to translate them to a
Bayesian framework. With the development of Bayes software programs and languages such as Jags and Stan, Bayesian
IPD meta-analysis is increasingly feasible (implemented via Markov Chain Monte Carlo algorithms), and may have some
particular use in a rare disease setting, where sparser transitions could be fed by prior clinical beliefs. This is a worthwhile
and planned area of future research.

The simulation study considered 90 different variations in data-generation factorially, allowing for a wide range of
biologically plausible scenarios to be considered. Scenarios not considered in the simulation study were more com-
plex baseline hazards and covariate relationships, varying the follow-up time between studies, extensions beyond the
illness-death model considered in the study (although it is likely that these results will generalise to more complex dis-
ease structures), and pooling studies with IPD together with studies that only have aggregate data available. It is worth
noting that the models all correctly accounted for covariate effects in the simulation study, since these were simulated
under proportional hazards. Similar model performance might be expected in scenarios where covariate effects are not
proportional, since the models have the flexibility to account for this if desired. Future work could investigate the perfor-
mance of models under misspecification of more complicated baseline and covariate relationships and differing lengths
of study follow-up.

This paper has compared different approaches to modeling the natural history of rare diseases with multiple sources
of IPD, and demonstrated that a lack of accounting for the (probable) heterogeneity between these sources will lead to
bias in population-level model predictions that economic decisions rely upon. Two-stage approaches that stratify base-
line parameters by study source were shown to be the most robust, with the least bias, even when other models were
true to the underlying data generation, while also being a more reliable choice in terms of model convergence. One-stage
approaches struggled particularly under low heterogeneity and with small numbers of studies. A software implemen-
tation of the methods considered was demonstrated on a real-world dataset of patients with DMD, and highlighted the
disparity between model predictions. This demonstrated the importance of accounting for heterogeneity, and difficulties
in implementation under current software, when quantifying the uncertainty of model predictions such as LOS. Further
analysis is required to investigate how reliable the estimates of heterogeneity are, and how to take these into account to
provide suitable estimates of uncertainty around model predictions.
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SUPPORTING INFORMATION
Additional supporting information can be found online in the Supporting Information section at the end of this article.
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