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Adaptive Fuzzy Prescribed-Time
Connectivity-Preserving Consensus of Stochastic
Nonstrict-feedback Switched Multiagent Systems

Jiale Yi, Jing Li and Chenguang Yang

Abstract—An adaptive fuzzy prescribed-time connectivity-
preserving consensus protocol is designed for a class of stochastic
nonstrict-feedback multiagent systems, in which periodic dis-
turbances, switched nonlinearities, input saturation and limited
communication ranges are taken into consideration simultaneous-
ly. The connectivity, determined by the limited communication
ranges and initial positions of agents, is preserved by incor-
porating an error transformation. Further, common Lyapunov
function is considered to deal with the switching modes. By com-
bining reduced fuzzy logic system with Fourier series expansion,
a novel approximator is constructed to deal with periodically
disturbed nonlinearities and to surmount the difficulty brought
by the nonstrict-feedback structure. More importantly, distinctly
from the existing finite/fixed-time control strategies where the
settling time is heavily dependent on the accurate value of the
initial states and control parameters, the settling time of the
proposed prescribed-time consensus is completely independent
of the initialization and control parameters and can be given
a priori only according to actual demands. Based on the Lya-
punov stability theory, the designed controller ensures that the
connectivity-preserving consensus is achieved in prescribed time
and all the signals remain bounded in probability. To the end, the
feasibility of the proposed consensus protocol is demonstrated by
simulation.

Index Terms—Prescribed-time consensus, connectivity preser-
vation, reduced fuzzy logic system, switched nonstrict-feedback
structure, periodically disturbed nonlinearities.

I. INTRODUCTION

OVER the past decades, multiagent systems (MASs)
are widely applied in essential practice, e.g., smart

power grids, unmanned aircraft systems, autonomous mobile
robots. The research on consensus of MASs, which is one
fundamental issue in MASs control fields, has gained great
attention. Uncertainty is inevitable in the modeling process
and then many handling methods are proposed. For instance,
Takagi-Sugeno fuzzy controllers are carried out in [1], [2]
to control servosystems. Among these methods, fuzzy logic
system (FLS) [3] and neural network (NN) [4] are the most
popular and effective tools to tackle unknown uncertainties
in the controlled systems. The authors in [3] study adap-
tive fuzzy optimal control. FLS is adopted to model system
nonlinearities. However, the controlled systems considered in
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these achievements are based on conventional backstepping
recursive design and restricted to lower triangular structure.

In reality, many systems can be modeled as nonstrict-
feedback form, e.g., ship maneuvering system [5], and this is a
more general system structure. To deal with nonstrict-feedback
structure, variable separation method is utilized, where the
system function is assumed less than a strictly increasing func-
tion [6], [7]. The assumption condition is relative stringent.
Later, with the help of the structural characteristic of Gaussian
basis functions, adaptive-backstepping-based FLS/NN control
algorithms are presented to relax this restriction. The authors
in [8] investigate the adaptive neural consensus for switched
MASs in nonstrict-feedback form. Nonstrict-feedback terms
are handled by utilizing the property of Gaussian basis func-
tions. In [9], to successfully apply backstepping design, FLS
is adopted to assist controller design. Note that the unknown
nonlinearities in these literatures are disturbance-independent.
In fact, periodic disturbances often exist in actual systems.
Van der Pol oscillator is a typical systems which possesses
periodic exciting signals [10]. The FLS/NN cannot be applied
to model the function which contains unmeasured periodic
disturbances. Fortunately, inspired by Fourier series expan-
sion (FSE) in [11], FSE-FLS and FSE-NN approximator are
proposed in [12] and [13], respectively, to depict periodically
disturbed functions in single system. Subsequently, many
related results are emerged, such as [14], [15]. Although
these approximators overcome the design difficulty caused by
disturbance-dependent functions, the investigated systems are
limited to lower triangular structure. The previously control
schemes using variable separation method and Gaussian basis
function property are unavailable for periodically disturbed
nonstrict-feedback MASs. Meanwhile, switched dynamics are
inevitably in engineering and quintessential instances include
traffic surveillance control systems and switched circuits. To
date, how to cope with nonstrict-feedback MASs subject to
periodically disturbed nonlinearities and switched dynamics is
still an open problem. This motivates our research.

It is well known that mobile robots can only interact with
others within the ranges limited by the communication capa-
bility of the equipped devices. The restriction is disregarded
in aforementioned achievements. Taking the limited communi-
cation capability into account leads to a meaningful research:
preserving the connectivity of the communication graph. The
potential function and error transformation approach are pre-
sented in [16] and [17] to preserve the connectivity of MASs
subject to limited communication ranges. Alternatively, many
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advanced applications, such as interplanetary exploration, wide
aperture earth monitoring and docking, have performance
requirements on response time due to production efficiency
or security reasons. For instance, in power systems, the less
time the voltage take to reach to the nominal values, the less
accident propagates and the less economic losses are. Finite-
time and fixed-time stability theories are put forward in [18]
and [19], which have the advantages of faster convergence
time, better robustness to uncertainties, and etc. Some favor-
able achievements on finite/fixed-time connectivity-preserving
control algorithms have been published based on the design
idea of [18], [19]. Finite-time control of second-order MASs
subject to limited sensing ranges is investigated in [20].
The authors in [21] study the finite-time control issue with
connectivity preservation for nonlinear MASs. For unmanned
surface vehicles with limited sensing ranges, the finite-time
path maneuvering problem is addressed in [22]. The settling
time of finite-time is heavily dependent on the initial states,
which results in that the settling time may increase as initial
states aggrandize. Moreover, in practice, the initial states
may not easily to be available. The authors in [23] and
[24] investigate fixed-time control problem for second-order
and Euler-Lagrange-type MASs with limited communication
ranges, respectively. Fixed-time control protocol with pre-
served connectivity is provided in [25] for strict-feedback
MASs. It is noted that, in fact, the setting time of fixed-time
is a function which relies upon some control parameters. And
thus, the setting time can not be given specifically. Besides, the
boundary of the settling time is estimated too conservatively,
which means that the estimate is much larger than the real
settling time. For instance, the estimate is about 100 seconds
which is much larger than the settling time obtained by the
simulation in [19]. The finite/fixed-time control schemes with
connectivity preservation should be developed since some
missions are time-pressured. As a result, it is necessary to
achieve the consensus in prescribed time to meet the actual
convergence requirements. Note that few scholars pay atten-
tion to the prescribed-time connectivity-preserving consensus
control problem which is essential and has extensive research
significance.

Inspired by the foregoing observations, this paper inves-
tigates prescribed-time consensus control problem with pre-
served connectivity for stochastic nonstrict-feedback switched
MASs with periodic disturbances. Compared with the previous
works, the following contributions are worth to be emphasized.

1) Unlike the most existing works on stochastic MASs
[6], [7], the investigated stochastic system model con-
tains disturbance-dependent nonlinearities which allow
unmeasured periodic disturbances to get into the unknown
functions nonlinearly. Moreover, switched dynamics are
considered simultaneously. Therefore, the model is more
general and far different from the ones in the previous
works.

2) Differently from the finite/fixed-time consensus in [27],
[28] where the settling time cannot be specified and
meanwhile the estimated boundary is conservative, the
proposed prescribed-time control strategy not only fa-

cilitates the theoretical development but also is in line
with practical applications since the settling time can be
prescribed arbitrarily before the controller is conducted.

3) Compared with the finite/fixed-time connectivity-
preserving control schemes in [21], [23], [25] where
artificial potential function method is employed, an
error transformation is incorporated to preserve the
connectivity to achieve the desired control objective with
convergence requirements.

4) From the point of view of function approximation, FLS
[3] and NN [4] are invalid since the MASs in non-
triangular form are considered. A novel reduced-FLS
(RFLS) approximator [29] is employed to ensure that
the adaptive backstepping design is available for non-
triangular structure.

II. PRELIMINARIES AND PROBLEM FORMULATION

A. Communication Graph

The communication among agents subjected to limited
communication ranges is described by G , (V, E), where
V , {0, 1, 2, . . . , N} is nodes set with one leader node
(marked by 0) and N follower nodes (indexed by 1, 2, . . . , N ),
E , {(i, j), i, j ∈ V, i 6= j} is edges set. For i ∈ V −{0}, j ∈
V , it follows that

(i, j) ∈ E ⇐⇒ |yi − yj | < Rj ,∀ t ≥ 0, (1)

where constant Rj > 0 denotes the communication range of
agent j; yi denotes the position of agent i. The neighbor set of
follower i is defined as Ni = {j | (i, j) ∈ E}. Communication
weight aij is given by

aij =

{
a∗ij , if (i, j) ∈ E
0, otherwise

(2)

with constant a∗ij > 0.
Assumption 1: [17] There exists a directed spanning tree in

communication graph G at t = 0 rooted by the leader.
Remark 1: Assumption 1 is a mild assumption and has also

been presented in [20]–[25]. Practically, most of the mobile
robots only can interact with others through wireless vehicles
within limited ranges. If the distance between two robots is
farther away and gets out of the sensing ranges, then the
distributed control objective may not be achieved duo to the
broken connectivity. Therefore, this assumption is reasonable
and in line with fact.

B. FLS and FSE Approximator

The if-then rules are used to construct FLS [30]: Rm: If
X1 is Fm1 and X2 is Fm2 and . . . and Xn is Fmn , then y
is Gm, where m = 1, 2, . . . , r1 > 1 is the number of fuzzy
rules; X = [X1, X2, . . . , Xn]T and y are the FLS’s input and
output; Fmi and Gm are fuzzy sets related to µFmi (Xi) and
µGm(y). Through a series of fuzzy strategies, the output of
the FLS is

y(X) =

∑r1
m=1 ȳm

∏n
i=1 µFmi (Xi)∑r1

m=1

(∏n
i=1 µFmi (Xi)

) , (3)



3

where ȳm = max
y∈R

µGm(y). Then, continuous function z(X)

can be described by an FLS over a compact set ΩX as

z(X) = WTΦ(X) + ε(X), X ∈ ΩX , (4)

where ideal weight vector W = [W1,W2, . . . ,Wr1 ]T

with Wm = ȳm; fuzzy basis vector Φ(X) =
[Φ1(X),Φ2(X), . . . ,Φr1(X)]T with Φm(X) =∏n

i=1 µFmi
(Xi)∑r1

m=1

(∏n
i=1 µFmi

(Xi)

) ; approximation error ε(X) satisfies

|ε(X)| < ε̄ with constant ε̄ > 0. The construction of FLS is
associated with the choice of fuzzy membership function [31].
Commonly, for m = 1, 2, . . . , r1, µFm(X) =

∏n
i=1 µFmi (Xi)

can be chosen as the Guassian-type membership function
with µFm(X) = exp

[
− (X−am)T (X−am)

2(bm)2

]
, where am and

bm denote the centers and widths, respectively. Alternatively,
inspired by [11], periodic disturbance ϑ(t) could be presented
by an FSE

ϑ(t) = θTφ(t) + ε(t), (5)

where weight vector θ = [θ1, θ2, . . . , θr2 ]T ; basis function
vector φ(t) = [φ1(t), φ2(t), . . . , φr2(t)]T with φ1(t) = 1,
φ2m(t) =

√
2 sin(2πmt/T ), φ2(m+1)(t) =

√
2 cos(2πmt/T ),

m = 1, 2, . . . , (r2−1)/2; ε(t) is the bounded truncation error.
Then, taking (5) as the input of (4) yields

z(X,ϑ(t)) = WTΦ(X̄k, θ
Tφ(t)) + ω(X, t), (6)

where ω(X, t) = WTΦ(X̄k, θ
Tφ(t) + ε(t)) −

WTΦ(X̄k, θ
Tφ(t)) + ε(X,ϑ(t)) satisfies |ω(X, t)| ≤ ω̄

with constant ω̄ > 0.
Lemma 1: [12] For (6), it holds

WTΦ(X̄k, θ
Tφ(t))− ŴTΦ(X̄k, θ̂

Tφ(t))

= W̃T (Φ̂− Φ̂′θ̂Tφ(t)) + ŴT Φ̂′θ̃Tφ(t) + β, (7)

where Ŵ , θ̂ are the estimates of W, θ; W̃ = W−Ŵ , θ̃ = θ−θ̂;
Φ̂ = Φ(X̄k, θ̂

Tφ(t)), Φ̂′ = [Φ̂′1, Φ̂
′
2, . . . , Φ̂

′
r1 ]T with Φ̂′m =

∂Φm(X̄k,ϑ(t))
∂ϑ(t) |ϑ(t)=θ̂Tφ(t), m = 1, 2, . . . , r1. β is bounded by

|β| ≤ ‖θ‖‖φ(t)ŴT Φ̂′‖+‖W‖‖Φ̂′θ̂Tφ(t)‖+ |W |1, where ‖·‖
and | · |1 are the 2-norm and 1-norm operation.

C. System Description

Follower i of the considered stochastic nonstrict-feedback
switched MASs is governed by the following system subject
to unmeasured periodic disturbances

dxi,k = [xi,k+1 + f
σi(t)
i,k (xi, di,k(t))]dt+ g

σi(t)
i,k (xi, di,k(t))dw,

dxi,n = [ui(vi) + f
σi(t)
i,n (xi, di,n(t))]dt+ g

σi(t)
i,n (xi, di,n(t))dw,

yi = xi,1, i = 1, 2, . . . , N,
(8)

where k = 1, 2, . . . , n−1; xi = [xi,1, xi,2, . . . , xi,n]T denotes
the state vector; w is an r-dimensional standard Wiener pro-
cess; σi(t) : [t0,+∞] → ii = {1, 2, . . . , {iג is the switching
signal with the number of modes iג and initial moment t0;
for li ∈ ii, f lii,k(·), glii,k(·) are unknown continuous functions;
di,k(t) is unmeasured periodic disturbance; vi, yi stand for the

controller and system output. ui(vi) represents saturation-type
nonlinearity

ui(vi) = Sat(vi) =

 vMi
, if vi > vMi

,
vi, if vmi ≤ vi ≤ vMi

,
vmi , if vi < vmi ,

(9)

where constants vMi
> 0, vmi < 0 are the parameters of

Sat(vi). The leader is generated by

ẏ0 = f0(y0, t), (10)

where y0 is the output which is available only for the fol-
lowers satisfying 0 ∈ Ni; f0(y0, t) is an unknown continuous
function.

Remark 2: The research on stochastic nonlinear MASs has
gained great attention over past years. The main difference
between deterministic and stochastic system control is caused
by the fact that the differential of Lyapunov function along
with stochastic model includes Hessian term, which leads to
that the stability analysis for stochastic systems is different
from deterministic ones.

Definition 1: Prescribed-time connectivity-preserving con-
sensus of stochastic nonstrict-feedback switched MASs (8)-
(10) is said to be achieved if there exist a constant ε > 0 and
prescribed time T > 0 such that for i = 1, 2, . . . , N and j ∈
Ni, consensus errors δi = yi−y0 satisfy lim

t→T
|yi−y0| = ε and

|yi−y0| < ε,∀ t ≥ T , and meanwhile if |yi(0)−yj(0)| < Rj ,
then |yi − yj | < Rj ,∀ t > 0.

The control objective is to design an adaptive fuzzy control
scheme for stochastic MASs (8)-(10) to guarantee that the
consensus defined in Definition 1 can be achieved even in
the presence of periodically disturbed nonlinearities, nonstrict-
feedback structure, switched dynamics and input saturation.

III. CONTROLLER DESIGN AND STABILITY ANALYSIS

In this section, an adaptive fuzzy prescribed-time
connectivity-preserving consensus control scheme is propsoed
for stochastic MASs (8)-(10).

A. Error Definition
First, define error signals zi,1, zi,k as

zi,1 =
h(t)h̄(t)ei

(h(t) + ei)(h̄(t)− ei)
, (11)

zi,k = xi,k − ᾱi,k−1, ζi,k−1 = ᾱi,k−1 − αi,k−1, (12)

where k = 2, 3, . . . , n; h(t), h̄(t) are two continuous differen-
tiable functions given later; ei is distributed consensus error
given by

ei =

N∑
j=0

aijsij , sij = ln
Rj + (yi − yj)
Rj − (yi − yj)

; (13)

ζi,k−1 is the boundary layer error of dynamic surface con-
trol (DSC) technique; virtual controller αi,k−1 is derived by
nonlinear filter

τi,k ˙̄αi,k = −ζi,k − τi,k
ζ3
i,kP̂

2
i,k

|ζ3
i,k|P̂i,k + κ

− 3

2
τi,k

ζi,kQ̂
2
i,k

ζ2
i,kQ̂i,k + κ

,

ᾱi,k(0) = αi,k(0), k = 1, 2, . . . , n− 1, (14)
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where ᾱi,k is the filtered value of αi,k, τi,k, κ > 0 are design
parameters; P̂i,k, Q̂i,k are the estimates of Pi,k, Qi,k specified
later.

Remark 3: In conventional adaptive backstepping design
procedure, when the order of controlled systems rises, the
repeated derivatives of the virtual controller will become
complicated, which is the so-called “explosion of complexity”
problem. “explosion of complexity” is successfully tackled
via DSC technique. Differently from the preceding DSC
technique with linear filter [4], [9], nonlinear filter (14) is
adopted. Specifically, in the published linear-filter-based con-
trol schemes, the unknown upper bound of virtual controller’s
differential is neglected, which makes the difficulty in achiev-
ing favourable control performance. For instance, when putting
it into the tail term [9] or the boundary layer errors’ coefficient
[4] of the Lyapunov function differential, which may leads to
that it is difficult to select control parameters to achieve desired
performance. In present work, nonlinear filter (14) surmounts
the limitations.

Remark 4: According to Lemma 2 in [32], it follows that the
boundedness and convergence of ei can ensure the preserved
connectivity and consensus. Therefore, the following contents
will focus on how to obtain the boundedness and prescribed-
time convergence of ei.

To ensure the prescribed-time convergence of ei, a continu-
ously differentiable and monotonically decreasing function is
presented

h(t) =

{
(h(0)− ι)

(
1− (a/d)t

)a
+ ι, 0 ≤ t < T ,

ι, t ≥ T ,
(15)

where h(0) > ι, a, d ∈ R+, ι > 0 are design parameters.
Remark 5: The value of parameter ι determines the maxi-

mum permissible size of errors in the steady state. Settling
time T is dependent on constants a, d. Consequently, by
selecting appropriate parameters for function h(t), prescribed
time T is known a priori before controller design.

Function h(t) exhibits the properties that lim
t→T

h(t) = ι and

h(t) = ι, ∀ t ≥ T . Define h(t) = π1h(t), h̄(t) = π2h(t) with
constants π1, π2 > 0. According to (11), if zi,1 is bounded,
ei = −h(t) and ei = h̄(t) will not occur. Clearly, if −h(0) <
ei(0) < h̄(0), then −h(t) < ei < h̄(t) will always hold.
Thus, from h(t) in (15), it follows that distributed consensus
errors ei, i = 1, 2, . . . , N will converge to prescribed interval
(−π1ι, π2ι) in prescribed time T . Then, based on the above
analysis, the following design is to ensure the boundedness of
error zi,1.

To compensate saturation nonlinearity, an auxiliary system
is designed to generate compensated signals:

ξ̇i,k = ξi,k+1 − pi,kξi,k, k = 1, 2, . . . , n− 1,

ξ̇i,n = ∆ui − pi,nξi,n,
(16)

where ξi = [ξi,1, ξi,2, . . . , ξi,n]T is the state of auxiliary
system; ∆ui = ui(vi)−vi; pi,1 > 1

2 , pi,k > 1, k = 2, 3, . . . , n
are design parameters.

Remark 6: Saturated input is unavoidable and its presence
may destroy the stability of controlled systems. It should

be pointed out that auxiliary system (16) is designed to
compensate the effect.

Thus, according to (11)-(12) and (16), compensated error is
defined as

Zi,k = zi,k − ξi,k, k = 1, 2, . . . , n. (17)

B. Controller Design

The proposed prescribed-time connectivity-preserving con-
sensus control strategy is presented as follows.

In the first place, virtual controllers are designed as

αi,1 =− ci,1Zi,1
(
Υi$i

)−1 − 3

2
Zi,1

(
Υi$i

)1/3
−
(
Υi$i

)−1
(

Πi + ŴT
i,1Φi,1(χi,1, θ̂

T
i,1φi,1(t))

+
Z3
i,1M̂

2
i,1k2

i,1(t)

|Z3
i,1||M̂i,1ki,1(t) + κ

)
, (18)

αi,k =− (ci,k +
3

2
+

1

4
)Zi,k − ŴT

i,kΦi,k(χi,k, θ̂
T
i,kφi,k(t))

−
Z3
i,kM̂

2
i,kk2

i,k(t)

|Z3
i,k||M̂i,kki,k(t) + κ

, k = 2, 3, . . . , n− 1, (19)

and then controller vi is designed as

vi =− ci,nZi,n −
1

4
Zi,n − ŴT

i,nΦi,n(χi,n, θ̂
T
i,nφi,n(t))

−
Z3
i,nM̂

2
i,nk2

i,n(t)

|Z3
i,n||M̂i,nki,n(t) + κ

, (20)

where Πi =
h̄(t)e2i

(h(t)+ei)2(h̄(t)−ei)
ḣ(t) +

−h(t)e2i
(h(t)+ei)(h̄(t)−ei)2

˙̄h(t);

Υi =
h(t)h̄(t)

(
h(t)h̄(t)+e2i

)
(h(t)+ei)2(h̄(t)−ei)2

; $i =
∑N
j=0 aij

2Rj
R2
j−(yi−yj)2 ;

for k = 1, 2, . . . , n, ci,k > 0 are control gains;
ŴT
i,kΦi,k(χi,k, θ̂

T
i,kφi,k(t)) are the outputs of the function

approximator to compensate unknown nonlinearities, which
will be provided later; χi,k are related to the system states
and errors, which will be defined in the following substance;
adaptive robust terms

Z3
i,kM̂

2
i,kk

2
i,k(t)

|Z3
i,k||M̂i,kki,k(t)+κ

are designed to sup-
press the approximator errors in each step of backstepping
recursively design process; Ŵi,k, θ̂i,k and M̂i,k are the esti-
mates of unknown vectors Wi,k, θi,k and unknown constants
Mi,k, respectively, which are reparametrized from models (8)
and (10); ki,k are known functions.

Besides, for k = 1, 2, . . . , n, the estimates are updated by
adaptive laws

˙̂
Wi,k = γi,kZ

3
i,k(Φ̂i,k − Φ̂′i,kθ̂

T
i,kφi,k(t))− ρWi,k

Ŵi,k, (21)
˙̂
θi,k = υi,kZ

3
i,kŴ

T
i,kΦ̂′i,kφi,k(t)− ρθi,k θ̂i,k, (22)

˙̂
Mi,k = ςi,k|Z3

i,k|ki,k(t)− ρMi,k
M̂i,k, (23)

where γi,k, υi,k, ςi,k, ρWi,k
, ρθi,k , ρMi,k

> 0 are design param-
eters.

Remark 7: To improved the clarity of the controller design
procedure, a block diagram of the proposed prescribed-time
connectivity-preserving consensus control algorithm for the ith
follower is provided in Fig. 1.
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SensorAgent

Actuator

Step 2:

Step n:

 Design Controller 

i i

Adaptive Laws 

Disturbances

Step 1:
1i， Nonlinear Filter

Nonlinear Filter

Saturation Adaptive Laws 

Storer 
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System

Network

i

iv

iv

,2i

Prescribed-Time

, ( )i kd t

( )i iu v
, ,

ˆˆ ,i k i kP Q

, , ,
ˆˆ ˆ, ,i k i k i kW M

i

,i ix R

0, , ,( )j ijx R j y

Fig. 1. Block diagram for the controlled systems.

C. Stability Analysis

Theorem 1: Under Assumption 1, consider the closed-loop
stochastic nonstrict-feedback switched MASs composed of
followers (8), virtual leader (10), virtual controllers (18) and
(19), designed controller (20) and adaptive laws (21)-(23). The
control objective in section II is achieved.

Proof: The controller design process is divided into the
following steps.

Step 1. By referring to error signal zi,1 in (11) and distribut-
ed consensus error ei in (13), the Itô differential [3] of Zi,1
is derived as

dZi,1 = dzi,1 − dξi,1

=
d
[
h(t)h̄(t)ei

]
(h(t) + ei)(h̄(t)− ei)(

(h(t) + ei)(h̄(t)− ei)
)2

−
h(t)h̄(t)eid

[
(h(t) + ei)(h̄(t)− ei)

](
(h(t) + ei)(h̄(t)− ei)

)2

− (ξi,2 − pi,1ξi,1)dt

= Πidt+ Υidei − (ξi,2 − pi,1ξi,1)dt, (24)

where

dei =
[
$i

(
xi,2 + f

σi(t)
i,1 (xi, di,1(t))

)
−

N∑
j=1

aij
2Rj

R2
j − (yi − yj)2

(
xj,2 + f

σj(t)
j,1 (xj , dj,1(t))

)
− ai,0

2R0

R2
0 − (yi − y0)2

ẏ0

]
dt+Gi,1dw, (25)

Gi,1 = $ig
σi(t)
i,1 (xi, di,1(t))

−
N∑
j=1

aij
2Rj

R2
j − (yi − yj)2

g
σj(t)
j,1 (xj , dj,1(t)). (26)

Construct candidate Lyapunov function

Vi,1 =
1

4
Z4
i,1. (27)

With xi,2 = Zi,2 +ξi,2 +ζi,1 +αi,1, the infinitesimal generator
of Vi,1 satisfies

LVi,1 = Z3
i,1

(
Πi + Υi

(
$i

(
Zi,2 + ξi,2 + ζi,1 + αi,1

+ f
σi(t)
i,1 (xi, di,1(t))

)
− ai,0

2R0

R2
0 − (yi − y0)2

ẏ0

−
N∑
j=1

aij
2Rj

R2
j − (yi − yj)2

(
xj,2 + f

σj(t)
j,1 (xj , dj,1(t))

))
− ξi,2 + pi,1ξi,1

)
+

3

2
Z2
i,1(ΥiGi,1)T (ΥiGi,1).

(28)

Applying the Young’s inequality [14] yields

Z3
i,1Υi$iZi,2 ≤

3

4
Z4
i,1(Υi$i)

4/3 +
1

4
Z4
i,2, (29)

Z3
i,1Υi$iζi,1 ≤

3

4
Z4
i,1(Υi$i)

4/3 +
1

4
ζ4
i,1, (30)

3

2
Z2
i,1(ΥiGi,1)T (ΥiGi,1) ≤ 3

4%
Z4
i,1||ΥiGi,1||4 +

3

4
%, (31)

where % > 0 is a constant. Thus, it follows that

LVi,1 ≤ Z3
i,1

(
Πi +

3

2
Zi,1(Υi$i)

4/3 + Υi$iαi,1

+ Fi,1(Xi,1, ϑi,1)
)

+
1

4
Z4
i,2 +

1

4
ζ4
i,1 +

3

4
%, (32)

where Fi,1(Xi,1, ϑi,1) = Υi$iξi,2 +Υi$if
σi(t)
i,1 (xi, di,1(t))−

Υi

∑N
j=1 aij

2Rj
R2
j−(yi−yj)2

(
xj,2 + f

σj(t)
j,1 (xj , dj,1(t)) − ξi,2 −

Υiai,0
2R0

R2
0−(yi−y0)2

ẏ0 + pi,1ξi,1 + 3
4%Zi,1||ΥiGi,1||4 is an un-

known and periodically disturbed function with Xi,1 =
[xi, xj , y0, h(t), h̄(t), ξi,1, ξi,2]T , ϑi,1(t) = [di,1(t), dj,1(t)]T .
Similar to [33], for all switching modes li ∈ ii, lj ∈ ij ,
there exists a continuous function zi,1(Xi,1, ϑi,1, µi,1) such
that

Z3
i,1Fi,1(Xi,1, ϑi,1) ≤ Z3

i,1zi,1(Xi,1, ϑi,1, µi,1) + νi,1, (33)

where µi,1, νi,1 > 0 are design parameters.
FLS cannot be applied to approximate zi,1(Xi,1, ϑi,1, µi,1)

directly due to the existence of unmeasured periodic distur-
bance ϑ(t). In view of (6) and RFLS [29], one obtains

zi,1(Xi,1, ϑi,1, µi,1) = WT
i,1Φi,1(χi,1, θ

T
i,1φi,1(t))

+ ωi,1(Xi,1, t, µi,1), (34)

where χi,1 = [xi,1, xj,1, y0, h(t), h̄(t), µi,1]T .
Remark 8: From (33), variable Xi,1 is related to all the

states of ith follower. According to the design principle of
adaptive backstepping, if FLS is directly used, the problem
of algebraic loop will occur. To overcome the restriction that
conventional adaptive backstepping design is only applicable
to lower triangular systems, variable Xi,1 is changed to χi,1
by means of RFLS approximator. Then, adaptive backstepping
design can work normally for non-triangular systems.
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From Lemma 1, it yields

Z3
i,1Fi,1(Xi,1, ϑi,1)

≤ νi,1 + Z3
i,1

(
ŴT
i,1Φi,1(χi,1, θ̂

T
i,1φi,1(t))

+ W̃T
i,1(Φ̂i,1 − Φ̂′i,1θ̂

T
i,1φi,1(t)) + ŴT

i,1Φ̂′i,1θ̃
T
i,1φi,1(t)

)
+ κ+

Z6
i,1M̂

2
i,1k2

i,1(t)

|Z3
i,1||M̂i,1ki,1(t) + κ

+ |Z3
i,1|M̃i,1ki,1(t), (35)

where Mi,1 =
√
‖θi,1‖2 + ‖Wi,1‖2 + (|Wi,1|1 + ω̄i,1)2;

ki,1(t) =
√
‖φi,1(t)ŴT

i,1Φ̂′i,1‖2 + ‖Φ̂′i,1θ̂Ti,1φi,1(t)‖2 + 1;
κ > 0 is a constant. By taking (35) into account, Ineq. (32)
becomes

LVi,1 ≤ Z3
i,1

(
Πi +

3

2
Zi,1(Υi$i)

4/3 + Υi$iαi,1

+ ŴT
i,1Φi,1(χi,1, θ̂

T
i,1φi,1(t))

+
Z3
i,1M̂

2
i,1k2

i,1(t)

|Z3
i,1||M̂i,1ki,1(t) + κ

)
+ Z3

i,1

(
W̃T
i,1(Φ̂i,1 − Φ̂′i,1θ̂

T
i,1φi,1(t))

+ ŴT
i,1Φ̂′i,1θ̃

T
i,1φi,1(t)

)
+ |Z3

i,1|M̃i,1ki,1(t)

+ κ+ νi,1 +
1

4
Z4
i,2 +

1

4
ζ4
i,1 +

3

4
%. (36)

By taking virtual controller (18) into account, it holds that

LVi,1 ≤− ci,1Z4
i,1 + Z3

i,1

(
W̃T
i,1(Φ̂i,1 − Φ̂′i,1θ̂

T
i,1φi,1(t))

+ ŴT
i,1Φ̂′i,1θ̃

T
i,1φi,1(t)

)
+ |Z3

i,1|M̃i,1ki,1(t)

+ κ+ νi,1 +
1

4
Z4
i,2 +

1

4
ζ4
i,1 +

3

4
%. (37)

Step k (k = 2, 3, . . . , n − 1). The stochastic differential of
Zi,k in (17) satisfies

dZi,k = dxi,k − dᾱi,k−1 − dξi,k

= [xi,k+1 + f
σi(t)
i,k (xi, di,k(t))− ˙̄αi,k−1

− ξi,k+1 + pi,kξi,k]dt+Gi,kdw, (38)

where Gi,k = g
σi(t)
i,k (xi, di,k(t)). The candidated Lyapunov

function is constructed as

Vi,k =
1

4
Z4
i,k. (39)

In view of Itô formula, it follows that

LVi,k = Z3
i,k

(
Zi,k+1 + ζi,k + αi,k + f

σi(t)
i,k (xi, di,k(t))

− ˙̄αi,k−1 + pi,kξi,k

)
+

3

2
Z2
i,kG

T
i,kGi,k. (40)

By using the Young’s inequality for Z3
i,kZi,k+1, Z3

i,kζi,k,
3
2Z

2
i,kG

T
i,kGi,k, it yields

LVi,k ≤ Z3
i,k

(3

2
Zi,k + αi,k + Fi,k(Xi,k, ϑi,k)

)
+

1

4
Z4
i,k+1 +

1

4
ζ4
i,k +

3

4
%, (41)

where Fi,k(Xi,k, ϑi,k) = 3
4%Zi,k||Gi,k||

4+f
σi(t)
i,k (xi, di,k(t))−

˙̄αi,k−1 + pi,kξi,k with Xi,k = [xi, ˙̄αi,k−1, ξi,k]T , ϑi,k(t) =

di,k(t). For all switching modes li ∈ ii, there exists a
continuous function zi,k(Xi,k, ϑi,k, µi,k) such that

Z3
i,kFi,k(Xi,k, ϑi,k) ≤ Z3

i,kzi,k(Xi,k, ϑi,k, µi,k) + νi,k,
(42)

where µi,k, νi,k > 0 are constants. Function
zi,k(Xi,k, ϑi,k, µi,k) can be approximated by FSE and
RFLS as

zi,k(Xi,k, ϑi,k, µi,k) = WT
i,kΦi,k(χi,k, θ

T
i,kφi,k(t))

+ ωi,k(Xi,k, t, µi,k), (43)

where χi,k = [x̄i,k, µi,k]T , x̄i,k = [xi,1, xi,2, . . . , xi,k]T . Sim-
ilar to the process in (35), it yields

Z3
i,kFi,k(Xi,k, ϑi,k)

≤ νi,k + Z3
i,k

(
ŴT
i,kΦi,k(χi,k, θ̂

T
i,kφi,k(t))

+ W̃T
i,k(Φ̂i,k − Φ̂′i,kθ̂

T
i,kφi,k(t)) + ŴT

i,kΦ̂′i,kθ̃
T
i,kφi,k(t)

)
+ κ+

Z6
i,kM̂

2
i,kk2

i,k(t)

|Z3
i,k||M̂i,kki,k(t) + κ

+ |Z3
i,k|M̃i,kki,k(t), (44)

where Mi,k =
√
‖θi,k‖2 + ‖Wi,k‖2 + (|Wi,k|1 + ω̄i,k)2;

ki,k(t) =
√
‖φi,k(t)ŴT

i,kΦ̂′i,k‖2 + ‖Φ̂′i,kθ̂Ti,kφi,k(t)‖2 + 1.
By substituting (44) into (41), it holds that

LVi,k ≤ − (ci,k +
1

4
)Z4

i,k

+ Z3
i,k

(
W̃T
i,k(Φ̂i,k − Φ̂′i,kθ̂

T
i,kφi,k(t))

+ ŴT
i,kΦ̂′i,kθ̃

T
i,kφi,k(t)

)
+ |Z3

i,k|M̃i,kki,k(t)

+
1

4
Z4
i,k+1 +

1

4
ζ4
i,k +

3

4
%+ κ+ νi,k. (45)

Step n. The infinitesimal generator of Zi,n is

dZi,n = [f
σi(t)
i,n (xi, di,n(t))− ˙̄αi,n−1

+ vi + pi,nξi,n]dt+Gi,ndw, (46)

where Gi,n = g
σi(t)
i,n (xi, di,n(t)). Consider Lyapunov function

Vi,n =
1

4
Z4
i,n. (47)

By utilizing the Young’s inequality for 3
2Z

2
i,nG

T
i,nGi,n, it holds

that

LVi,n ≤ Z3
i,n

(
vi + Fi,n(Xi,n, ϑi,n)

)
+

3

4
%, (48)

where Fi,n(Xi,n, ϑi,n) = − ˙̄αi,n−1
3
4%Zi,n||Gi,n||

4 +pi,nξi,n+

f
σi(t)
i,n (xi, di,n(t)) with Xi,n = [xi, ˙̄αi,n−1, ξi,n]T , ϑi,1(t) =
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di,n(t). Then

Z3
i,nFi,n(Xi,n, ϑi,n)

≤ Z3
i,n

(
ŴT
i,nΦi,n(χi,n, θ̂

T
i,nφi,n(t))

+
Z3
i,nM̂

2
i,nk2

i,n(t)

|Z3
i,n||M̂i,nki,n(t) + κ

)
+ Z3

i,n

(
W̃T
i,n(Φ̂i,n − Φ̂′i,nθ̂

T
i,nφi,n(t))

+ ŴT
i,nΦ̂′i,nθ̃

T
i,nφi,n(t)

)
+ |Z3

i,n|M̃i,nki,n(t) + νi,n + κ, (49)

where µi,n, νi,n > 0 are design parameters; χi,n = [xi, µi,n]T ;
Mi,n =

√
‖θi,n‖2 + ‖Wi,n‖2 + (|Wi,n|1 + ω̄i,n)2; ki,n(t) =√

‖φi,n(t)ŴT
i,nΦ̂′i,n‖2 + ‖Φ̂′i,nθ̂Ti,nφi,n(t)‖2 + 1.

Further, by substituting (49) into (48), it yields

LVi,n ≤ Z3
i,n

(
vi + ŴT

i,nΦi,n(χi,n, θ̂
T
i,nφi,n(t))

+
Z3
i,nM̂

2
i,nk2

i,n(t)

|Z3
i,n||M̂i,nki,n(t) + κ

)
+ Z3

i,n

(
W̃T
i,n(Φ̂i,n − Φ̂′i,nθ̂

T
i,nφi,n(t))

+ ŴT
i,nΦ̂′i,nθ̃

T
i,nφi,n(t)

)
+ |Z3

i,n|M̃i,nki,n(t) + νi,n + κ+
3

4
%. (50)

In view of designed controller vi, it holds that

LVi,n ≤− (ci,n +
1

4
)Z4

i,n

+ Z3
i,n

(
W̃T
i,n(Φ̂i,n − Φ̂′i,nθ̂

T
i,nφi,n(t))

+ ŴT
i,nΦ̂′i,nθ̃

T
i,nφi,n(t)

)
+ |Z3

i,n|M̃i,nki,n(t)

+ νi,n + κ+
3

4
%. (51)

Consider overall Lyapunov function

Vi =

n∑
k=1

Vi,k +

n∑
k=1

V̄i,k +

n−1∑
k=1

1

4
ζ4
i,k

+

n−1∑
k=1

( 1

2ηi,k
P̃ 2
i,k +

1

2λi,k
Q̃2
i,k

)
, (52)

where V̄i,k = 1
2γi,k

W̃T
i,kW̃i,k + 1

2υi,k
θ̃Ti,kθ̃i,k + 1

2ςi,k
M̃2
i,k,

M̃i,1 = Mi,1 − M̂i,1; ηi,k, λi,k > 0 are constants.
Differentiating boundary layer error ζi,k yields

dζi,k =
[
− ζi,k
τi,k
−

ζ3
i,kP̂

2
i,k

|ζ3
i,k|P̂i,k + κ

− 3

2

ζi,kQ̂
2
i,k

ζ2
i,kQ̂i,k + κ

+ κi,k
]
dt+ ℵi,kdw, (53)

where κi,1 = −∂αi,1∂xi,1
(xi,2 + f

σi(t)
i,1 (xi, di,1(t))) −

∂αi,1
∂y0

ẏ0 − ∂αi,1
∂h(t) ḣ(t) − ∂αi,1

∂h̄(t)
˙̄h(t) − ∂αi,1

∂Ŵi,1

˙̂
Wi,1 −

∂αi,1

∂Θ̂i,1

˙̂
Θi,1 − ∂αi,1

∂M̂i,1

˙̂
Mi,1 −

∑
j∈{Ni−0}

∂αi,1
∂xj,1

(xj,2 +

f
σj(t)
j,1 (xj , dj,1(t))), ℵi,1 = −∂αi,1∂xi,1

g
σi(t)
i,1 (xi, di,1(t)) −∑

j∈{Ni−0}
∂αi,1
∂xj,1

g
σj(t)
j,1 (xj , dj,1(t)); for k = 2, 3, . . . , n − 1,

κi,k = −
∑k
l=1

∂αi,k
∂xi,l

(xi,l+1 + f
σi(t)
i,l (xi, di,l(t))) −

∂αi,k

∂Ŵi,k

˙̂
Wi,k − ∂αi,k

∂Θ̂i,k

˙̂
Θi,k − ∂αi,k

∂M̂i,k

˙̂
Mi,k, ℵi,k =

−
∑k
l=1

∂αi,k
∂xi,l

g
σi(t)
i,l (xi, di,l(t)).

In view of (53), one has

LVi =

n∑
k=1

LVi,k +

n−1∑
k=1

(
ζ3
i,k

(
− ζi,k
τi,k
−

ζ3
i,kP̂

2
i,k

|ζ3
i,k|P̂i,k + κ

− 3

2

ζi,kQ̂
2
i,k

ζ2
i,kQ̂i,k + κ

+ κi,k
)

+
3

2
ζ2
i,kℵTi,kℵi,k

)
−

n∑
k=1

( 1

γi,k
W̃T
i,k

˙̂
Wi,k +

1

υi,k
θ̃Ti,k

˙̂
θi,k +

1

ςi,k
M̃i,k

˙̂
Mi,k

)
−
n−1∑
k=1

( 1

ηi,k
P̃i,k

˙̂
Pi,k +

1

λi,k
Q̃i,k

˙̂
Qi,k

)
. (54)

Next, we will further analyse the stability of the resulting
closed-loop stochastic MASs. Define a compact set ΩVi =
{Vi < Ξi} with constant Ξi > 0. As a consequence, there
exists an unknown constant Pi,k > 0 such that |κi,k| ≤ Pi,k
on ΩVi . Meanwhile, ℵTi,kℵi,k ≤ Qi,k holds with unknown
constant Qi,k > 0. Then, it yields

ζ3
i,kκi,k ≤

ζ6
i,kP̂

2
i,k

|ζ3
i,k|P̂i,k + κ

+ κ+ |ζ3
i,k|P̃i,k, (55)

3

2
ζ2
i,kℵTi,kℵi,k ≤

3

2

ζ4
i,kQ̂

2
i,k

ζ2
i,kQ̂i,k + κ

+
3

2
κ+

3

2
ζ2
i,kQ̃i,k. (56)

According to (54) and (55)-(56), ˙̂
Pi,k,

˙̂
Qi,k are designed

˙̂
Pi,k = ηi,k|ζ3

i,k| − ρPi,k P̂i,k, (57)
˙̂
Qi,k =

3

2
λi,kζ

2
i,k − ρQi,kQ̂i,k, (58)

where ρPi,k , ρQi,k > 0 are design parameters. By substituting
(57)-(58), (21)-(23) and LVi,k, k = 1, 2, . . . , n into (54), Ineq.
(54) can be rewritten as

LVi ≤−
n∑
k=1

ci,kZ
4
i,k −

n−1∑
k=1

( 1

τi,k
− 1

4

)
ζ4
i,k

−
n∑
k=1

(ρWi,k

2γi,k
W̃T
i,kW̃i,k +

ρθi,k
2υi,k

θ̃Ti,kθ̃i,k +
ρMi,k

2ςi,k
M̃2
i,k

)
−
n−1∑
k=1

(ρPi,k
2ηi,k

P̃ 2
ik +

ρQi,k
2λi,k

Q̃2
ik

)
+ nκ+

n∑
k=1

νi,k +
3

4
n%

+

n∑
k=1

(ρWi,k

2γi,k
WT
i,kWi,k +

ρθi,k
2υi,k

θTi,kθi,k +
ρMi,k

2ςi,k
M2
i,k

)
+

n−1∑
k=1

(ρPi,k
2ηi,k

P 2
i,k +

ρQi,k
2λi,k

Q2
i,k

)
+

5

2
κ(n− 1)

≤− ΓiVi + Λi, (59)

where Γi = min{4ci,k, 4−τi,k
τi,k

, ρWi,k
, ρθi,k , ρMi,k

, ρPi,k , ρQi,k};
Λi =

∑n
k=1

(
ρWi,k
2γi,k

WT
i,kWi,k +

ρθi,k
2υi,k

θTi,kθi,k +
ρMi,k
2ςi,k

M2
i,k

)
+
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∑n−1
k=1

(
ρPi,k
2ηi,k

P 2
i,k +

ρQi,k
2λi,k

Q2
i,k

)
+ nκ +

∑n
k=1 νi,k + 3

4n% +
5
2κ(n− 1). Based on (59) and Lemma 4 in [4], one has

E[Vi] ≤ Vi(0)e−Γit +
Λi
Γi
, for ∀ t > 0, (60)

where E(·) represents the expectation. Therefore, E[Vi]
is finally bounded by Λi

Γi
. It follows that signals

Zi,k, ζi,k, W̃i,k, θ̃i,k, M̃i,k, P̃i,k and Q̃i,k are bounded in
probability. From the definition of Wi,k, θi,k,Mi,k, Pi,k, Qi,k,
signals Ŵi,k, θ̂i,k, M̂i,k, P̂i,k, Q̂i,k are bounded. Thus, the
proposed controller vi is bounded. Due to the fact that
zi,k = Zi,k + ξi,k, to show the boundedness of zi,k, one has
to prove that signal ξi,k is bounded. Therefore, the following
contents are provided to demonstrate the boundedness of
ξi,k, k = 1, 2, . . . , n.

The Lyapunov function for auxiliary system (16) is con-
structed as

Wi =

n∑
k=1

1

2
ξ2
i,k. (61)

According to the definition of infinitesimal generator L, LWi

is

LWi ≤
n∑
k=1

−p̄i,kξ2
i,k +

1

2
∆ui

2 ≤ δiWi + Ψi, (62)

where p̄i,1 = pi,1− 1
2 > 0, p̄i,k = pi,k−1 > 0, k = 2, 3, . . . , n

are constants; δi = min{2p̄i,k}, Ψi = 1
2∆ui

2.
Based on the boundedness of vi, it is clear that ∆ui =

ui(vi) − vi is bounded. Obviously, from Ineq. (62), ξi,k is
bounded, and then zi,k remains bounded. From the bounded-
ness of zi,1 and the definition of functions h(t) and h̄(t), dis-
tributed consensus errors ei, i = 1, 2, . . . , N are bounded and
will converge to prescribed interval (−π1ι, π2ι) in prescribed
time T . Moreover, by adjusting design parameters appropriate-
ly, the prescribed interval can be made small enough. Thus,
from Remark 4, the prescribed-time connectivity-preserving
consensus of stochastic MASs (8)-(10) is achieved. �

Algorithm 1 Implement the proposed control strategy
Initialize For given MASs, set initial states xi(0), y0(0) and ξi(0), commu-

nication ranges Ri, R0 and weights aij , control gains ci,k , constants
pi,k , vMi , vmi , τi,k , initial estimates Ŵi,k(0), θ̂i,k(0), M̂i,k(0),
P̂i,k(0), Q̂i,k(0), design parameters γi,k , υi,k , ςi,k , ηi,k , λi,k and
ρWi,k , ρθi,k , ρMi,k , ρPi,k , ρQi,k with i = 1, 2, . . . , N , k =
1, 2, . . . , n, j ∈ Ni. Select constants a, d, ι and κ. Set the number
of fuzzy rules and choose the fuzzy membership functions.

1: Repeat
2: Calculate performance function by (15);
3: Update the leader by (10);
4: for i = 1, 2, ..., N do
5: for k = 1, 2, ..., n− 1 do
6: Define error Zi,k using (17);
7: Calculate virtual controller αi,k by (18),(19) and ᾱi,k by (14);
8: end for
9: Define error Zi,n using (17);

10: Calculate controller vi and saturation ui(vi) by (20) and (9);
11: Update followers’ dynamics and the estimates by (8) and (21)-(23);
12: end for
13: Until the set simulation time

Remark 9: There are some results on prescribed-time con-
sensus of MASs. For instance, prescribed-time consensus pro-
tocol is presented in [34] for MASs with integrator dynamics.

0 5 10 15 20 25 30

time(sec)

-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

2.5

Fig. 3. Prescribed-time consensus under the proposed control
strategy.

The authors in [35] and [36], [37] cope with the prescribed-
time consensus of second-order nonlinear MASs and high-
order ones. These consensus control schemes are derived by
using the so-called time base generator principle. The idea
of time base generator method is to build the time-varying
control gain with a function which is related to the sum
of the consensus errors. Despite these progresses, however,
it assumes that all the agents should have a common time-
reference. This is a strong condition and prohibits its practical
applications. Moreover, such gain may becomes singular at
the prescribed time, since the gain may go to infinite [38]
or produce the Zeno behavior. In contrast to the prescribed-
time consensus protocols [34]–[37], the proposed consensus
protocol is designed without these restrictions. Thus, the
presented work is preferable.

Remark 10: The proposed consensus protocol has the
following significant characteristics. Firstly, compared with
the settling time obtained via the finite/fixed-time theory,
settling time T has no concern with initialization and con-
trol parameters, and it can be known in advance and pre-
designed by the designer. Secondly, in the achievements on
the finite/fixed-time consensus, the controller design requires
tedious fractional calculations. In this paper, we use the regular
feedback of errors to take place of fractional power. Thus, the
consensus protocol is derived based on the standard Lyapunov
stability theory. The complexity of fractional differential cal-
culations is reduced. Thirdly, unlike the existing finite/fixed-
time connectivity-preserving works where potential function
is adopted to obtain connectivity preservation, error transfor-
mation is employed. Besides, novel RFLS approximator is
incorporated, which overcomes the algebraic loop problem
brought by non-triangular form.

IV. SIMULATION EXAMPLE

To show the effectiveness of the proposed consensus proto-
col, the well-known van der Pol oscillator [10] is considered

ψ̇1 = −ψ2 + ψ1 −
1

3
ψ3

1 + ϕ1 + F(t),

ψ̇2 = u+ 0.1(ψ1 + ϕ3 − ϕ4ψ2),

y = ψ1,

(63)
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Fig. 2. (a) Chaotic attractor of van der Pol. (b) Communication graph G(0). (c) Switching signals.

where F(t) = ϕ2 cos(ωt) is an exciting signal;
ϕ1, ϕ2, ω, ϕ3, ϕ4 are system parameters. Obviously, exciting
signal F(t) is periodic. Fig. 2(a) depicts the chaotic behavior
of system (63) in phase space with controller input u = 0
and the same system parameters as the ones given in [15],
ϕ1 = 0, ϕ2 = 0.74, ω = 1, ϕ3 = 0.7, ϕ4 = 0.8.

Here, consider a circumstance that switched nonlinearities
and environmental noise exist in (63). Let xi,1 = ψ1, xi,2 =
ψ2, ui = u, i = 1, 2, 3, and then the form of (63) is given by

dxi,1 = [−xi,2 + f
σi(t)
i,1 (xi, di,1(t))]dt+ g

σi(t)
i,1 (xi, di,1(t))dw,

dxi,2 = [ui(vi) + f
σi(t)
i,2 (xi, di,2(t))]dt+ g

σi(t)
i,2 (xi, di,2(t))dw,

yi = xi,1,
(64)

where xi = [xi,1, xi,2]T ; f1
i,1(xi, di,1(t)) = xi,1 −

1
3x

3
i,1 + cos(t), f2

i,1(xi, di,1(t)) = xi,1 − 1
3x

3
i,1 + 0.74 cos(t),

f1
i,2(xi) = xi,1 + 0.7 − 0.8xi,2 + 1.5 cos(t), f2

i,2(xi) =
0.1(xi,1 + 0.7 − 0.8xi,2); w is an r-dimensional standard
Wiener process; g1

i,1(xi) = xi,2 sin(xi,1 cos(t)), g2
i,1(xi) =

xi,1 sin(xi,2 cos(t)), g1
i,2(xi) = xi,2 cos(xi,1 sin(t)) and

g2
i,2(xi) = xi,1 cos(xi,2 sin(t)). The switching signals are

shown in Fig. 2(c). The trajectory of leader is governed by
ẏ0 = cos(t) + 0.25 cos(0.5t). Initial states of the considered
stochastic nonlinear MASs are set as x1(0) = [−0.8, 0]T ,
x2(0) = [2.5, 0]T , x3(0) = [−2, 0]T , and y0(0) = 1. For
the sake of convenience, the communication ranges are all set
as Ci = 2.5, i = 0, 1, 2, 3. Then, G(0) is depicted in Fig. 2(b).

In the dynamics of the first state component in (64), note
that the gain of state xi,2 is not positive, and thus the virtual
controller is revised as

αi,1 = ci,1Zi,1
(
Υi$i

)−1
+

3

2
Zi,1

(
Υi$i

)1/3
+
(
Υi$i

)−1
(

Πi + ŴT
i,1Φi,1(χi,1, θ̂

T
i,1φi,1(t))

+
Z3
i,1M̂

2
i,1k2

i,1(t)

|Z3
i,1||M̂i,1ki,1(t) + κ

)
. (65)

Controller vi is designed as

vi =− ci,2Zi,2 −
1

4
Zi,2 − ŴT

i,2Φi,2(χi,2, θ̂
T
i,2φi,2(t))

−
Z3
i,2M̂

2
i,2k2

i,2(t)

|Z3
i,2||M̂i,2ki,2(t) + κ

. (66)

For n = 2, N = 3, simulation time t = 30s, the implement
of the proposed control strategy is shown as Algorithm 1

above. In this simulation, the Gaussian-type fuzzy membership
functions of RFLS approximator are selected as

µFm(χi,k) = exp
[
− (χi,k − am)T (χi,k − am)

2(bm)2

]
, (67)

where k = 1, 2, i = 1, 2, 3, m = 1, 2, . . . , 5, the centers are
spaced in [−5, 5] with a1 = −5, a2 = −3, a3 = 0, a4 =
3, a5 = 5 and the widths are all set as bm = 2.

Based on the guideline of the parameter selection, for
i = 1, 2, 3, a∗ij = 3; Ŵi,1(0) = Ŵi,2(0) = 05, θ̂i,1(0) =

θ̂i,2(0) = 05, M̂i,1(0) = M̂i,2(0) = 0, P̂i,1(0) = 0,
Q̂i,1(0) = 0; ξi,1(0) = ξi,2(0) = 0; pi,1 = pi,2 = 2, vM1

=
150, vM2

= vM3
= 200, vm1

= −150, vm2
= vm3

= −200,
τi,1 = 0.002; a = 2, d = 1, ι = 0.3 and π1 = π2 = 0.7;
γ1,1 = 1, γ2,1 = 0.01, γ3,1 = 0.1, γi,2 = 0.01, υ1,1 = υ2,1 =
0.5, υ3,1 = 0.1, υi,2 = 1, ς1,1 = 0.3, ς2,1 = 0.01, ς3,1 = 0.05,
ς1,2 = 0.02, ς2,2 = ς3,2 = 0.01, ηi,1 = 10 and λi,1 = 10;
ρW1,1

= 1, ρW1,2
= 0.5, ρW2,2

= ρW3,2
= 1, ρθ1,1 =

0.1, ρθ2,1 = ρθ3,1 = 0.5, ρθ1,2 = 1, ρθ2,2 = 2, ρθ3,2 = 1,
ρM1,1

= 0.8, ρM2,1
= ρM3,1

= 1, ρM1,2
= 2, ρM2,2

= ρM3,2
=

1, ρP1,1 = 2, ρP2,1 = 3, ρP3,1 = 1, ρQi,1 = 5; ci,1 = 30,
ci,2 = 10; κ = 0.01. It follows that prescribed interval and
prescribed time are (−0.21, 0.21) and T = 2, respectively.

The simulation results are carried out. Fig. 3 depicts the
trajectories of leader and three followers. We can see that
the consensus is achieved in prescribed time T = 2. To
show the consensus more clearly, the trajectories of errors
ei, i = 1, 2, 3 and performance functions are provided in Fig.
4(a), where the red dashed lines represent h̄(t),−h(t) and
the blue solid lines denote errors ei, i = 1, 2, 3. From Fig.
4(a), we can see that the trajectories of ei, i = 1, 2, 3 keep
within the bounds predetermined by h̄(t),−h(t) all the time.
Hence, distributed consensus errors are limited to prescribed
interval (−0.21, 0.21) in prescribed time T = 2. According
to Fig. 4(b), it is obvious that the connectivity is preserved.
The boundedness of controller vi and system actual input
ui(vi) are presented in Fig. 4(c). Simulation results, Figs.
3 and 4, indicate the effectiveness of the proposed adaptive
fuzzy prescribed-time connectivity-preserving control strategy,
which is in line with Theorem 1.

To show the characteristics of the obtained consensus con-
trol scheme, we give simulation results of the connectivity-
preserving consensus control scheme in [32] and the system
parameters are selected as the same as those above. Due to the
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Fig. 4. (a) Errors ei. (b) Connectivity preservation. (c) Input saturation.
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Fig. 5. (a) Simulation results for deterministic MASs under the
control strategy in [32]. (b) Simulation results for stochastic
MASs under the control strategy in [32].

absence of switched dynamics, only the first mode is involved
in this simulation.

The simulation results for the deterministic and stochastic
MASs under the connectivity-preserving consensus control
strategy in [32] are presented in Fig. 5(a) and Fig. 5(b). Fig.
5(a) reveal that the control strategy accomplishes the consen-
sus of deterministic dynamics commendably. Apparently, Fig.
5(b) displays that the connectivity-preserving control objective
is not achieved. This demonstrates that the control method
in [32] is not a feasible strategy for the stochastic MASs
investigated in this work since the effect of stochastic noise is
not considered. Additionally, the proposed consensus control
algorithm is superior to that in [32]. As observed from Fig. 3,
the connectivity-preserving consensus control with prescribed
time is obtained, while the connectivity-preserving consensus
control objective in [32] is achieved as time goes to infinity.

V. CONCLUSION

A new adaptive fuzzy prescribed-time connectivity-
preserving consensus control strategy is proposed for stochas-
tic nonstrict-feedback switched MASs. Unlike the existing
finite/fixed-time connectivity-preserving consensus results, our
primary characteristic is that the settling time is allowed to be
specified according to actual needs by users. Meanwhile, initial
connectivity is preserved via error transformation method.
What is more important, novel RFLS approximator is adopted
to describe disturbance-dependent functions. RFLS develops
the scope of feasibility of existing controller, which means the
controlled system structure is relaxed from the lower triangular
structure to the non-triangular one. Based on the stochastic
differential theory, it is proved that the the connectivity-
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preserving consensus can be achieved in prescribed time under
the designed control strategy. Simulation results confirm the
effectiveness of the obtained theoretical results. The research
on consensus is the primary and essential of cooperation
control technique. It provides a steady base in theory and tech-
nology for practical applications of multi-intelligent systems,
e.g., vertical take-off unmanned aerial vehicles formation [39]
and encirclement control in smelting plant [40].

With the limited communication ranges, communication
failures and creations may exist. Thus how to design ap-
propriate controller for the MASs suffered from switching
topologies is a meaningful issue. Additionally, fuzzy systems
can systematically use linguistic information from the expert
knowledge and the experience of skilled workers [41], [42].
Since its flexible advantages, our future work will focus on
fuzzy controller design for some application scenarios.

VI. APPENDIX

1) The detailed derivation of Ineq. (35).
From Lemma 1, one has

Z3
i,1Fi,1(Xi,1, ϑi,1)

≤Z3
i,1

(
ŴT
i,1Φi,1(χi,1, θ̂

T
i,1φi,1(t)) + W̃T

i,1(Φ̂i,1 − Φ̂′i,1θ̂
T
i,1φi,1(t))

+ ŴT
i,1Φ̂′i,1θ̃

T
i,1φi,1(t) + βi,1 + ωi,1(Xi,1, t, µi,1)

)
+ νi,1.

(68)

For βi,1 and ωi,1(Xi,1, t, µi,1), according to Lemma
1, they are bounded by ‖θi,1‖‖φi,1(t)ŴT

i,1Φ̂′i,1‖ +

‖Wi,1‖‖Φ̂′i,1θ̂Ti,1φi,1(t)‖ + |Wi,1|1 and ω̄i,1, respectively.
Then

Z3
i,1

(
βi,1 + ωi,1(Xi,1, t, µi,1)

)
≤ |Z3

i,1|
(
‖θi,1‖‖φi,1(t)ŴT

i,1Φ̂′i,1‖
+ ‖Wi,1‖‖Φ̂′i,1θ̂Ti,1φi,1(t)‖+ |Wi,1|1 + ω̄i,1

)
. (69)

Define vectors X = [‖θi,1‖, ‖Wi,1‖, |Wi,1|1 + ω̄i,1]T , Y =
[‖φi,1(t)ŴT

i,1Φ̂′i,1‖, ‖Φ̂′i,1θ̂Ti,1φi,1(t)‖, 1]T , and thus XTY =

‖θi,1‖‖φi,1(t)ŴT
i,1Φ̂′i,1‖+‖Wi,1‖‖Φ̂′i,1θ̂Ti,1φi,1(t)‖+ |Wi,1|1 +

ω̄i,1. Based on Holder inequality, it holds XTY ≤ ‖X‖‖Y ‖.
Denote Mi,1 = ‖X‖ and ki,1(t) = ‖Y ‖, and it follows that

Z3
i,1

(
βi,1 + ωi,1(Xi,1, t, µi,1)

)
≤ |Z3

i,1|Mi,1ki,1(t). (70)

Since the nonnegativity of M̂i,1 is ensured by the designed
adaptive laws and M̂i,1(0) > 0. Then, according to Lemma 4

in [26], one has |Z3
i,1|Mi,1ki,1(t) ≤ κ+

Z6
i,1M̂

2
i,1k

2
i,1(t)

|Z3
i,1||M̂i,1ki,1(t)+κ

+

|Z3
i,1|M̃i,1ki,1(t). Then, Eq. (35) can be obtained by substi-

tuting (70) into (68).
2) The detailed derivation of Ineq. (60).

For LVi ≤ −ΓiVi+Λi, one gets the following inequality based
on Theorem 4.1 in [43] or Lemma 4 in [4]:

dE[Vi]

dt
≤ −ΓiE[Vi] + Λi. (71)

And then, multipling both sides of (71) by eΓit yields

d
(
eΓitE[Vi]

)
dt

≤ eΓitΛi. (72)

By taking the integral of both sides of (72) at [0, t), then

eΓitE[Vi]− E[Vi(0)] ≤ Λi
Γi

(
eΓit − 1

)
. (73)

Ineq. (60) holds via simple calculations.
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