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ABSTRACT In this paper, a novel rotation and scale invariant approach for texture classification based
on Gabor filters has been proposed. These filters are designed to capture the visual content of the images
based on their impulse responses which are sensitive to rotation and scaling in the images. The filter
responses are rearranged according to the filter exhibiting the response having largest amplitude, followed
by the calculation of patterns after binarizing the responses based on a particular threshold. This threshold
is obtained as the average energy of Gabor filter responses at a particular pixel. The binary patterns are
converted to decimal numbers, the histograms of which are used as texture features. The proposed features
are used to classify the images from two famous texture datasets: Brodatz, CUReT and UMD texture albums.
Experiments show that the proposed feature extraction method performs really well when compared with
several other state-of-the-art methods considered in this paper and is more robust to noise.

INDEX TERMS Texture classification, Gabor filters, pattern recognition.

I. INTRODUCTION
Texture can be defined as visual patterns appearing due to
changes in contrast in the images. Quantifying visual textures
is an active area of research and has been done for a wide
range of applications related to remote sensing [1], [2], object
recognition [3], [4], [5], image matching [6], [7] and texture
classification [8] just to name a few. A major challenge
in extracting texture features is to ensure their robustness
under varying imaging conditions such as changes in light-
ing, scaling and angles of viewing. The pioneering work on
texture feature extraction dates back to 1976 when gray level
co-occurrence matrices were used for feature extraction from
the images [9]. Phenomenal progress has since been made
in the area leading to a wide range of methods, that can be
divided into two main categories: model based methods and
feature based methods [10]. The methods which are based
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on the former category use traceable models for the texture
patterns where the texture analysis is based mainly on a
parameter estimation task. The latter analyzes the texture as
an informative description.

The use of model based methods is usually appropri-
ate in situations where the textures are periodic or at least
semi-periodic [11]. Additionally, an effective description of
the texture content requires a detailed study of the under-
lying statistical models of the textures enforcing the need
of a learning stage preceding the feature extraction stage.
On the other hand, most of the feature based methods are
not parametric and usually no presumption on the nature
of textures is typically required, diversifying their usage
for a wide range of applications. Accordingly, most of the
research on texture description is based on feature based
methods.

Mainly there are two types of feature based methods: sta-
tistical and signal processing based methods. Many statistical
methods have been proposed to date in the literature such
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as gray level co-occurrence matrices (GLCM), local binary
patterns (LBP) [12] etc giving good results. More recently,
several variants of LBPs have been proposedwhich show very
good results as compared to the standard LBPs [13], [14],
[15]. These descriptors are very useful given that they can
be used for the identification of different microstructures in
the images such as corners, blobs, flat regions etc. which form
the basis for the perception of image textures. However, these
methods exhibit an inherent shortcoming given that they are
based on a very local analysis and thus are relatively more
sensitive to noise [16]. The signal processing based methods
use filters for texture feature extraction. They offer a greater
diversity since they have the ability to calculate multiresolu-
tion and multidirectional features while being able to extract
both micro and macro-texture features from the images. This
property is consistent with the basic characteristics of the
human visual system having the visual cortex consisting of
cells which are band pass filters sensitive to various scales and
orientations [17]. Interestingly, the specific characteristics of
LBP and filter based methods are complementary in nature
and can be used in conjunction with one another to introduce
more robust texture descriptors.

A. CONTRIBUTIONS
In this paper, the main aim is to explore texture features
having the capabilities to extract micro-texture and macro-
texture features while being robust to noise. The proposed
method uses Gabor filters for a macro-description and
subsequently LBP-like differential operation for a micro-
description, extracting features with characteristics which are
complementary in nature and more robust to noise. The main
contributions of this paper are as follows:
• Gabor Contrast Patterns (GCP): The complementary
strengths of different methods are combined in GCP
which uses Gabor kernels, resulting in mitigating noise
in the images owing to the convolution operation. Later,
local differential patterns are obtained from the images
using an analogy derived from LBPs based on the
responses from the Gabor filterbank.

• A visual descriptor is constructed from the GCP maps
using the binning operation. The descriptor is ana-
lyzed for its discriminative power to represent some
challenging patterns which are not adequately seg-
regated in feature spaces by other state-of-the-art
methods.

• The proposed method is quantitatively evaluated on
three publicly available datasets presenting different
challenges to the research community. Four differ-
ent metrics including accuracy, dimensionality, noise
robustness and computational complexity are used for
this comparison.

The rest of the paper is organized as follows: we present the
related work (Section II), followed by the proposed method-
ology (Section III). Later, we present our experimental results
(Section IV) and conclude the paper (Section V).

II. RELATED WORK
A. FILTER BASED METHODS
Significant work has been done in the past on the proposal of
invariant novel descriptors using filter basedmethods. Inmost
of these methods, it is typically possible to decompose the
visual texture information with respect to scales and orien-
tations facilitating the calculation of invariant features. The
examples of such filters include, but is not limited to Gabor
filters [18], [19], [20], ridgelets [21], [22], [23], steerable
filters [24], [25], [26], wavelets [27] etc. Suchmethods can be
mainly classified into three different types. The first category
of methods achieves invariance by using modified filters,
or by using some trivial operations on the filter responses
which compromise on some information that could be poten-
tially useful for texture categorization. Examples of such
methods include even symmetric Gabor filters [28], or filters
obtained as a result of summing the direction-sensitive or
scale-sensitive filters [29] to achieve rotation or scale invari-
ant features. Since such methods are obtained as a result
of compromising information across scale or orientation,
the capability to represent texture characteristics is limited.
The second category of methods involves the use of some
sort of transformation, where possible to achieve invariance.
Examples include [30], [31] in which the filter responses
are subjected to post processing such as using Fast Fourier
transform to obtain feature invariance. Such methods obtain
good features with a drawback that the feature extraction
takes place in the transform domains making the features
less intuitive for visualization. An interesting category of
methods involves a realignment of the feature vectors in the
direction of dominant energies to achieve invariance. These
strategies mitigate the effects of losses of texture information
unlike the other approaches as no information related to the
scales and orientations in the images is lost and the features
stay in their original respective space making their visual-
ization and comprehension simpler [32], [33], [34]. Given
the simplicity of these methods, these are most widely used
for the extraction of rotation and scale invariant features.
However after these operations, the resulting features are
typically lying in higher dimensional spaces which are not
useful directly for classification purposes due to the problems
of curse of dimensionality. Over the past decade, the strength
of these filtering based methods has been widely utilized in
the methods based on convolution neural networks that are
composed of various layers including the convolutional layers
which make use of filtering operation as a part of feature
extraction process. Researchers have resorted to the use of
statistics to resolve this issue. However it is important to note
that invariably in all these methods, the richness of the texture
content is compromised by the final step which prevents from
performing a very fine analysis of image textures (which are
actually very descriptive for texture images). This aspect of
the texture descriptors (microtextures) has been thoroughly
explored by the methods which are based on Local Binary
Patterns (LBP) [35] and have been explored in this paper.
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B. LBP VARIANTS
LBPs have proven to be very robust for different applications
requiring the extraction of rich texture features from the
images. The LBPs exhibit a very low computational cost and
are robust to environmental changes and have attracted a great
interest in texture analysis leading to the proposal of different
variants of LBP [36], [37], [35]. Guo et al. [38] proposed
completed LBP (CLBP) which calculate a magnitude vector
from a difference vector. They combine three complementary
characteristics including magnitude and direction of local
differences as well as center pixels creating a 3D histogram
for texture description. Discriminative capability was further
improved in feature based LBP (FbLBP), which usemean and
variance to represent magnitude numbers. Several attempts
have been made to propose the descriptors which are rotation
and scale invariant. Dominant rotated LBP(DRLBP) calculate
the local dominant direction and appropriately rotate the
weights to yield rotation invariance. Scale invariance in LBPs
has been achieved in several ways. Li et al. [39] made use of
Laplacian of Gaussian to select the relevant scale at which
LBP patterns are calculated for every pixel, thus employing
a scale adaptive LBP radius. In scale selective LBP(SSLBP),
histograms of pre-learned dominant LBPs are constructed and
use maximum frequency among different scales as image
features. Some variants of LBP are designed to handle noise
more efficiently as LBP based descriptors are more sensitive
to noise. In this context, Ren et al. [16] proposed noise
resistant LBP (NRLBP) which perform error correction in
the patterns, and they also proposed an extended version of
these patterns ENRLBP. Some patch based techniques were
proposed [40], [41], leading to local contrast patterns (LCP)
using directed and undirected differencemasks. Liu et al. [42]
proposed binary rotation invariant and noise tolerant method
(BRINT ) method, which take the average value of the pixels
in a neighborhood and calculate its binary patterns, mak-
ing the resulting patterns more resistant to noise. Some
variants of the LBP are devised to deal with color images
such as color local patterns [43] multichannel decoder-based
LBP [43] where a color pixel is treated as a vector having
m-components and form a hyperplane and cube diagonal
LBP [44], [45]. It is clear that all these methods have their
own strengths and weaknesses and their characteristics are
complementary to one another. In this paper, the comple-
mentary strengths of filter based methods and LBP variant
are combined together to propose Gabor Contrast Patterns,
which have the capability to extract texture features which
are robust to noise. The methodology is discussed and evalu-
ated for accuracy, dimensionality and noise robustness in the
subsequent sections.

III. PROPOSED METHOD
A. GABOR FILTERS
The first step involved in feature extraction of images is
Gabor filtering. Over the past decades, the Gabor filters
have been widely used for applications related with texture

classification. Their use is mainly motivated by the fact that
the 2D Gabor filters are very similar to the visual cortex of
mammals [17]. Another important consideration is that Gabor
filters have the ability to achieve optimal localization in both
spatial and frequency domain [46]. A Gabor filter consists
of a sinusoidal plane wave with a particular frequency and
orientation, modulated by a Gaussian envelope. The Gabor
filtering of an image is represented by the convolution of the
images with a bank of Gabor filters

Gθ,σ (x, y) = I (x, y) ∗ ψθ,σ (x, y)

=

∫
+∞

k=−∞

∫
+∞

l=−∞
I (x, y)ψθ,σ (x − k, y− l) (1)

where I (•) denotes the input images, ψθ,σ (•) represents the
Gabor filter with an orientation θ and scale σ and ∗ is the
convolution operator. A Gabor filter can be mathematically
defined as follows:

ψ(x, y) =
f 2

πγη
e
−

(
f 2

γ 2
x ′2+ f 2

η2
y′2

)
ej2π fx

′

(2)

x ′ = x cos θ + y sin θ

y′ = −x sin θ + y cos θ (3)

where f is the central frequency of the filter, θ is the rotation
angle of the major axis of the Gaussian function, γ is the
sharpness along the major axis and η is the sharpness along
the minor axis. In the given form, λ = η

γ
is the aspect ration

of the Gaussian function. The 2D Gabor filter function in the
frequency domain is

9(u, v) = e
−π2

f 2

(
γ 2(u′−f )2+η2v′2

)
(4)

u′ = u cos θ + v sin θ

v′ = −u sin θ + vcosθ (5)

which is a bandpass filter in the frequency domain. A bank
of Gabor filters is obtained by changing the parameters of a
Gabor wavelet and obtaining the relevant filter banks. If S
is the total number of scales and K is the total number of
orientations at which theGabor filters are calculated, a feature
vector of size S × K for every pixel in a Gabor filtered
image is obtained. The response Ri(fm, θn) at ith pixel can be
represented by the equation as in (7), shown at the bottom
of the next page, where m = 0, 1, · · · , S − 1 is the index
used for scales and n = 0, 1, · · · ,K − 1 is the index used
for orientation and ri(xi, yi, fm, θn) is the response of the filter
bank at ith pixel with center frequency fm and orientation θn.
Typically, a filter bank is constructed by selecting a frequency
fmax , and creating multiple filters by varying the center fre-
quencies of the filter banks according to a certain criteria,
mainly represented as

fm = k−l fmax ,m = {0, · · · , l − 1} (6)

where fm is the mth frequency, f0 = fmax is the highest
desired frequency, and k is the frequency scaling factor
(k > 1, k ∈ R).
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FIGURE 1. Visual illustration of the procedure adopted in the proposed method for generating the feature maps of Gabor Contrast
Patterns. 8 feature maps are obtained in the figure, one corresponding to each scale and orientation (4 scales and 4 orientations).

FIGURE 2. Effect of rotation and scaling of image on Gabor responses:
transfer of energy to other filter banks, dilated and rotated by the same
amount as that of the image.

B. GABOR CONTRAST PATTERNS
The matrix, Ri(fm, θn) obtained at the ith pixel has a specific
characteristic: when rotation or scaling of an image takes
place, these transformations will be interpreted as shift in

Algorithm 1 Gabor Contrast Patterns
1: procedure Texture feature extraction
2: Input: Images for computation of GCP
3: for each image do
4: Convert image to gray scale
5: Perform filtering: R(f , θ)← I (x, y) ∗ ψθ,f (x, y)
6: for each ith pixel do
7: R′i(fm, θn)← Ri(fm, θn)− E{|Ri(f , θ)|}
8: Binarize R′i(fm, θn) using a sign function s(x)
9: end for

10: Calculate SCi(fm) and RCi(θn)
11: end for
12: generate histogram of SC and RC for full image
13: Concatenate SC and RC histograms
14: end procedure

FIGURE 3. Applying circular rotation to align the filter response matrix by
the highest energy response at the top left cell in the matrix. The Gabor
filter in this figure employs 6 orientations and 8 scales.

Ri(fm, θn) since the filters which are appropriately rotated and
scaled will capture these transformation (Fig. 2). R′i(fm, θn) is
constructed such that

R′i(fm, θn) = PrRi(fm, θn)Pc (8)

where Pr and Pc represent permutation matrices with
respect to rows and columns respectively. These matrices
are calculated such that the r ′i (xi, yi, f0, θ0) has the max-
imum value, a strategy that is similar to the one used
in [34] for extraction of rotation and scale invariant Gabor
responses (Fig. 3). Later, the filter responses are quantized
and encoded into specific patterns which can later be used
for classification. We will call the resulting features as Gabor
contrast patterns (GCP). The basis of formulating these pat-
terns lies on the deviation of the filter responses at specific
orientations and scales from the mean of absolute values

Ri(fm, θn) =


ri(xi, yi; f0, θ0) ri(xi, yi, f1, θ0) . . . ri(xi, yi, fS−1, θ0)
ri(xi, yi; f0, θ1) ri(xi, yi, f1, θ1) . . . ri(xi, yi, fS−1, θ1)

...
...

. . .
...

ri(xi, yi; f0, θK−1) ri(xi, yi, f1, θK−1) . . . ri(xi, yi, fS−1, θK−1)

 (7)
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of filter responses at each pixel (Fig. 1). Let us define
dR′i(fm, θn) = R′i(fm, θn)− thi, where thi is given as follows:

thi =
1

S × K

S−1∑
m=0

K−1∑
n=0

|R′i(fm, θn)| (9)

The deviation of a pixel response from the average energy
of a pixel is quantized using s(dRi(fm, θn)), where s(•) is a
sign function such that

s(x) =

{
1 x ≥ thi
0 x < thi.

(10)

Later, the codes based on this binary matrix are constructed
using which the feature vector is calculated.

1) SCALE CONTRAST
At a particular scale, the contrast codes for the directional
information is in the mth column of dR′i. The binary code in
this column can be used to construct a decimal code as follows
(Fig. 1):

SCi(fm) =
K−1∑
k=0

s(dR′i(fm, θn))2
k (11)

The SCi(fm) indicates a contrast pattern at mth Gabor filter
scale, calculated for the ith pixel. Given that Gabor filtering
has been performed at S different scales, as many number of
scale contrast patterns can be constructed.

2) ROTATION CONTRAST
At a particular orientation, the contrast codes for the scale
information corresponds to the k th row of dR′i. The binary
code for this row of dR′i can be used to construct a decimal
code as follows (Fig. 1):

RCi(θn) =
S−1∑
k=0

s(dR′i(fm, θn))2
k (12)

The RCi(θn) indicates a contrast pattern at nth Gabor filter
orientation, calculated for the ith pixel. A total of K rotation
contrast patterns can be constructed for a particular pixel.

C. HISTOGRAM OF CONTRAST PATTERNS
After the extraction of the contrast patterns, their histograms
are constructed. For Gabor filters with S scales and K orien-
tations, a total of S × K histograms are constructed.

GCP =
[
Ff1 (SC) . . .

Ffm (SC) Fθ1 (RC) . . .Fθn (RC)

]
(13)

where F(•) is the frequency of occurrence of a particular
pattern. The histograms obtained from the scale and rotation
contrasts are concatenated to form a feature vector. After
obtaining the representation features for an image, standard
machine learning methods can be used for classification of
the images A visual illustration of the proposed method is
shown in Fig. 1.

D. ANALYSIS OF GCP
The proposed texture feature set exhibits unique characteris-
tics, which are not shared by the existing feature extraction
techniques. The Gabor filters are obtained by the multiplica-
tion of a Gaussian filter with sinusoidal function. Effectively,
this means that the use of Gaussian function in formulat-
ing the impulsive responses smoothes the images inherently
performing noise removal from the images. When the con-
trast patterns are calculated at each pixel, this noise removal
plays a key role where only the real texture content which
is visualized by variations in the gray level values in the
images is remaining and the noisy variations in the images
are catered for by the Gaussian function in the filtering step.
Thus, a texture descriptor which has the ability to capture fine
texture in the images, while not being very sensitive to noise is
obtained. This is a unique contribution given that the existing
methods employing Gabor filters are usually based on statis-
tics which do not capture local texture content. Some exist-
ing techniques are based on the calculation of local binary
patterns on the Gabor filtered images but these techniques
calculate the texture features individually from each lattice
plane in the Gabor filters and do not fuse the decomposed
texture content at various scales and orientations. Most of the
local visual descriptors typically cannot discriminate between
some specific patterns, although they are visually different
(Some specific examples have been considered in Fig. 4). It is
visually evident that the first two rows, which represent the
local binary patterns (LBP) and local ternary patterns (LTP)
do not yield discriminative features whereas the proposed fea-
tures are robust and have the ability to differentiate between
the images shown in the first row. From these representa-
tive patterns, it is clear that the discriminative power of the
proposed descriptors is increased as the feature space looks
visually different for the patterns which are considered in the
image. Although the figure demonstrates the discriminative
ability of the proposed features, the representation for noisy
texture will be quantitatively presented in the results section.

IV. EXPERIMENTAL RESULTS AND ANALYSIS
To validate the effectiveness of GCP, several experiments
were carried out in this paper, which are as follows:

A. EXPERIMENTAL SETUP
For our experiments, three different datasets have been used:
Brodatz, CuRET and UMD having their own respective chal-
lenges (Table 2). Brodatz is a challenging texture album
having a collection of around 111 textures. Generally, the
textures look very different with some of them being particu-
larly difficult given that similar textures acquired at different
scales have to be classified into different categories. This is
particularly challenging for the descriptors which are scale
invariant as they will lead to wrong classifications for such
cases (Fig. 6). In the CuRET dataset, the image have been
acquired under varying lighting conditions from arbitrary
viewpoints, emulating acquisition of the same images under
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FIGURE 4. The figure identifies the problems exhibited by the standard local descriptors. The first row indicates the original images, second row shows
the histograms of local binary patterns (LBP), third row shows the histogram of local ternary patterns and the fourth row indicates the features obtained
using the proposed Gabor contrast patterns (GCP). The visualization of features shows that GCP exhibits the capability to discriminate between different
textures which yield similar features in comparison to other local descriptors (partially adapted from [14]).

TABLE 1. Summary of feature extraction methods compared with the proposed descriptor.

different rotation and scale variations. Therefore this dataset
is very useful to assess the rotation and scale invariant proper-
ties of the descriptors (Fig. 7). A similar set of characteristics
are exhibited by the UMD dataset in which the validation
of rotation and scale invariant characteristics can be done
(Fig. 8).

For feature extraction Gabor filters are used, having two
important parameters as discussed earlier: number of scales
and orientations. These parameters impact the method in
two distinct ways: 1). An increase in the number of scales
and orientation increases the number of dimensions, and 2).
Increase in computational complexity as adding more scales
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TABLE 2. Description of datasets used for the experiments.

FIGURE 5. Visual comparison of the methods as a tradeoff between their classification accuracies and feature dimensions.

FIGURE 6. Sample images from 111 texture classes in the Brodatz dataset.

and orientations increases the number of filter banks requir-
ing more convolutional operations to conclude the feature
extraction process. For the purpose of our experiments, four
scales and four orientations have been used. Although this
number can be increased to increase the richness of the fea-
ture extraction process, the parameters are chosen as a result
of grid search where an increase in these parameters gives
an almost similar or marginal improvement on classification
results. For classification, one nearest neighbor method has
been used. The performance of the proposed method has been
compared with several other methods which are highlighted
in Table 1. The proposed method has been evaluated on

three different parameters including classification accuracy,
the dimensionality and algorithm running time. The experi-
ments have been carried out on a 7 Duo 3.5 GHz processor
with 32 GB RAM in Matlab 2017b.

B. OVERALL RESULTS
Generally, the results obtained for CuRET and UMD are
better. Although the main objective of these datasets is to
perform testing of invariance by incorporating visualization
of images belonging to a similar class, potentially leading
to somewhat similar samples appearing in the training and
testing sets, and hence the better accuracies for both of these
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TABLE 3. Classification results obtained using different texture feature
extraction methods.

FIGURE 7. Samples images from 92 texture classes in Columbia-Utrecht
dataset.

datasets (Table 3). Arguably, a similar situation is also faced
by the Brodatz album for images where the granularity of the
texture is very high and thus the possibilities of repetitiveness
become higher, but there are some other cases which become
very challenging where the texture is not fine grained. The
observation is endorsed by the fact that for SSLBP, RAMBP
and GCP, the results obtained on the Brodatz album are sur-
passing 98% showing that the methods making appropriate
adjustments to the scale of the images show better results in
contrast to their other counterparts.

Results show that the proposed method performs better
for both the Brodatz and UMD dataset. It always does well
on the CuRET dataset, however, the RAMBP shows the best
classification accuracies. There are some specific interesting

FIGURE 8. Sample image from 25 texture classes in UMD dataset.

TABLE 4. Comparison between different methods in terms of
computational complexity.

TABLE 5. Classification results obtained on noisy and noise-free CuRET
dataset.

observations which can be deduced from the results. Gen-
erally, it is a coherent observation that for the rotationally
invariant schemes which are purely based on LBPs the overall
accuracies tend to decrease. Using LBP andMBP gives better
results in contrast to their invariant counterparts. This hap-
pens because the concept of rotational invariance is induced
in the LBPs by characterising a specific edge across all
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directions into a single category and this deceases the dis-
criminative capability of the descriptors.

Another important aspect is the computational complexity
of the descriptor. It is well known that the LBP based descrip-
tors are highly efficient with respect to the computation time
as they are based simply on the calculation of a difference
value followed by thresholding. Appropriately, it can be seen
that LBPri is the most efficient descriptor taking only 47.5ms
to complete the computations for an images and the GCP
is the computationally most expensive descriptor (Table 4).
This performance is attributed to the convolution operation
while performing Gabor filtering which requires a significant
number of computational resources. It should be noted that
the method is parametric and the computation time for a
specific images is a function of the number of scales and
orientations, which have been chosen as a result of grid search
of these parameters to tradeoff accuracies, computation time
and dimensionality of the descriptor.

Among that the methods which have been considered
in this paper, GCP is the most powerful descriptor with
compact energy exhibited within only 128 features, and
delivering very good results on large datasets (CuRET with
2806 test images over 61 classes and Brodatz with 4995 test
images over 111 classes) which is a challenging task for a
descriptor. The close competitors of GCP include RAMBP
which has double the number of features (in comparison to
GCP - Fig. 5). Finally, experiments have been performed
to validate the robustness of GCP to noise in Table 5. This
has been done by generating Gaussian noise with different
values of σ and adding it to the images to prepare their noisy
counterparts. As can be seen in the table, the standard LBP are
highly sensitive to noise, with other variants of LBP showing
relatively good results in the presence of noise. GCP shows
the highest level of robustness to noise elucidating on the
strength of the proposed descriptor in the presence of noise
in the images. These results are attributed to the Gaussian
filtering involved while filtering the images, which results in
the mitigation of noise in the images.

V. CONCLUSION
This paper proposes a novel visual descriptor that can be
used for the classification of texture images. This descriptor
is based on Gabor filters given that they offer the diversity
of calculating multiresolution and multidirectional features.
The nature of these filters is consistent with the human visual
system where the cells in the visual cortex are sensitive to
directions and scales of the visual scene. A matrix repre-
senting the filter responses to individual filters sensitive to
the directions and scales is constructed. Circular shifts to
this matrix are applied such that the response of the filter
representing the maximum amplitude lies on the top left
corner of the matrix. Later on, the average absolute energy
of the pixel is subtracted from the matrix followed by its
binarization. These binary codes are used to construct the
decimal codes which can represent the features at a particular

pixel. A histogram of these codes is generated that can be used
for the classification of the images using standard machine
learning methods.

The performance of the proposed descriptor has been eval-
uated on three widely known texture datasets in the literature:
1). Brodatz, and 2). CUReT, and 3). UMD datasets. For
assessing the relative performance of the proposed approach,
different methods based on the Local Binary Patterns (LBP)
have been chosen. Our method performs favorably as com-
pared to the other methods considered in this paper. GCP is
also the most compact descriptor with respect to the dimen-
sionality and thus can be considered most discriminative in
the feature space. However, the computation time for GCP is
higher due to the use of convolutional operator for an entire
filterbank.

Although the proposed descriptor performswell, it requires
wider validation across different datasets. Therefore, in the
future, we aim to perform our experiments on more challeng-
ing datasets to validate the strength of the features produced
by GCP.
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