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ABSTRACT

The factor relating CO emission to molecular hydrogen column density, XCO, is still subject to uncertainty, in particular at low
metallicity. In this paper, to quantify XCO at two different spatial resolutions, we exploited a dust-based method together with ALMA
12-m and ACA data and Hi maps of three nearby metal-poor starbursts, NGC 625, NGC 1705, and NGC 5253. Dust opacity at 250 pc
resolution was derived based on dust temperatures estimated by fitting two-temperature modified blackbodies to Herschel PACS data.
By using the Hi maps, we were then able to estimate dust-to-gas ratios in the regions dominated by atomic gas, and, throughout the
galaxy, to infer total gas column densities and H2 column densities as the difference with Hi. Finally, from the ACA CO(1–0) maps,
we derived XCO. We used a similar technique with 40 pc ALMA 12-m data for the three galaxies, but instead derived dust attenuation
at 40 pc resolution from reddening maps based on VLT/MUSE data. At 250 pc resolution, we find XCO ∼ 1022−1023 cm−2/K km s−1,
5–1000 times the Milky Way value, with much larger values than would be expected from a simple metallicity dependence. Instead,
at 40 pc resolution, XCO again shows large variation, but is roughly consistent with a power-law metallicity dependence, given the
Z ∼ 1/3 Z� metal abundances of our targets. The large scatter in both estimations could imply additional parameter dependence,
which we have investigated by comparing XCO with the observed velocity-integrated brightness temperatures, ICO, as predicted by
recent simulations. Indeed, larger XCO is significantly correlated with smaller ICO, but with slightly different slopes and normalizations
than predicted by theory. Such behavior can be attributed to the increasing fraction of CO-faint (or dark) H2 gas with lower spatial
resolution (larger beams). This confirms the idea the XCO is multivariate, depending not only on metallicity but also on the CO
brightness temperature and beam size. Future work is needed to consolidate these empirical results by sampling galaxies with different
metal abundances observed at varying spatial resolutions.
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1. Introduction

From early cosmic times, molecular clouds are the cradles of
star formation. However, molecular gas, H2, is not easily traced
? This paper makes use of the following ALMA data:

ADS/JAO.ALMA#2018.1.00219.S. ALMA is a partnership of
ESO (representing its member states), NSF (USA), and NINS (Japan),
together with NRC (Canada), MOST and ASIAA (Taiwan), and KASI
(Republic of Korea), in cooperation with the Republic of Chile. The
Joint ALMA Observatory is operated by ESO, AUI/NRAO, and NAOJ.

observationally. The rotational levels of H2 are widely sepa-
rated, with negligible thermal excitation in cold clouds. In addi-
tion, H2 is a homonuclear diatomic molecule with no permanent
dipole moment so that there are no rovibrational electric dipole
transitions.

Luckily, molecular gas is not pure H2, but also contains
heavy trace elements. The abundances of oxygen and carbon in
the interstellar medium (ISM) enable the formation of carbon
monoxide (CO) within dense, cold, molecular clouds. Due to
its low excitation energy in the ground-state rotational transition

Open Access article, published by EDP Sciences, under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0),
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

This article is published in open access under the Subscribe to Open model. Subscribe to A&A to support open access publication.

A64, page 1 of 21

https://doi.org/10.1051/0004-6361/202245805
https://www.aanda.org
http://orcid.org/0000-0001-9162-2371
http://orcid.org/0000-0002-2545-5752
http://orcid.org/0000-0002-9024-9883
http://orcid.org/0000-0002-0846-936X
http://orcid.org/0000-0002-5655-6054
http://orcid.org/0000-0001-8349-3055
http://orcid.org/0000-0003-2658-7893
http://orcid.org/0000-0002-7495-4005
http://orcid.org/0000-0003-3758-4516
http://orcid.org/0000-0002-3879-6038
http://orcid.org/0000-0001-6291-6813
http://orcid.org/0000-0002-0986-4759
http://orcid.org/0000-0003-3315-5626
http://orcid.org/0000-0002-5281-1417
http://orcid.org/0000-0002-9122-1700
http://orcid.org/0000-0002-5320-2568
http://orcid.org/0000-0002-4803-2381
mailto:leslie.hunt@inaf.it
https://www.edpsciences.org
https://creativecommons.org/licenses/by/4.0
https://www.aanda.org/subscribe-to-open-faqs
mailto:subscribers@edpsciences.org


Hunt L. K., et al.: A&A 675, A64 (2023)

(hν/kB ≈ 5.5 K) and its low critical density (∼1400 cm−3, for
a kinetic temperature T = 25 K), CO emission can be easily
excited even in cold molecular clouds1. Thus, the lowest-order
CO transition J = 1→ 0 at 2.6 mm, which is fortunately located
within a fairly transparent atmospheric window, has become a
common tracer of H2 in the Milky Way and external galaxies.

Nevertheless, CO has its own problems. Under typical ISM
conditions, CO emission is optically thick, so that even when
its abundance relative to H2 is known, CO cannot be used to
directly trace the molecular column density or mass along the
line of sight. Thus, it is standard to connect the column (or mass)
density of molecular gas NH2 to the observed 12CO(1–0)
velocity-integrated brightness temperature, ICO, via a CO-to-H2
conversion factor, XCO:

NH2 = XCO ICO, (1)

where the H2 column density NH2 is in units of cm−2, and ICO is
in units of K km s−1. The existence of a nearly constant XCO at
solar-like metallicities where H2 and CO coexist to a large extent
relies on the assumption that the optically thick CO emission
comes from virialized clouds that do not overlap. Thus, XCO is
essentially an empirical shortcut to count clouds along the line
of sight.

Although the conversion factor XCO relating CO emission
to H2 mass MH2 is relatively constant across the Galaxy (e.g.,
Sanders et al. 1984; Bolatto et al. 2013), at low metallicity and
in starburst galaxies, its value is still uncertain. Inferring XCO
in metal-poor environments has been the subject of an enormous
effort, both observational and theoretical (see Bolatto et al. 2013,
for an extensive review). The problem lies in the complexity
of the relation between CO emission and H2. Simulations and
observational work have suggested that the amount of CO and its
emission depends primarily on shielding, that is the protection of
CO molecules from dissociating far-ultraviolet (FUV) radiation.
Self-shielding of H2 is highly efficient, meaning that the pho-
todissociation rate of H2 is typically very small wherever there
is a significant amount of H2. On the other hand, self-shielding
of CO and cross-shielding of CO by H2 are inefficient processes
(e.g., Gong et al. 2018). Consequently, CO needs additional pro-
tection by dust.

Photodissociation of CO tends to erode the CO-emitting
regions of molecular clouds, even at solar metallicity. At sub-
solar abundances, stars are hotter and have higher hard photon
fluxes, enhancing the effect; thus the regions where H2 resides
are much larger than those where CO and H2 coexist (e.g.,
van Dishoeck & Black 1988). Consequently, there are extended
regions of so-called “CO-faint” (or dark) gas in which the dom-
inant forms of carbon are ionized (C+) or neutral carbon (e.g.,
Wolfire et al. 2010). The CO-emitting regions in low-metallicity
environments are expected to be much smaller (a few parsecs)
than they would be in more typical, metal-rich, conditions (e.g.,
Bolatto et al. 1999, 2013). Indeed, the small size of CO-emitting
clouds at low metallicity has been verified observationally in
the Magellanic Clouds (e.g., Pak et al. 1998; Indebetouw et al.
2013; Tokuda et al. 2021), and in nearby dwarf galaxies (e.g.,
Rubio et al. 2015; Schruba et al. 2017; Shi et al. 2020).

Early attempts at estimating XCO theoretically relied on mod-
els of photodissociation regions which are able to resolve the
thermal and chemical structure within an individual cloud (e.g.,
Wolfire et al. 1993; Bell et al. 2006). Later cloud models (e.g.,
Glover & Mac Low 2011; Shetty et al. 2011; Glover & Clark

1 This assumes an optically thin line; if optically thick, as is common
for CO, the effective critical density would be even lower.

2016), based on hydrodynamical simulations with more com-
plex geometries and density structure, confirmed that XCO varies
with visual extinction AV , or depth within the cloud. In particular,
there was evidence for an extinction threshold above which clouds
become CO bright (see also Bell et al. 2006). Metallicity plays
a fundamental role because lower dust abundance provides less
dust shielding against CO photodissociation, resulting in more
extended regions of CO-faint gas. Cosmic-ray ionization is also
emerging as an important parameter (e.g., Bisbas et al. 2021).

Global models of XCO in galaxies using hydrodynamical
simulations (e.g., Feldmann et al. 2012; Narayanan et al. 2012)
suggest that XCO depends on metallicity, dust extinction, and H2
column density NH2; in addition, there may be a dependence
on observational spatial scale (see also Rubio et al. 1993) and
velocity-integrated CO brightness temperature (TB), ICO. These
two latter trends reflect the fact that XCO tends to be lower
when estimated from regions with higher CO surface brightness;
thus from an observational perspective, smaller beams generally
give lower XCO. In fact, CO observations with beam sizes of a
few parsecs that resolve the central regions containing CO in
low-metallicity molecular clouds tend to result in XCO values
that are roughly consistent with XCO for the Milky Way (e.g.,
Bolatto et al. 2008).

The main problem with these global models for XCO is the
determination of the physical conditions and line-emission prop-
erties on subgrid scales. More recent models overcome this lim-
itation through a better match of large-scale simulations and the
physics and chemistry of small-scale resolved cloud structure. In
the solar metallicity models of Gong et al. (2017, 2018, 2020),
the average XCO increases by a factor of ∼2 as the observational
beam size grows from 1 to 100 pc. Moreover, the CO-dark H2
fraction ranges from ∼30−80%, and is anticorrelated with visual
extinction. With models over a range of metallicities, Hu et al.
(2022) find that the parsec-scale XCO is roughly the Galactic
value, independently of metallicity once dust shielding becomes
effective. Hu et al. (2022) also find that CO emission becomes
more optically thin at lower metallicity (see Hunt et al. 2017, for
a tentative observational verification). The Hu et al. (2022) sim-
ulations also show that although most CO emission originates
from dense gas with low XCO, most of the cloud area is filled by
diffuse gas with high XCO. This leads to an anticorrelation of XCO
and ICO, also implying that XCO is leveraged by beam averaging,
and tends to be biased toward the highest density regions of the
molecular gas.

Here we attempt to test theoretical predictions of XCO at
low metallicity by observationally quantifying trends of XCO
with dust content and spatial resolution. Using CO maps of
three iconic low-metallicity dwarf galaxies observed with the
ALMA 12-m and compact (ACA, 7-m) arrays, at ∼40 pc and
∼250 pc resolutions, respectively, we first estimate dust content
at ∼250 pc resolution. To do this, we calculate the dust opacity at
160 µm τ160 from Herschel observations, and compare it with Hi
and CO maps at the same resolution. Then, we infer dust con-
tent at ∼40 pc resolution from VLT/MUSE maps of E(B − V)
and compare it with the higher resolution CO maps. Finally, we
compute XCO at both resolutions, and compare the measured val-
ues with theoretical predictions. Section 2 describes the targets,
and Sect. 3 the ALMA observations and our ancillary data. The
determination of dust optical depth, gas content, and inference of
XCO on ∼250 pc scales is given in Sect. 4, while Sect. 5 reports
an analogous assessment for XCO at ∼40 pc resolution. The two
sets of results are compared in Sect. 6, and Sect. 7 provides a
brief discussion and our conclusions.
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Table 1. Parameters for observed galaxies.

Name Optical center (J2000) (a) Redshift (a) Distance Distance log(M?/M�) (b) log(SFR/M� yr−1) (b) 12+log(O/H)
RA Dec (Mpc) method (direct Te method)

NGC 625 01:35:04.63 −41:26:10.3 0.00132 3.90 (c) TRGB (e) 8.58 ± 0.19 −1.22 ± 0.14 8.08 ( f )

NGC 1705 04:54:13.50 −53:21:39.8 0.00211 5.22 (d) TRGB (e) 8.08 ± 0.24 −1.35 ± 0.09 8.21 ( f )

NGC 5253 13:39:55.96 −31:38:24.4 0.00136 3.31 (d) TRGB (e) 8.59 ± 0.24 −0.31 ± 0.15 8.18 (g)

Notes. (a)Taken from NED; (b)Stellar masses and star-formation rates (SFRs) taken from Marasco et al. (2023) reported to the distances used here;
(c)Lelli et al. (2014a); (d)Sabbi et al. (2018); (e)Tip of the Red Giant Branch; ( f )Berg et al. (2012); (g)López-Sánchez et al. (2012). For NGC 5253, we
have adopted O/H for Hii-region A since it is closer to the brightest SSC, and more consistent with the previous determination by Kobulnicky et al.
(1997) of 12+log(O/H) = 8.16.

2. The targets

For our ALMA study, we selected three nearby (∼3–5 Mpc)
metal-poor (Z/Z� ∼ 0.3) dwarf starbursts having (a) Hi obser-
vations necessary to quantify their total gas content (Lelli et al.
2014a); (b) Hubble Space Telescope (HST) color-magnitude
diagrams (CMDs) to constrain their star-formation histories
(SFHs) and “burstiness” (Cannon et al. 2003; Tosi et al. 2001;
Annibali et al. 2009; McQuinn et al. 2010; Cignoni et al. 2018,
2019); (c) archival MUSE data, to infer high-resolution extinc-
tion maps; and (d) archival Herschel data, to infer color tempera-
tures for dust opacity maps. These are the only southern galaxies
in the parent sample of Lelli et al. (2014a) and enable the start
of a statistical approach; their properties are given in Table 1.
− NGC 625 hosts a massive starburst with several luminous Hii
regions and Wolf-Rayet (W–R) spectral features (Skillman et al.
2003a,b). The current starburst is relatively long-lived (&50 Myr
Cannon et al. 2003; McQuinn et al. 2010), and the extended
episode of star formation, possibly caused by an interaction or
merger (Côté et al. 2000), has apparently disrupted the Hi disk
(Cannon et al. 2004; Lelli et al. 2014a), and caused an outflow
detected in UV absorption lines (Cannon et al. 2005).
− NGC 1705 had more recent starburst episodes than NGC 625,
with the older of two bursts of star formation having occurred
∼10−15 Myr ago, and the younger one much more recently,
∼3 Myr ago (Annibali et al. 2009;Cignoni et al. 2018). NGC 1705
is rich in star clusters (Billett et al. 2002), with the most mas-
sive one being a Super Star Cluster (SSC; O’Connell & Gallagher
1994; Vázquez et al. 2004; Martins et al. 2012), that has roughly
the ∼15 Myr age of the oldest starburst event. There is evi-
dence for a low-velocity outflow seen through UV absorption
(Heckman et al. 2001), but, unlike in NGC 625, the Hi is con-
figured in a regularly rotating disk (Elson et al. 2013; Lelli et al.
2014a). With Spitzer observations of NGC 1705, Cannon et al.
(2006) find that the far-infrared dust morphology differs dramati-
callyfromtheoptical,with twodustclouds∼250 pcapproximately
east and west of the central SSC, and apparently unrelated to it.
These two dust clouds also show 8 µm emission, and the central
SSC is coincident with an 8 µm peak.
− NGC 5253 harbors an extremely young starburst with many

massive star clusters (e.g., Calzetti et al. 1997; Cresci et al.
2005), with the majority of them in the central regions hav-
ing ages of ∼1−10 Myr (e.g., Calzetti et al. 2015). NGC 5253
is overall more active than NGC 1705. Nevertheless, its SFH
shows little evidence of a burst over the last 10–20 Myr, but this
could result from the extreme crowding and incompleteness of
the central region where most of the current SF is concentrated
(Cignoni et al. 2019). NGC 5253’s CMD suggests that star-
formation activity has been occurring for &450 Myr, similar to
the dynamical time of the galaxy (McQuinn et al. 2010). There

is also a substantial population of W–R stars (Schaerer et al.
1997; Westmoquette et al. 2013), consistent with the young age
of the central clusters. The most massive cluster lies within a
radio nebula (e.g., Turner et al. 2000), and is enshrouded by a
dust cloud with AV ∼ 50 mag (e.g., Calzetti et al. 2015). The Hi
in NGC 5253 is highly perturbed (e.g., Kobulnicky & Skillman
2008; López-Sánchez et al. 2012; Lelli et al. 2014a), with
infalling neutral gas that is apparently triggering the powerful
current starburst (e.g., López-Sánchez et al. 2012; Turner et al.
2015). In fact, the Hi kinematics is consistent with a disk-like
structure dominated by a radial inflow motion of 25 km s−1

(Lelli et al. 2014a).
Although our study does not depend on specific metal-

licities, relative trends could be important, and affected by
abundance gradients. Metallicity gradients in late-type dwarf
irregulars or blue compact dwarfs tend to be generally negligi-
ble (≤0.1 dex, e.g., Croxall et al. 2009), less severe than those in
more massive spirals (e.g., Pilyugin et al. 2015). Resolved abun-
dance investigations of our targets (e.g., Westmoquette et al.
2013; Annibali et al. 2015; Monreal-Ibero et al. 2017) show this
to be the case; there is no evidence for strong metallicity gradi-
ents in any of the dwarf starburst targets, although some of the
O/H estimates in the literature may differ from the ones adopted
here (e.g., Annibali et al. 2015).

3. The data

To perform our analysis, we have combined ALMA obser-
vations with three sets of ancillary publicly-available data as
described below.

3.1. ALMA observations

We observed the 12CO(1–0) line and tried to detect the 3 mm
continuum emission in the three targets, NGC 625, NGC 1705,
and NGC 5253 with the ALMA 12-m and the ACA 7-m
arrays during Cycle 6 using the Band 3 receivers (project-ID:
#2018.1.00219.S; PI: Hunt). Other transitions including CN and
SO2 were placed in different sidebands, and their analysis will be
presented in future work. To cover the entire emitting regions of
the galaxies, we adopted 3-point mosaics with the ALMA 12-m
array and a single pointing with ACA, obtaining a field-of-view
of ∼40′′.

Data calibration and imaging for the 12-m and ACA data
were done using the Common Astronomy Software Applica-
tions2 (CASA, McMullin et al. 2007) version 6.2.1.7. The vis-
ibility data were calibrated in the standard way. We retained the
native velocity resolution of 976.6 kHz channels, corresponding
to ∼2.5 km s−1. Imaging was performed with the tclean task

2 http://casa.nrao.edu/
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Table 2. Observational CO parameters.

Name Vsys
(a) FWZI (b) Imaged 12 m beam 12 m rms 12 m total (c) 12 m total (d) 12 m total (e)

(km s−1) (km s−1) area (mJy beam−1) (Jy km s−1) (Jy km s−1) (105 K km s−1 pc2)
(1) (2) (3) (4) (5) (6) (7) (8) (9)

NGC 625 395.50 [−45, − 5] 46′′ × 30′′ 2′′.08× 1′′.49 (85.7◦) 1.4 15.2 ± 1.5 14.19 ± 1.4 5.64
39 pc× 28 pc

NGC 1705 631.93 [−50, −5; 80, 102] 40′′ × 30′′ 2′′.49× 1′′.82 (−83.9◦) 1.2 0.95 ± 0.05 0.86 ± 0.05 0.63
63 pc× 46 pc

NGC 5253 406.56 [−50, 40] 50′′ × 30′′ 2′′.68× 2′′.41 (85.3◦) 1.3 12.5 ± 0.04 12.1 ± 0.1 3.35
43 pc× 39 pc

7 m beam 7 m rms 7 m total (c) 7 m total (d) 7 m total (e)

(mJy beam−1) (Jy km s−1) (Jy km s−1) (105 K km s−1 pc2)

NGC 625 12′′.1× 7′′.8 (89.0◦) 6.4 14.85 ± 1.5 14.7 ± 1.5 5.52
229 pc× 147 pc

NGC 1705 12′′.4× 9′′.1 (89.9◦) 7.0 0.55 ± 0.05 0.44 ± 0.05 0.37
314 pc× 230 pc

NGC 5253 13′′.0× 7′′.9 (89.7◦) 6.4 14.1 ± 1.3 13.8 ± 1.2 3.77
209 pc× 127 pc

Notes. (a)Radio convention systemic velocity from observed sky frequency; (b)full-width zero intensity (FWZI) as shown in Fig. 1; (c)flux in all
available pixels in the velocity-weighted line-intensity (zero moment) maps; (d)flux with S/N ≥ 3 in zero moment maps; (e)CO line luminosity.

using a Hogbom deconvolver and Briggs weighting with a robust
parameter of 0.5.

For ACA, we set the pixel size of the cubes to 2′′.0, cor-
responding to ∼1/6 of the synthesized beams. The ACA cubes
have typical rms noise levels σ of (6.4, 7.0, 6.4) mJy beam−1

for (NGC 625, NGC 1705, NGC 5253), respectively in velocity
channels of 2.5 km s−1. The pixel size of the ALMA 12-m cubes
was set to 0′′.18, ∼1/11 of the synthesized beams. The final 12-m
CO cubes have typical rms σ of (1.4, 1.2, 1.3) mJy beam−1 in
velocity channels of 2.5 km s−1. Table 2 gives details on the CO
observations for each galaxy.

Examining the uv data showed that continuum emission is
present only in NGC 5253; the continuum subtraction was per-
formed by fitting and subtracting a first-order polynomial to line-
free channels, in the uv as well as in the image planes, giving
similar results. Ultimately, our final cube for NGC 5253 sub-
tracts the continuum estimated from the image plane.

The 12-m and ACA CO data were analyzed separately,
so that there are two data cubes for each galaxy. We derive
total-intensity (moment-zero) maps using the task Makemask in
3DBarolo (Di Teodoro & Fraternali 2015). This task sums the
signal inside a Boolean mask, which is created by smoothing the
cube in space and velocity and applying specific noise thresh-
olds (see 3DBarolo documentation for details). For this purpose,
we use emission-line cubes without correction for primary beam
attenuation, so the noise level is uniform and well defined across
each channel map. The primary-beam correction is then applied
directly to the moment-zero map. When using a Boolean mask to
create a moment-zero map, the noise in the map varies from pixel
to pixel because a different number of channels is summed up at
each spatial position. We build a signal-to-noise (S/N) map using
the relevant equation in the Appendix of Lelli et al. (2014b).

Total fluxes are estimated by summing the signal in the
line-intensity (moment-zero) maps, or by summing the emis-
sion within a certain aperture in the data cubes (performed
by CASA/imview). The two techniques give similar results.
Figure 1 shows the ACA and 12-m spectra taken from this sum
using polygonal apertures. Total fluxes for both the ACA and
the 12-m array are given in Table 2. The ACA and 12-m fluxes
are comparable, showing that we are not losing significant flux
through interferometric filtering. For NGC 1705, the 12-m inte-
grated flux is higher than for the ACA, by almost a factor of two,

suggesting that the CO emission is intrinsically compact and the
ACA data suffer from low signal-to-noise.

3.2. Ancillary data

We have used ancillary data at different resolutions to esti-
mate dust column density and compare it to our CO maps.
The VLT/MUSE E(B − V) images are compared with the
12-m ALMA CO (∼40 pc), and the Herschel/PACS and Hi with
the ACA CO (∼250 pc).

3.2.1. VLT/MUSE

Data from the MUSE optical integral field spectrograph at
the ESO Very Large Telescope (VLT) obtained from the
Dwalin (DWarf galaxies Archival Local survey for Interstellar
medium investigatioN) survey database (Marasco et al. 2023).
Briefly, the Dwalin sample consists of 40 nearby galaxies
with archival MUSE observations selected either from (a) the
Herschel Dwarf Galaxy Survey (Madden et al. 2013), or (b) the
Karachentsev et al. (2013) catalog, with distance D < 11 Mpc
and log(Mstar/M�)< 9.0.

For NGC 1705, the original data were obtained from
program 094.B-0745 (PI: García-Benito). The two available
MUSE pointings were stitched together to form a mosaic. For
NGC 5253, original data were taken from programs 094.B-
0745 (PI: García-Benito) and 095.B-0321 (PI: Vanzi). In pro-
ducing the final cube some exposures were discarded due to
poor seeing. For NGC 625, we used data from 094.B-0745 (PI:
García-Benito) and considered only 3 of the 4 exposures due to
a guiding failure during the first exposure.

The MUSE data reduction was performed using the MUSE
pipeline (Weilbacher et al. 2020) v2.8.1, with the ESO Recipe
flexible execution workbench (Reflex; Freudling et al. 2013),
which gives a graphical and automated way to execute with
EsoRex the Common Pipeline Library (CPL) reduction recipes,
within the Kepler workflow engine (Altintas et al. 2006). The
absolute astrometry of the final mosaics is fixed to that of archival
HST imaging. In the case of NGC 625 and NGC 5253, Hα emis-
sion is saturated in the regions of brightest line emission. These
regions and the surrounding area were masked by hand.
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Fig. 1. CO spectra of the target galaxies within an aperture containing the totality of CO emission regions plotted against velocity, where Vsys is
given in Table 2. The full-width at zero intensity (FWZI) corresponds to the vertical dotted lines (see Table 2, Col. (2)). The 12-m spectra are
shown in blue, and the ACA in red. In NGC 5253, these are both continuum-subtracted spectra. More details are given in the text.

Emission line maps were derived using the PHANGS data
analysis pipeline3 described in Emsellem et al. (2022). In short,
the pipeline fits the stellar continuum using a set of E-MILES
(Vazdekis et al. 2016) simple stellar population templates. Spec-
tral fitting is carried out twice, first to derive the stellar
kinematics, and a second time simultaneously with Gaussian
templates for modeling the emission lines. Line maps are cor-
rected for Milky Way foreground extinction.

Dust attenuation intrinsic to the galaxies is calculated using
the Balmer decrement (Hα/Hβ) and assuming Case B recombina-
tion, temperature T = 104 K and density ne = 102 cm−3, leading to
LHα/LHβ = 2.86.Wealsoassume theextinction lawofO’Donnell
(1994) with total-to-selective extinction RV = 3.1, which is identi-
cal to the canonical Cardelli et al. (1989) parameterization. In the
regions where Hα is saturated we have sufficient signal-to-noise to
detect the hydrogen Paschen 10 (P10, atλ = 9017.5 Å) line, which
is then used in combination with Hβ to calculate the dust attenu-
ation using the predicted ratio from Case B LP10/LHβ = 0.0184.
The CCD artifacts for the E(B − V) map of NGC 1705 do not
impact our analysis. The global values of E(B−V) for our targets
(Cignoni et al. 2019) are consistent with the spread of spatially
resolved E(B − V) resulting from our calculations.

3.2.2. Herschel PACS

We acquired from the Herschel archive the raw scans taken
with the Photodetector Array Camera and Spectrometer (PACS,
Poglitsch et al. 2010) in the context of the Herschel Dwarf
Galaxy Survey (Madden et al. 2013). The data available for our
three targets at 70, 100, and 160 µm have full widths at half max-
imum (FWHM) of 5′′.6, 6′′.8, and 11′′.4, respectively. We reduced
the raw scans using (the final) version 15.0.1 of the Herschel
Interactive Processing Environment (HIPE; Ott et al. 2010) with
the PACS_CAL_78_0 photometric calibration, and adopting the
scanam procedure to optimize extended emission. Sky subtrac-
tion was performed within the procedure but also subsequently
checked to ensure roughly zero background. The reduced, cali-
brated images were generated with 2′′.0 pixels, and to be on the
same resolution scale, were then convolved to the PACS 160 µm
FWHM using kernels from Aniano et al. (2011).

3 https://gitlab.com/francbelf/ifu-pipeline

3.2.3. Atomic gas, HI

We reanalyze Hi data from Lelli et al. (2014a) using Hi cubes
with the highest available angular resolution; beam sizes are
(16′′.9×10′′.6, 8′′.5×6′′.6, 13′′.6×7′′.5) for (NGC 625, NGC 1705,
NGC 5253), respectively. The Hi data were obtained with the
Very Large Array (VLA) for NGC 625 (Lelli et al. 2014a) and
the Australia Telecope Compact Array (ATCA) for NGC 1705
(Elson et al. 2013) and NGC 5253 (López-Sánchez et al. 2012).
We refer to those papers for details on observations and data
reduction. Total-intensity (moment-zero) Hi maps are derived
using the same strategy as for CO maps (Sect. 3.1).

3.3. Image alignment and rebinning

The ACA CO, Hi, and (convolved) PACS images have been
aligned to a common center and pixel size (2′′) using the routines
within the GNU Astronomy Utilities (gnuastro4; Akhlaghi
2018). The 12-m and MUSE E(B − V) maps have been aligned
with the same techniques, but instead with an intrinsic pixel size
of 0′′.4. The alignment relies on the internal astrometric key-
words, and thus implicitly assumes that the nominal astrometry
is correct.

As mentioned above, the nominal MUSE astrometry was
checked against HST and corrected as necessary. For NGC 625,
there is a known discrepancy of the HST astrometry of the image
used here (Cannon et al. 2003), and this was taken into account.
For NGC 1705, a southward shift of of 2′′.5 was imposed on the
nominal MUSE pipeline astrometry solution in order to align
with HST and ALMA.

The rebinning to large pixels was performed within the
R statistical package5. For the 12-m comparison of CO with
E(B − V) we used resolution elements (pixels) of 2′′ on a side,
and for the ACA comparison with Hi and PACS, pixels of (13′′,
10′′, 15′′) for (NGC 625, NGC 1705, and NGC 5253), respec-
tively. The 12-m rebinning corresponds to ∼40 pc (see Table 2)
and the ACA rebinning to ∼250 pc; the aim of the pixel sizes for
ACA, Hi, and PACS is to account approximately for the differ-
ences in distance of the targets.

4 https://www.gnu.org/software/gnuastro/
5 For all statistical analysis, we rely on the R statistical package:
R Core Team (2018), R: A language and environment for statistical
computing, R Foundation for Statistical Computing, Vienna, Austria
(https://www.R-project.org/).
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Fig. 2. Contours of 12CO(1–0) (12-m) overlaid on HST F555W images (left panels), and MUSE E(B − V) maps (right). The 12CO(1–0)
contour levels correspond to (0.01, 0.025, 0.05, 0.1, 0.2, 0.3, 0.4, 0.450, 0.750) Jy km s−1 beam−1 for NGC 625; (0.01, 0.025, 0.05, 0.1, 0.2,
0.3) Jy km s−1 beam−1 for NGC 1705; (0.01, 0.025, 0.05, 0.1, 0.15, 0.25, 0.4, 0.5, 0.75, 1.0, 1.5) Jy km s−1 beam−1 for NGC 5253. Also marked
A–D in the left panels are the Hii regions identified with radio continuum maps of NGC 625 by Cannon et al. (2004); the dust clouds and SSC in
NGC 1705 identified from Spitzer observations (Cannon et al. 2006); and the unusual CO+dust cloud “D1” in NGC 5253 that coincides with the
brightest, highly dust embedded SSC (Turner et al. 2017). The ALMA 12-m beam is shown in the lower-left corner of the left panels.

Figure 2 shows the results of the small spatial scale (∼40 pc)
alignments, where the 12-m CO zero-moment maps are over-
laid on HST F555W images (left panel) and on the MUSE
E(B − V) images (right). Also shown in Fig. 2 are specific fea-
tures identified by previous work (e.g., Cannon et al. 2004, 2006;

Turner et al. 2017): Hii regions (NGC 625) and dust clouds
(NGC 1705, NGC 5253). Interestingly, in NGC 1705, PAH emis-
sion with Spitzer/IRS is only present in the eastern dust cloud D1
(Cannon et al. 2006) which is also the only location of CO emis-
sion. In all three galaxies, CO emission is not always coincident
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Fig. 3. Color RGB images for NGC 625 (left panel), NGC 1705 (middle), and NGC 5253 (right) with Herschel/PACS-R as red, ACA 12CO(1–0) as
green, and Hi as blue; North is up, East is to the left. The image dimensions are 130× 105 arcsec2 for NGC 625, NGC 1705, and 120× 105 arcsec2

for NGC 5253. All observations have roughly spatial resolutions of ∼250 pc (see text for more details). The white color indicates where Hi,
CO, and dust are cospatial. As in Fig. 2, also indicated are the Hii regions A–D of NGC 625 (Cannon et al. 2004); the dust clouds and SSC in
NGC 1705 (Cannon et al. 2006); and the unusual CO+dust cloud “D1” in NGC 5253 that coincides with the brightest, highly dust embedded SSC
(Turner et al. 2017).

with the stars traced by the HST images; in contrast, it almost
perfectly coincides with E(B − V) from MUSE.

Figure 3 reports “false-color” RGB images at ∼250 pc res-
olution for the three target galaxies, using Hi as blue, CO
integrated intensity (zero-moment) maps as green, and PACS
160 µm as red. As in Fig. 2, the salient features identified in pre-
vious work (Cannon et al. 2004, 2006; Turner et al. 2017) are
also shown. The green “spur” to the east in NGC 625 shows
that CO emission is present even without significant dust emis-
sion (traced by PACS); the diffuse Hi emission is not well
traced by this higher-resolution Hi map (see Lelli et al. 2014a).
In NGC 1705, the white colors of dust cloud D1 (Cannon et al.
2006) show that CO is cospatial with Hi and dust, but, as also
illustrated in Fig. 2, there is no CO in the second dust cloud D2,
nor at the central SSC. On the other hand, the SSC embedded
within cloud D1 in NGC 5253 (Turner et al. 2017), is cospatial
with CO emission, as also shown at higher resolution in Fig. 2.
In all three galaxies, Hi is ubiquitous, more extended than the
dust and the CO emission.

3.4. Comparison with previous CO flux measurements

Although NGC 1705 was not previously observed in CO,
the two other targets have prior CO observations. NGC 625
was observed in 12CO(1–0) with the MOPRA 22-m single
dish by Cormier et al. (2014) and with ALMA by Imara et al.
(2020). The total CO velocity-integrated TB ICO given by
Cormier et al. (2014) is 4.3 ± 0.6 K km s−1, or a CO(1–0) lumi-
nosity of 1.1 × 106 K km s−1 pc2. With ALMA, in a ∼1′′.31
×1′′.08 beam, Imara et al. (2020) find ICO = 3.0 ± 0.2 K km s−1,
that over a region of 57′′.5× 20′′, gives a luminosity of 1.2 ×
106 K km s−1 pc2. Since Cormier et al. (2014) and Imara et al.
(2020) give total CO in units of velocity-integrated TB, as
averages over regions much larger than the beams, we com-
pare our measurements as given in Table 2 with their lumi-
nosities; 15.20 Jy km s−1 corresponds to a luminosity of 0.6 ×
106 K km s−1 pc2, about half that measured by previous work.
Since we find roughly the same velocity-integrated fluxes with
the 12-m and ACA 7-m arrays, we would argue that the problem
is not so much missing flux as possible differences in reduction
and analysis procedures. The similarity of our integrated values
with both arrays implies that this possible discrepancy will not
significantly impact our results.

Wiklind & Henkel (1989) and Turner et al. (1997) have
observed NGC 5253 with the 15 m Swedish-ESO Submillimeter
Telescope (SEST, 45′′ beam) and the Owens Valley Radio
Observatory (OVRO), respectively. Wiklind & Henkel (1989)
report a total velocity-integrated TB ICO =1.3 K km s−1, with
a velocity width of 43 km s−1. With OVRO, using a
14′′.9×11′′.4 beam, Turner et al. (1997) find a velocity-integrated
flux of 14.0 Jy km s−1, comparable to the flux recovered by
our observations. NGC 5253 was also observed with ALMA
in 12CO(2–1) by Miura et al. (2018), with the 12-m and 7-
m arrays, and also with Total Power (TP). Within a box
of 90′′×84′′, Miura et al. (2018) find 96.6 ± 0.2 Jy km s−1

(TP), and within a region of 22′′ radius 92.6 ± 0.1 Jy km s−1

(combined TP+12m+7m). To compare their CO(2–1) observa-
tions with CO(1–0) from Wiklind & Henkel (1989), Miura et al.
(2018) derive a TP velocity-integrated flux in CO(2–1) of
42.3 Jy km s−1, centered on the Wiklind et al. SEST beam with
a radius of 22′′. If CO is thermalized, as Miura et al. (2018)
assume, this latter measurement would translate roughly into
ICO ≈ 10.6 Jy km s−1 for 12CO(1–0), between 75% and 85%
of our values in Table 2 over a similarly-sized area. Given the
variation of the velocity-integrated fluxes found by Miura et al.
(2018) in the different regions, our measurement is roughly con-
sistent with previous work. In any case, as for NGC 625, the dif-
ference in our velocity-integrated CO flux with the 12-m and the
7-m arrays for NGC 5253 is not so large as to adversely affect
our results for XCO.

4. Large-scale dust opacity, gas content, and the
XCO conversion factor

We trace the dust content along a line of sight at ∼250 pc reso-
lution using the optical depth at 160 µm, τ160 (e.g., Leroy et al.
2009; Bolatto et al. 2011). We then compare the distribution of
τ160 with the distributions of Hi and ACA 12CO(1–0) at an angu-
lar resolution of ∼250 pc. Finally, we infer the H2 column density
from the estimated dust-to-gas column density ratios, and derive
the XCO conversion factor.

4.1. Infrared dust opacity from Herschel/PACS

With the exception of extreme ultra-luminous infrared galax-
ies (e.g., Arp 220; Wilson et al. 2014), the assumption that dust
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Fig. 4. PACS flux ratios I100/I160 versus I70/I160. The PACS data have
been rebinned to ∼250 pc resolution in order to match the Hi and ACA
CO maps. Heavy curves show the medians in I100/I160 bins for each
galaxy, and the shaded regions indicate 1σ standard deviations. Also
shown are the model MBB-T2 flux ratios with γ= 0.14 (the median
value for NGC 1705), indicated by the heavy black long-dashed curve.
The IR ratios from two MBB models (γ = 0) are illustrated as a
long-dashed (gray) curve with β= 1 (virtually indistinguishable from
the MBB-T2 curve), and a short-dashed (black) curve for β= 2. The
dot-dashed curve corresponds to the best fit polynomial for the SMC
by Leroy et al. (2009). The horizontal lines illustrate the I100/I160 ratios
that would be expected for Tdust = 20 K, 25 K, and 30 K. The line ratios
for NGC 625 and NGC 5253 are fairly well approximated by MBBs or
MBB-T2 fits, while the polynomial fit by Leroy et al. (2009) is a better
approximation for NGC 1705. This fit is roughly equivalent to assuming
that only half of the observed 70 µm emission comes from large, “clas-
sical” grains, with the other half originating from stochastic heating of
small grains.

emission in galaxies is optically thin at 160 µm is well estab-
lished (e.g., Misselt et al. 2001; Whelan et al. 2011). For an opti-
cally thin dust grain population with an equilibrium temperature,
Tdust, τ160 is related to the measured 160 µm flux, I160, by:

τ160 =
I160

Bν (Tdust, 160 µm)
, (2)

where Bν corresponds to the intensity of a blackbody emitting at
a temperature Tdust at wavelength λ. Thus, to compute τ160, we
need to estimate the equilibrium dust temperature, Tdust.

To determine Tdust, the PACS 70, 100, and 160 µm data have
been fit with two functions. One is an “MBB fit”, that is a
single-temperature modified blackbody (MBB) with emissivity
index β = 2.0 having two fitted parameters: τ160 and Tdust.
The choice of β = 2 is consistent with current estimates for the
70−160 µm opacity of dust in the diffuse ISM in the solar neigh-
borhood (Hensley & Draine 2021). The second is an “MBB-2T
fit”, namely the sum of two MBBs with emissivity index β = 2.0
with dust temperatures Tcool and Twarm = 1.5 × Tcool . The two-
temperature model is intended as a first approximation to the
distribution of dust temperatures in a star-forming galaxy, where
dust near newly-formed star clusters will be heated by more
intense radiation. The choice of Twarm/Tcool = 1.5 is somewhat
arbitrary, but is motivated by the factor of ∼2.3 range of wave-
lengths (70 µm−160 µm) used in the fit. These fits have three
fitted parameters: τ160, Tcool, and γ defined as the fraction of the

dust emission due to the warmer component. For these fits, there
are zero degrees of freedom since the fits are limited to the three
PACS cameras because we want to preserve the 250 pc resolu-
tion (and the longer Herschel/SPIRE wavelengths give, at best,
a resolution 50% worse).

The MBB-2T fitting function is given by:

Iν = τ160

(
2 h ν3

c2

) (
ν

ν0

) [
1 − γ

ehν/kTcool − 1
+

γ

ehν/kTwarm − 1

]
, (3)

where τ160 is the PACS 160 µm opacity, ν0 corresponds to PACS
160 µm, γ is the fraction of the dust emission due to the warmer
component, and Twarm and Tcool are the warm and cool dust tem-
peratures defined above. The MBB model is merely Eq. (3) with
γ = 0 and Tdust = Tcool. Since it is the cool dust with T = Tcool
that defines τ160, the MBB-T2 model is better for our purposes.
We know that there is temperature mixing along the line-of-
sight, and thus almost certainly a component of warmer dust that
would skew the determination of τ160. Hence, we also define an
effective temperature:

Tdust = [ (1 − γ) + γ (1.5)6 ]1/6 Tcool. (4)

The observed PACS flux ratios are shown in Fig. 4, together
with individual MBB and MBB-T2 models. The comparison of
IR ratios from two MBB models, with β= 1, 2 and the MBB-T2
model with γ = 0.14, the median value for NGC 1705, shows
that the two-temperature MBB-T2 model with β = 2 mimics
the MBB curve with lower emissivity, β = 1. This is a crude,
although effective, example of temperature mixing being able to
reproduce flat spectral emissivity with β . 1 (e.g., Hunt et al.
2015), which however does not represent grain physical
properties.

Figure 5 shows representative MBB-2T fits of the three tar-
gets, with nonzero γ values. The gray (solid) curve shows the
best MBB-2T fits, while the long-dashed (purple) curves the
single-temperature MBB fit with T = Tdust. The advantage
of the two-temperature fits is evident by comparing the long-
dashed MBB with Tdust to the combined MBB-2T solid curve;
the single-temperature fit misses the high-frequency contribution
from the warmer dust.

The MBB-T2 fits are numerically nontrivial. We left γ
unconstrained, and in some cases, the fitted γ < 0 or γ > 1.
In those cases, an MBB fit (with γ = 0, by definition) was
applied with β = 2.0 as for the other MBB-T2 fits. This con-
dition occurred for (45, 0, 33) individual resolution elements in
NGC (625, 1705, 5253). Since rebinning to (13′′, 10′′, 15′′) for
NGC (625, 1705, 5253), respectively, gives (77, 33, 90) reso-
lution elements with PACS fluxes greater than the background,
there are (58%, 0, 37%) of the fitted resolution elements with
single-T MBB fits.

Given that the expected uncertainty in the individual PACS
photometry is ∼10%, the rms values of both MBB and MBB-2T
fits are quite good, and, except for NGC 1705, well within the
expected uncertainties. Moreover, as shown in Appendix A, the
MBB-2T fits are overall superior to MBB, possibly due to the
extra fitted parameter and the consequent zero degrees of free-
dom. More details of the fits to the PACS data to derive τ160 are
given in Appendix A.

Figure 6 compares the best-fit Tcool with dust optical depth,
τ160 (left panel), and with Tdust versus τ160 (right). We initially
expected that Tcool might correlate with τ160; however as shown
in the left panel of Fig. 6, it does not. The range of Tcool is rel-
atively narrow, a standard deviation of 2–3 K, over a 3-order of
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Fig. 5. Representative fits of Eq. (3) with significant γ values to illustrate the importance of two temperatures in the fitting function. The long-
dashed red curves show the MBB with Tcool, the dot-dashed blue curves Twarm, and the gray (solid) ones the overall best fit. The (heavy) purple
long-dashed curve corresponds to a single-temperature MBB with Tdust, normalized to the 160 µm data point. For γ > 0, the simple MBB is clearly
missing the contribution toward higher frequencies caused by warm dust at Twarm.
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Fig. 6. Dust temperatures plotted against τ160 for the 250 pc regions within the target galaxies: in the left panel best-fit Tcool and in the right panel
effective temperature Tdust. The medians binned in log10(τ160) are shown as heavy lines characterized by different colors, with the 1σ variation
by shaded regions. The horizontal dashed lines correspond to the overall Tcool galaxy medians (left panel) and Tdust (right). Only in the case of
NGC 5253 does the effective temperature Tdust present a trend with τ160, in the sense that more optically thick regions show higher temperatures.

magnitude range of τ160. Moreover, the median cool-dust tem-
peratures of the three targets do not differ significantly, given the
2–3 K spread: we find Tcool = (23.0, 22.0, 24.1) K for NGC (625,
1705, 5253), respectively. These temperatures are toward the
high end of the temperature range of cool dust in normal, star-
forming spirals (e.g., Galametz et al. 2012).

Kirkpatrick et al. (2014) found that Tcool is partly driven by
star-formation activity, so that higher temperatures would be
found for more intense SFRs, consistent with the starburst nature
of our targets. Moreover, as shown in the right panel of Fig. 6,
in NGC 5253, the effective temperature Tdust is correlated with
τ160 although the other two galaxies show little trend. Thus, in
extreme dusty starbursts such as NGC 5253, warmer dust is asso-
ciated with higher τ160.

4.2. Infrared opacity and atomic gas surface density

Atomic gas is an important part of the overall gas budget,
especially in dwarf galaxies (e.g., Hunt et al. 2020). Comparing
atomic gas surface density with a measurement of dust opacity
enables an estimate of the dust-to-gas ratio (DGR), as well as
an assessment of the overall association of dust content with Hi.

Figure 7 (left panel) shows the trend of Hi column density NHI
with τ160 determined in the previous section; only points with
signal-to-noise S/N ≥ 3 are shown. The data show a fairly tight
correlation, but with an inflection or flattening at τ160 ∼ 10−4.
This is due to the “saturation” of NHI at high column densities
where most of the hydrogen has transitioned to molecular form,
traceable by CO. Such a correlation between spatially-resolved
dust content and Hi is common in Hi-dominated dwarf galaxies
(e.g., Leroy et al. 2009), but is not generally observed in spirals
(e.g., Hughes et al. 2014; Casasola et al. 2022).

We assume that for dark clouds with large τ160 there is a finite
amount of Hi in the cloud “skin”, and that the cloud chemistry
limits the amount of Hi (see also Pineda et al. 2008). Thus, we
can write:

NHI = N0HI

(
1 − e−kHI τ160

)
, (5)

where N0HI is the Hi column density at saturation, and kHI
defines the transition threshold for the dust optical depth τ160
where saturation onsets. The best fits to this function are shown
as curves in the left panel of Fig. 7; only points with Hi signal-
to-noise (S/N)≥ 3 are included in the fits. We will incorporate
kHI to estimate XCO from AV in Sect. 5.
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Fig. 7. Atomic gas column density NHI versus 160 µm optical depth τ160 (left panel) and CO ACA (velocity-integrated) TB versus τ160 (right).
Only regions with S/N ≥ 3 are shown (and included in the fits). The best-fit linear relations (Eq. (6)) for τ160 as a function of NHI are shown as
heavy curves (in log space), and only consider the points with 1019 ≤ NHI ≤ 1021 cm−2 because of the need to consider the regions dominated by
Hi. The lighter curves show the fit to Eq. (5) as described in the text, and are used to determine AHIcrit

V . Also shown are the GMCs from Lee et al.
(2018) assuming AV/τ160 = 2200 for consistency with their paper. The vertical line shows the equivalent of AV = 1 assuming this conversion. The
heavy (colored) curves in the right panel correspond to ICO binned in log(τ160), and the gray curve is the fit from Lombardi et al. (2006) for CO in
the MW Pipe Nebula GMC versus AV converted to τ160 as above (see also the study Pineda et al. 2008, on the Perseus molecular cloud complex).

Following Leroy et al. (2009) and Bolatto et al. (2011), we
estimate the DGR from τ160 and the total gas column density,
NHI (NHI ≡NHI + 2 NH2), by fitting a linear relation:

τ160 = δDGR Ngas, (6)

where δDGR is the slope of the relation, namely the DGR, and
NHI is in units of column density cm−2. Here the underlying
assumption is that this relation holds at all column densities.
Thus, we can first calibrate it on Hi, by restricting the fit to low
column densities where NHI is dominated by Hi, and then extrap-
olate it to Hi+H2. The fit of Eq. (6) was applied to Hi columns
with 19≤ log(NHI/cm−2)≤ 21; only points with signal-to-noise
(S/N)≥ 3 are included in the fit. We also performed fits with a
nonzero intercept τ0, and found that it is always 0 to within the
uncertainties; thus we fixed τ0 to 0 to ensure a more reliable esti-
mation of δDGR.

As shown in Fig. 7, these linear fits well approximate the
trend of τ160 and Hi at low column densities where Hi domi-
nates the gas budget. The best-fit δDGR in Eq. (6) corresponds to
〈 τ160/NHI 〉 and differs slightly for the three galaxies, in qualita-
tive agreement with what we would expect considering the albeit
small metallicity differences (e.g., Rémy-Ruyer et al. 2014, see
Table 1):

δDGR =


(6.6 ± 0.4) × 10−26 cm2 NGC 625
(3.0 ± 0.5) × 10−26 cm2 NGC 1705
(3.2 ± 0.2) × 10−26 cm2 NGC 5253.

(7)

These values are 3−5 times lower than τ160/NH =
1.61 × 10−25 cm−2/H, found in the local diffuse ISM by
Hensley & Draine (2021), roughly consistent with the linear
trend with the ∼ 1

3 −
1
4 Z� metallicities of our targets. The val-

ues for our dwarf starbursts are also comparable with δDGR for
N 83, with O/H of ∼ 1

5 Z� (e.g., Berg et al. 2012), in the Small
Magellanic Cloud (SMC): τ160 = 2.3−4.3 × 10−26 Ngas/cm−2

(Bolatto et al. 2011), where we have reported their 36% correc-
tion for helium to our convention without the helium correction
(see also Leroy et al. 2009).

In the limit of the Hi-dominated regime at low τ160, Eq. (5)
should converge to Eq. (6) with δDGR = 1/(N0HI kHI). Thus, in
principle, we could have used the fits of Eq. (5) to infer δDGR,
rather than Eq. (6). However, Fig. 7 shows offsets of 30–40%
between the two estimates, so it is unclear which to prefer. After
error propagation, the uncertainties on δDGR from the fits of
Eq. (5) are larger than those given in Eq. (7), so we prefer to
adopt the results from fitting Eq. (6) with only one free parame-
ter and over the range in column density dominated by Hi.

The DGR δDGR is given in units of optical depth per H,
because we want to compare dust columns with gas columns.
Although it would be preferable to determine the DGR for indi-
vidual regions (e.g., Bolatto et al. 2011; Sandstrom et al. 2013),
this is difficult for our dwarf targets. The small number of indi-
vidual resolution elements within each galaxy effectively pre-
cludes a statistically relevant spatially-resolved DGR determina-
tion. Thus, we use an average DGR determined from the data as
shown in the left panel of Fig. 7. This point is further discussed
in Sect. 7.

4.3. Molecular gas surface density, τ160, and XCO at 250 pc
resolution

The trend of CO velocity-integrated brightness temperature
observed with ACA at ∼250 pc resolution is shown in the right
panel of Fig. 7. Also shown are the giant molecular clouds
(GMCs) in the Milky Way (MW) studied by Lee et al. (2018),
where they estimate AV from τ850. As for Hi, ICO in units of
K km s−1 correlates with dust opacity, although with somewhat
larger scatter than for Hi. At a given τ160, our low-metallicity
starbursts show lower surface brightness CO emission than the
MW GMCs. Part of this may be due to the much higher resolu-
tion in the MW observations (1 pc; Lee et al. 2018), relative to
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Fig. 8. Left panel: Inferred XCO conversion factor from Eq. (8) as a function of τ160. Also shown are values that would be estimated from the
metallicity dependence found by Hunt et al. (2020) as XCO ∝Z−1.55 (see also Accurso et al. 2017). Heavy curves show the medians in log10(τ160)
for each galaxy (except for NGC 1705 for which there are too few points), and the shaded regions indicate 1σ standard deviations. Right panel:
GDR (here we are using the inverse of δDGR) that would be inferred assuming the metallicity dependence of the XCO conversion factor found by
Hunt et al. (2020). The range of GDRs estimated by different methods is shown as the hatched horizontal strips. As in the left panel, heavy curves
show the medians, and shaded regions the 1σ standard deviation.

the 250 pc regions studied here. However, another part of this
stems from the XCO factor needed to bring observed CO bright-
ness temperatures to gas column densities.

We now have the necessary ingredients to infer NH2 from NHI
and δGDR, using the following expression:

NDGR
H2 =

1
2

(
τ160

δDGR
− NHI

)
, (8)

where δDGR is determined from the fit of Eq. (6). For each 250 pc
resolution element, we can derive NDGR

H2 , and then use ICO to find
the local XCO = ICO/NDGR

H2 . To include a resolution element in
this estimate, we require that both Hi and CO binned data points
have S/N ≥ 3. Thus, instead of the (70, 33, 90) 250 pc PACS
resolution elements for the determination of τ160 for NGC (625,
1705, 5253), respectively, the numbers are now reduced to (26, 8,
18) usable elements for the three galaxies. However, a small frac-
tion of these gives negative values of NH2 in Eq. (8), because the
Hi column density slightly exceeds what would be inferred from
the ratio, τ160/δDGR. This could be a consequence of our assump-
tion of a global DGR, as also discussed in Sect. 7. In any case,
the number of regions useful for the calculation of XCO dwindles
further to (20, 4, 17) for NGC (625, 1705, 5253), respectively.

The results are shown in the left panel of Fig. 8, where also
illustrated are the metallicity-dependent predictions for global
XCO [XCO ∝ (Z/Z�)−1.55] according to Hunt et al. (2020). The
DGR-inferred XCO values sometimes exceed the expectation
from the metallicity dependence, in some cases by an order of
magnitude or more. The large scatter precludes definitive state-
ments, but the main point that emerges from Fig. 8 is that a
simple metallicity dependence does not explain the XCO factors
derived from the DGR on 250 pc scales.

To investigate this further, and check for consistency, the
right panel of Fig. 8 shows the gas-to-dust ratios (GDRs) that
would be inferred if we had assumed a metallicity-dependent
XCO. The plotted GDRs are simply the inverse of δDGR that were
derived in Eq. (6), and the hatched areas show the range of

GDRs estimated by different methods. At τ160 . 10−4, where
the gas budget is dominated by Hi, the inferred GDRs more or
less conform to expectations. However, for higher τ160, where
H2 inferred from CO starts to impact the gas content, the GDRs
are lower, reaching MW values at τ160 ∼ 10−3. Such behavior
is consistent with the left panel of Fig. 8 where XCO computed
from the DGRs are higher than what would be expected from the
global metallicity dependence found by Hunt et al. (2020). This
point will be explored in Sect. 6.

5. Small-scale dust extinction, molecular gas
content, and the XCO conversion factor

We now turn to the ALMA 12-m data with a higher resolution,
∼40 pc. Dust columns at this resolution are inferred from fore-
ground visual reddening, E(B − V), estimated from the Balmer
decrement from the MUSE maps. We convert E(B − V) to AV
by assuming AV/E(B − V) = 3.1 (e.g., Draine 2003). The prob-
lem with tracing dust extinction through AMUSE

V from the Balmer
decrement is that AV gives attenuation rather than the true visual
optical depth τV. Moreover, the attenuation AMUSE

V is due only to
dust in front of the ionized gas, whereas τ160 measures all of the
dust along the line of sight. More generally, we need to distinguish
between dust attenuation from AMUSE

V and true visual optical depth
(e.g., Boquien et al. 2013). In the following, we quantify this dis-
tinction and show that AMUSE

V from the Balmer decrement does not
always directly trace τV in these low-metallicity starbursts.

5.1. Visual attenuation versus extinction and dust optical
depth

Assuming that the extinguishing dust is placed in a foreground
screen, the relation between attenuation and dust optical depth is
simple:

AV = −2.5 log10(e−τV ) = 1.086 τV . (9)
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Fig. 9. Left panel: Idealized cartoon illustrating the mixed configuration of dust, stars, and gas. Right panel: The same but with the foreground
screen configuration. The amount of dust in the screen in the right panel is assumed to be roughly half of the total dust shown in the left panel.
While the infrared τ160 penetrates the full dust column along the line of sight, the optical depth inferred from the Balmer decrement only captures
the dust between the stars that ionize the gas and the observer.

Thus, the attenuation AV is exactly proportional to the dust opti-
cal depth τV. However, assuming that the dust is uniformly
mixed with the emitters gives a slightly more complicated rela-
tion:

AV = −2.5 log10

(
1 − e−τV

τV

)
. (10)

Figure 9 illustrates these two configurations of the dust. The
infrared optical depth traced by τ160 penetrates the full dust col-
umn along the line of sight, while extinction given by the Balmer
decrement only probes the dust between the observer and the
ionized gas. The assumption that the dust is uniformly mixed
with the ionized gas is an approximation, but, as shown in the
figure, has the advantage of being slightly more realistic from a
physical point of view.

As described by Natta & Panagia (1984), Disney et al.
(1989), and others (e.g., Witt & Gordon 1996, 2000), solutions
can be obtained for even more complex assumptions on the rel-
ative geometry of the dust and the emitting regions. In any case,
the problem that emerges is the derivation of τV from AV in more
complex geometries of the dust relative to the emission source.
Equation (10) provides a fortunate example because it is invert-
ible using the Lambert W function as shown by Boquien et al.
(2013)6:

τV = W (−100.4 AV e−100.4AV ) + 100.4AV . (11)

Here we make the assumption that the dust is uniformly
mixed with the ionized gas, namely that Eq. (10) is a better
description of the dust column τV than Eq. (9), at least for our use
of the Balmer-decrement derived AMUSE

V to infer dust columns.
We calculate τV under this assumption and compare it with what
would be inferred by simply equating τV with AV (with a small
proportional factor) as in Eq. (9).

The comparison of AV and τV (Eqs. (10), (11)) under the
assumption of dust uniformly mixed with the ionized gas emis-
sion is shown in Fig. 10. The dashed curve shows the analyt-
ical solution, while the solid line indicates y = log10(τV ) =
x − log10(1.086) + log10(2), where x = log10(AMUSE

V ). The fac-
tor of 2 takes into account that AMUSE

V only probes the extinction
along the line of sight, i.e., the front of the foreground screen
(see above), and the other factor is from Eq. (9). Indeed, for

6 The Lambert W function provides the solution y of x = y ey, where
x = −100.4 AV e−100.4 AV and y = τV − 100.4 AV .

small τV, Eq. (10) reduces to AV ≈ 1.086 (τV/2). The difference
of the two quantities τV and y from AMUSE

V is negligible at low
τV, but becomes significant (&25%) for AMUSE

V & 0.3−0.5 mag.
At AV higher than this, τV becomes clearly the better tracer of
dust opacity since the assumption of a foreground screen pro-
gressively fails at high dust columns. Our preference for τV is
also supported by the comparison with Galactic GMCs as dis-
cussed in the next section (see Fig. 11).

5.2. CO brightness temperature and visual extinction at
40 pc resolution

Figure 11 shows the 12-m data plotted in the left panel against
AMUSE

V , calculated from E(B − V) and in the right against τV
inferred from Eq. (11). Both data sets have been rebinned to 2′′
(corresponding to ≈40 pc, see Table 1). Like the trend of ICO with
τ160 at 250 pc resolution, ICO at 40 pc also varies systematically
with AV and τV, albeit with significant scatter.

Figure 11 shows that the 40 pc CO-emitting regions have
higher brightness temperatures than the ∼250 pc regions shown
in (the right panel of) Fig. 7. Indeed, the surface brightness of
CO in our targets at the two resolutions sampled here is very
different. Comparison of Figs. 7 and 11 illustrates that ICO of
the brightest CO-emitting regions that are visible at high dust
columns, traced by either τ160 or τV, are a factor of ∼10 higher
at 40 pc than 250 pc. This is consistent with beam dilution of
a given molecular gas surface density because the ratio of the
beam area is (250/40)2 ∼ 40. Such behavior is not surprising
because we expect CO to be highly clumped on these scales,
much more so than Hi (Leroy et al. 2013). It also tells us that for
probing CO emission in low-metallicity galaxies, large beams,
with single-dish observations at the extreme end, are not as effec-
tive as beams on scales of (at least) a few tens of parcecs; they
are unable to trace the high-density CO columns. This means
that single-dish efforts to detect CO at low metallicity may be
doomed to fail at the outset because of beam dilution, a point
that was also made by Rubio et al. (1993) in a pioneering paper
using SEST observations of the SMC. We explore this further in
Sect. 6.

Also shown in Fig. 11 are the CO velocity-integrated
brightness temperatures of the GMCs in our Galaxy studied
at ∼1 pc resolution by Lee et al. (2018). They infer AV from
E(B − V), (also using AV/E(B − V) = 3.1) derived from the
dust optical depth at 850 µm τ850 as measured by Planck.
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Fig. 10. Relations between AV and τV. Left panel: τV inferred from Eq. (11) for the targets plotted against log10(AMUSE
V ). The heavy dashed curve

shows the true solution, and the lighter weight solid curve shows not identity, but rather y = log10(τV ) = x − log10(1.086) + log10(2), where
x = log10(AMUSE

V ). The factor of 2 takes into account that AMUSE
V only probes the extinction along the line of sight, i.e., the front of the foreground

screen, and the other factor is from Eq. (9). The difference of the two quantities τV and AMUSE
V is negligible at low τV, but becomes significant for

AMUSE
V & 0.3− 0.5 mag. At AMUSE

V > 1 mag, τV “runs” away, relative to AV . Right panel: Residuals of τV − 2 AMUSE
V /1.086 versus log(AV ). Although

difficult to appreciate in the left panel, 34% of the data points have residuals >0.05, marked by the horizontal dashed line.
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Fig. 11. CO velocity-integrated TB ICO plotted versus (logarithm) visual extinction AV (left panel) and (logarithm) visual dust optical depth τV
(right). The top axes show the scale for τ160 assuming that AV/τ160 = 2180, as described in Sect. 5.3. The light curves show fits to Eq. (12). Heavy
curves show the medians for each galaxy binned in log10(AV ), (left), log10(τV), (right), with the shaded regions corresponding to ±1σ deviations.
Also shown in both panels are the MW GMCs studied by Lee et al. (2018), with AV inferred from Planck; see Sect. 5 for more details.

(Sub)Millimeter/far-infrared optical depths such as τ850 (and
even τ160) make emission at these wavelengths optically thin
tracers of dust, better probing the entire line of sight through
dust and gas. Comparison of the Lee et al. (2018) GMCs with
our CO data is enlightening. If we assume that AMUSE

V (left panel
in Fig. 11) measured from the Balmer decrement is identical to
AV inferred from τ850, at a given AV , we would deduce that the
GMC CO 1 pc column densities are lower than those found for
our low-metallicity starbursts on ∼40 pc scales. However, in the
right panel where τV is plotted rather than AMUSE

V , for a given τV,
the CO integrated brightness temperatures of the GMCs (with
their AV taken to be equivalent to our τV) coincide very well

with the CO emission observed at 40 pc resolution. This is an
indication that the assumption that the obscuring dust measured
by AMUSE

V is mixed with the ionized gas, with an optical depth of
τV, is better than assuming that the dust is a foreground screen.
This is true for the low-metallicity starbursts studied here, but
the differences would even be more profound for galaxies with
larger dust content.

However, that the 40 pc integrated brightness temperatures of
our targets are similar the GMCs in the MW observed at 1 pc res-
olution by Lee et al. (2018) is surprising. The GMCs would have
been expected to show significantly higher surface brightness
within the much smaller beam. Instead, our finding would imply
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that the CO clumps within the 40 pc beam are of much higher
surface brightness than the GMCs measured by Lee et al. (2018),
consistent with the idea that the only CO-emitting regions that
remain at low metallicity are the dense cores that are sufficiently
shielded to avoid photodissociation.

As discussed by Lee et al. (2018), there are at least two
features in the ICO versus AV (τV) relation that would be
expected from a theoretical point of view. The first is a CO-
formation visual extinction threshold, below which CO emission
plummets because of photodissociation of the CO molecules
(e.g., van Dishoeck & Black 1988; Bell et al. 2006; Visser et al.
2009; Glover & Mac Low 2011; Shetty et al. 2011). This would
be reflected in the presence of carbon emitting as C+ or Ci
in parts of the molecular clouds where CO is insufficiently
shielded (e.g., Hollenbach & Tielens 1997; Papadopoulos et al.
2004; Wolfire et al. 2010).

Another feature expected theoretically is a flattening at high
AV (τV) where CO emission saturates, becoming optically thick
(e.g., Glover & Mac Low 2011; Shetty et al. 2011). Such a fea-
ture is observed in some GMC ensembles in the MW, where
there is clear plateau for AV & 1 mag (e.g., Lombardi et al. 2006;
Pineda et al. 2008).

To test for these features in the 40 pc resolution ICO, AV (τV)
relation for low-metallicity starbursts, we have fit the points in
Fig. 11 with a function similar to that of Eq. (5) of the form:

ICO = W0CO

(
1 − e−kCO (AV−ACO,thresh

V )
)
, (12)

where W0CO is the velocity-integrated CO brightness tempera-
ture at saturation; kCO defines the transition threshold for the dust
optical depth τV where saturation sets on; and ACO,thresh

V gives
the onset for CO emission. As before, only points with signal-
to-noise (S/N)≥ 3 are included in the fits. The best fits to this
function are shown as curves in Fig. 11; in the right panel we
have substituted τV for AV in Eq. (12). The results of the fits
and the visual inspection of the plots show that the saturation
feature at high τV is not visible in our data; W0CO and kCO are
ill-determined both for the plots using AV and those with τV.
Instead, the ACO,thresh

V parameter is somewhat better determined
with:

ACO,thresh
V =


0.09 ± 0.06 mag NGC 625
0.10 ± 0.02 mag NGC 1705
0.11 ± 0.05 mag NGC 5253.

(13)

The results for ACO,thresh
V using τV, rather than AV , have some-

what higher values, although with slightly larger uncertainty. In
any case, our 40 pc CO data show no evidence for a flattening at
high τV, but some tentative indication of an AV CO threshold of
∼0.1 mag. This is a much lower value than given by the simula-
tions of Glover & Clark (e.g., 2016) that predict a steep reduc-
tion for AV . 1 mag; however, their simulations are at much
finer (0.06 pc) resolution than our observations, so may not be
directly comparable. Our value of ACO,thresh

V ≈ 0.1 mag is also
roughly ten times lower than found by Pineda et al. (2008) with
ACO,thresh

V generally &1 mag for their sample of (solar metallicity)
MW GMCs.

5.3. The XCO factor and visual optical depth

We can now infer the XCO conversion factor at ≈40 pc resolution
from τV (or AV ), similar to what we have done at lower resolution

(≈250 pc) with τ160 in the previous sections. We write:

NAV
H2 =

1
2

(
NH

AV

) [
2 AMUSE

V − AHIcrit
V

]
, (14)

where NH/AV is the total column density of hydrogen atoms in
either atomic or molecular form relative to visual extinction AV .
This approach follows Lee et al. (2018), but they probed AV with
dust emission, so we must make different assumptions for the
dependence of NH2 on AMUSE

V . The multiplicative factor of 2 for
AMUSE

V in Eq. (14) is because our estimate of AHIcrit
V relies on τ160

which probes the entire line of sight, thus sampling the shield-
ing layer on both the front and back sides of the medium; con-
versely AMUSE

V is calculated assuming a foreground screen, thus
sampling only the front side (see Lee et al. 2018). The AHIcrit

V
term takes into account the transition from Hi to H2 at high dust
and gas columns (e.g., Bigiel et al. 2008; Krumholz et al. 2009;
Sternberg et al. 2014); it can be estimated from kHI in the Hi for-
mulation of radiative transfer in Eq. (5), after converting the units
to AV mag−1. The analogous equation for τV would be:

NτV
H2 =

1
2

(
NH

τV

) [
τV − τ

HIcrit
V

]
, (15)

where τHIcrit
V is defined as 1.086 AHIcrit

V , and NH/τV is the equiv-
alent of NH/AV but in units of τV, under the assumption that the
denominator measures the extinction in the dust along the line
of sight. Equation (15) could be seen as inconsistent with our
conclusion that the screen geometry for dust extinction is not an
accurate description; however, τHIcrit

V describes the impact of the
conversion of H2 to Hi on the extinction dependence of NH2, thus
is not strictly related to the geometry of the dust relative to the
ionized gas.

NH/AV is a critical factor in our determination of XCO from
AV on ∼40 pc scales, and it relies on several assumptions.
Along diffuse lines of sight in the MW, Bohlin et al. (1978) find
NH/AV = 1.87 × 1021 cm−2 mag−1. Assuming AV/τ160 = 2180
(Hensley & Draine 2021), we can also estimate NH/AV from
δDGR at ∼250 pc resolution (see Fig. 7, Eq. (6)) measured for our
targets. We find:

NH/AV =


(6.9 ± 0.2) × 1021 cm−2 mag−1 NGC 625
(1.6 ± 0.5) × 1022 cm−2 mag−1 NGC 1705
(1.4 ± 0.4) × 1022 cm−2 mag−1 NGC 5253.

(16)

As shown in the right panel of Fig. 8, there is a relatively large
spread in these estimates, ranging from ∼0.2 dex to 0.5 dex. In
any case, at face value, the total gas-to-extinction ratios we mea-
sure for these low-metallicity galaxies are ≈4−8 times higher
than the MW value (e.g., Bohlin et al. 1978), qualitatively con-
sistent with a linear metallicity scaling.

Another critical factor in our 40 pc formulation of NH2
is AHIcrit

V , which is directly related to kHI in Eq. (5) as is
the inflection where atomic gas transitions to H2. Thus, with
AV/τ160, we calculate values of AHIcrit

V for the low-metallicity
starbursts:

AHIcrit
V =


0.90 ± 0.21 mag NGC 625
0.20 ± 0.05 mag NGC 1705
0.32 ± 0.04 mag NGC 5253.

(17)

For NGC 1705 and NGC 5253, the AHIcrit
V values are fairly low,

as can also be seen by the curves in Fig. 7, while for NGC 625,
the value is roughly 3 times higher, although also 4–5 times
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Fig. 12. XCO estimated from Eq. (14) is plotted as a function of AV in the left panel, and of τV in the right. As in Fig. 8, we include as horizontal
dashed lines, XCO that would be estimated from the metallicity dependence found by Hunt et al. (2020), as XCO ∝Z−1.55. The MW XCO = 2.3 ×
1020 cm−2/K km s−1 is also given together with the uncertainties. Heavy curves show the medians for each galaxy binned in AMUSE

V (left) and τV
(right) with shaded regions showing the 1σ standard deviations.

more uncertain. The values for NGC 1705 and NGC 5253 of
0.2–0.3 mag are consistent with AHIcrit

V = 0.2 mag for a fixed
radiation field found by Draine (1978), and by Krumholz et al.
(2009), depending on dust properties.

Finally, both Eqs. (16) and (17) rely on the conversion of AV
to τ160. This conversion is uncertain, and different groups adopt
a range of values. Leroy et al. (2009) use AV /mag = 1910 τ160,
while Lee et al. (2015) adopt AV /mag = 2200 τ160. The higher
dust temperatures and lower dust optical depth found by
Planck Collaboration XI (2014) lead to AV /mag = 3246 τ160,
assuming E(B − V)/AV = 3.1 as done here. Here, we
adopt AV /mag = 2180 τ160 (Hensley & Draine 2021), close to
the Lee et al. (2015) value, but still somewhat subject to
uncertainty.

These uncertainties in the ingredients for the calculation of
NH2 make our inference of XCO subject to various caveats. Never-
theless, results are encouraging. Figure 12 shows XCO computed
using NH2 inferred from Eqs. (14) and (15); the left panel shows
XCO versus AV and the right versus τV. Also shown in the figure
are the expectations from the global metallicity dependence
of XCO from Hunt et al. (2020, see also Accurso et al. 2017).
There is possibly less scatter in the right panel (τV), at least
for NGC 5253, but overall the two plots show mutually consis-
tent values of XCO. While the median curve for NGC 5253 falls
roughly where expected for consistency with a global metallic-
ity dependence of XCO, NGC 625 falls fairly close to the MW.
This is unexpected given that NGC 625 has the lowest O/H of
our sample, although the global O/H variations among the three
targets are not large. The reason why NGC 625 shows XCO at
40 pc resolution close to the Galactic value is the high value of
AHIcrit

V in Eq. (17). Given the relatively low signal-to-noise on the
measurement of AHIcrit

V for NGC 625, we have experimented with
lower values of AHIcrit

V ≈ 0.2−0.3, and find that NGC 625 would
fall closer to the global metallicity-dependent XCO expectations,
consistent with the other galaxies. Nevertheless, this would be a
deviation of &3σ, so we continue to consider the nominal AHIcrit

V
value for NGC 625.

6. Comparison of large- and small-scale XCO

Figures 8 and 12 present two different pictures of the behav-
ior of XCO. At ∼250 pc resolution, conversion factors XCO show
large scatter, and are generally higher than what would be
predicted from a simple metallicity dependence. Instead, with
12-m data at ∼40 pc resolution, XCO values are consistent with,
or even lower than, the predicted metallicity dependence, and, as
at 250 pc, there is large scatter.

The large scatter and inconsistencies between the two data
sets at different resolutions could also point to a dependence on
additional parameters beyond metallicity. In particular, the com-
parison between Figs. 7 and 11 shows that the larger ACA beam,
rebinned here to ∼250 pc, does not sample the brighter CO emis-
sion that emerges, instead, at ∼40 pc with the 12-m array. In the
larger beam, there are more CO-faint regions than bright regions;
consequently, XCO is larger.

Trends of the H2 conversion factor XCO with the observed
CO velocity-integrated brightness temperature ICO are also
expected theoretically. Measured ICO is mainly governed by
mean density along the line-of-sight (e.g., Gong et al. 2018),
since CO forms at higher volume densities (n & 100−200 cm−3)
than H2 (n ∼ 10−100 cm−3). This implies that, for environments
with similar metallicities, ICO can be taken as a proxy of column
or volume densities (e.g., Hu et al. 2022), and related to XCO,
either inferred from simulations, or measured empirically, as we
have done here. It is likely that the underlying reason why at
40 pc the fainter regions have larger XCO stems from the radia-
tive transfer of CO; the faint CO emission regions are heavily
subthermally excited and may even become optically thin due to
the low volume and column densities with which they are asso-
ciated. Subthermal excitation would make them less luminous
in the CO line per hydrogen atom, compared to the higher den-
sity/column density gas with excitation temperatures approach-
ing kinetic temperatures (e.g., Hu et al. 2022).

We have tested this hypothesis by plotting in Fig. 13 XCO
inferred above at the two different resolutions against ICO of the
relevant data sets. An anticorrelation of XCO with ICO emerges
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clearly from both sets of data, with Pearson correlation coef-
ficients of −0.65 (250 pc) and −0.7 (40 pc). This correlation is
almost certainly causing at least part of the scatter in our XCO
estimates shown in Figs. 8 and 12. We have performed a robust
fit in logarithmic space to XCO with ICO shown as a yellow
regression line in Fig. 13:

log10 XCO =
(−0.51 ± 0.12) log10 ICO + (1.64 ± 0.15) 250 pc, τ160

(−0.74 ± 0.05) log10 ICO + (1.31 ± 0.03) 40 pc, AV

(−0.70 ± 0.05) log10 ICO + (1.30 ± 0.03) 40 pc, τV .

(18)

The best-fit parameters for XCO estimated from the trends with
AV and τV are similar, and also show a comparable mean disper-
sion. The slope and intercept of the 250 pc resolution data differ
(at a ∼2σ level) from those of the 40 pc fits, with the larger res-
olution data having flatter slope and a larger intercept. We expect
theserelations tobeaccurate forgalaxiesofaroundthismetallicity,
∼ 1

3 Z�, but for higher and lower abundances, and different resolu-
tions,moredataareneeded toestablish similar empirical relations.

Narayanan et al. (2012) examined the dependence of XCO
on metallicities, gas temperatures, and velocity dispersion of
the clouds. Using post-processing of the simulated galaxies by
Narayanan et al. (2011) to determine the physical and chemical
state of the molecular gas, Narayanan et al. (2012) also find that
XCO is well correlated with ICO, and is a function of physical con-
ditions within the clouds. They find a simple power-law depen-
dence of XCO on ICO and metallicity (shown as dot-dashed lines
in Fig. 13), with an ICO power-law index (slope) of −0.32. Our
observations are inconsistent with this slope, as it is significantly
lower than the power-law index of −0.7 (40 pc) found in our data
(Eq. (18)); the −0.5 slope of the 250 pc data is somewhat more
consistent with the Narayanan et al. result, although still &2σ
steeper.

To study CO emission at pc-scale resolutions, and mea-
sure XCO, Gong et al. (2018, 2020) conducted solar-metallicity
magneto-hydrodynamic galactic disk simulations with post-
processing that includes a chemical network and radiative trans-
fer. Their analysis finds a slight anticorrelation between XCO and
ICO, but with a very shallow power-law slope of −0.011 ± 0.005.
Such a shallow slope is comparable to that of −0.05 found empir-
ically by Remy et al. (2017) for clouds in the MW anti-center,
but much flatter than the well-defined dependence for our low-
metallicity starbursts.

Recent work by Hu et al. (2022), based on hydrodynamical
simulations, chemistry, and radiative transfer, predict that XCO
depends not only on metallicity but also on the spatial resolu-
tion of the maps and on the intensity of the emission line ICO. In
Fig. 13, we have reproduced their 32 pc and 125 pc curves for Z�
(dashed curves) and 0.3 Z� (solid ones) and their kpc-resolution
trend that is valid for all metallicities. Our best-fit power-law
slope of ∼−0.5 for 250 pc resolution is not far from their value of
−0.43 (valid at 1 kpc for roughly all metallicities). At higher res-
olution, the individual trends found by Hu et al. (2022) for solar
and 0.3 Z� metallicities with region sizes from 32 pc to 125 pc
(shown by brown curves in Fig. 13) show similar slopes, some-
what shallower than what we measure. Nevertheless, the agree-
ment between our observations and the predictions of Hu et al.
(2022) is reasonably good especially at high ICO.

Because of the expectation of more CO-dark gas in larger
beams and at low metallicity, it is somewhat surprising that
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Fig. 13. XCO estimated from Eq. (8) versus ICO in the top panel (250 pc
resolution); XCO from Eq. (14) in the middle (40 pc resolution); and
from Eq. (15) in the lower (40 pc resolution). Also shown as dark-gray
dot-dashed lines are the predictions from Narayanan et al. (2012) for
the different metallicities of our targets. The 1 kpc trend from Hu et al.
(2022), valid for all metallicities, is shown as a light-gray solid line
(labeled “1 kpc”). The brown solid (dashed) curves correspond to 0.3 Z�
(Z�) metallicities at 125 pc resolution (top panel) and at 32 pc (middle
and lower ones). The 0.3 Z� curves are the best approximation to the
metallicities of our target starbursts. The robust fit in logarithmic space
to our data is shown as a dark-yellow line with 1σ excursions by the
yellow shaded area; in the lower panels, the dashed dark-yellow line
reproduces the 250 pc best fit shown in the upper panel. The trends seen
in our data follows the predictions of Hu et al. (2022), in terms of excur-
sion, but we find a steeper slope and an overall higher normalization. We
attribute this to the theoretical W10 not being the exact same quantity as
observed ICO, so we approximate W10 as ICO, which is a better approx-
imation at high ICO, when XCO is low, but which is far from true at low
ICO, when XCO is high. See text for more details.

the Hu et al. simulations find that XCO is smaller with increas-
ing beam size and decreasing metallicity. This can be under-
stood because of the distinction between the theoretical W10
in Hu et al. (2022) and the observed quantity ICO. The cos-
mic microwave background (CMB) temperature, TBG, must be
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subtracted to calibrate observed antenna temperature, ICO; thus
ICO will be identically 0 for excitation temperature Tex = 2.73 K,
while W10 is only zero when NCO is zero, whatever Tex. This
implies that their CO-dark gas radiates even at low H2 density, but
in the observed signal ICO, it does not. Their conclusion therefore
is expected to underestimate the amount of CO-dark gas.

The results of Hu et al. (2022) suggest that observed
velocity-integrated TB below ∼10 K km s−1 are optically thin,
and thus directly trace CO column density NCO (for NCO .
1016 cm−2). This would imply that virtually all our observa-
tions are optically thin since there are very few resolution ele-
ments brighter than this limit. Most of the variation of XCO is
expected to occur in the optically thin regime, as it is regu-
lated by CO abundance and its formation by the transition from
atomic carbon. Our observations are apparently consistent with
these expectations, since over a roughly 3 orders of magnitude
change in ICO, XCO also varies by a similar factor. Nevertheless,
at the lowest ICO (lowest column densities), at both the 250 pc
and 40 pc resolutions XCO exceeds by a factor of 10 or so the
predictions of the Hu et al. simulations. Also, the difference
we find between 250 pc and 40 pc resolution seems not to be
a vertical shift, but rather a continuation to lower surface bright-
nesses as shown in Fig. 13. Since our targets are all at roughly
the same 1/3 Z� abundance, we are unable to test observational
variation with metallicity. In any case, overall, our observations
agree with Hu et al. (2022) that XCO is a multi-variate function
of three observables, ICO, metallicity, and beam size.

7. Discussion and conclusions

Perhaps the most significant caveat in our methodology is the
assumption of a single DGR across each of the galaxies, inde-
pendently of spatial scale. Rigorously speaking, XCO and the
DGR should be measured independently within each spatial ele-
ment, as done by Sandstrom et al. (2013) on ∼kpc scales. In the
study of the SMC by Bolatto et al. (2011), on ∼200 pc scales,
the DGR varies by ∼0.4 dex along the SMC Bar, the Wing, and
within the star-forming regions N83/N84. The assumption of a
constant DGR is intimately related to our estimate of XCO, at
least where CO emission dominates over Hi. If we assume a con-
stant metallicity-dependent value for XCO, as shown in the right
panel of Fig. 8, we infer decreasing DGRs toward higher dust
column densities. This effect may be real, but for our targets,
with relatively few 250 pc resolution elements, it is impossible
to assess spatial variations in the DGR, and disentangle them
from variations in XCO.

7.1. Additional considerations

Putting this caveat aside, our analysis (Figs. 8 and 12) sug-
gests that XCO is not correlated with either dust optical
depth (τ160) or visual extinction/optical depth (AV , τV). This
would be in disagreement with the individual cloud models by
Glover & Mac Low (2011) and Shetty et al. (2011) who find a
threshold effect for AV .1 mag. However, our observations do
not resolve individual clouds, so that the discrepancy could
be simply a question of spatial resolution. As pointed out by
Gong et al. (2018), a resolution of .2 pc is necessary to resolve
the average XCO within molecular clouds for conditions similar
to the solar neighborhood; at lower metallicity, given the small
∼ pc scales, possibly even better resolution would be required.

Various recent simulations find that XCO is related to ICO and
also to spatial scale, that is to say the region over which the

parameters are averaged (e.g., Gong et al. 2018, 2020; Hu et al.
2022); observationally, spatial scale corresponds to beam size, or
in our case the scale imposed by rebinning. We would argue that
these parameters, ICO and spatial scale, are partially dependent,
as shown in Fig. 13; relative to the 40 pc data, the data at 250 pc
extend to fainter CO emission, but do not reach the brighter CO
emission. It is very difficult to achieve high values of ICO with
large beams as can also be appreciated by the comparison of
Figs. 7 and 11.

Moreover, as might be intuitively expected, the fraction
of CO-faint or dark gas is expected to increase with increas-
ing beam size (Gong et al. 2018; Hu et al. 2022). Part of this
depends on the ICO lower limit (imposed on the simulations, or
observationally by signal-to-noise), and part is due to the erosion
of the CO-emitting volumes by photodissociation. Photodissoci-
ation results in regions that are dominated by carbon in atomic
or ionized phases, Ci and Cii, rather than CO, and these regions
can be much more extended than the CO emission.

7.2. Summary

We have derived XCO in three low-metallicity starbursts,
NGC 625, NGC 1705, and NGC 5253, using ALMA 12-m data
at ∼40 pc resolution and ACA observations at ∼250 pc resolu-
tion, together with a dust-based method to infer NH2. Our work
can be summarized as follows:

– We fit the flux in Herschel PACS maps to two-temperature
MBBs in order to quantify dust optical depth τ160, and com-
pare it with Hi maps and CO maps measured with ACA, all
rebinned to ∼250 pc resolution.

– By approximating the trends of Hi and CO versus τ160 with
linear functions and ones that reflect radiative transfer, we
have quantified the DGR for each galaxy and the level at
which Hi is converted to H2. This makes it possible to esti-
mate XCO at 250 pc resolution and compare it to what would
be expected from global metallicity estimates for XCO. We
find that the XCO values at 250 pc resolution can be as much
as an order of magnitude larger than what would be expected
from metallicity trends. There is also large scatter implying,
possibly, spatial variation of XCO at this resolution.

– At ∼40 pc resolution, roughly the native 12-m ALMA beam,
we compare CO measured with the ALMA 12-m array and
AV , estimated from the VLT/MUSE maps of the Balmer
decrement. We eschew the assumption of AV as a foreground
screen, and instead infer τV from AV by assuming that the
extinguishing dust is well mixed with the ionized gas. Over-
all, this turns out to be the better assumption, as supported
by the closer agreement of our data with the Galactic GMCs
(see Fig. 11). By fitting the CO versus AV or τV trends, we
have been able to identify in our data an AV threshold for CO
emission of ∼0.1 mag for all three galaxies. This is signifi-
cantly smaller than the ∼1 mag AV threshold found in simu-
lations (e.g., Glover & Clark 2016) or observations of MW
molecular clouds (e.g., Pineda et al. 2008).

– Incorporating the DGR measured at 250 pc resolution, and
the AV transition from Hi to H2 at high dust optical depths
AHIcrit

V , we are able to infer XCO on 40 pc scales. Results
are generally consistent with the expectations from a global
metallicity-dependence of XCO, except for NGC 625 which
shows values typically encountered in environments closer
to solar metallicity. This almost certainly stems from the
higher AHIcrit

V found for this galaxy (∼ 0.9 mag relative to
∼ 0.2–0.3 mag), and when we estimate XCO using these lower
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values also for NGC 625, XCO becomes consistent with
metallicity expectations. As for the 250 pc XCO analysis,
there is large scatter.

– Finally, we compare XCO to CO brightness temperature ICO,
predicted by simulations to be closely related. Figure 13
shows that the two quantities are highly anticorrelated, with
power-law slopes steeper than those found by the simu-
lations of Narayanan et al. (2012) and Gong et al. (2018),
although possibly consistent with the slope of ∼−0.4 found
by Hu et al. (2022) across a range of resolutions. Relative
to Narayanan et al. (2012) and Hu et al. (2022), because of
the difference in power-slopes between the data and the sim-
ulations, the data show a higher normalization of the rela-
tion between XCO and ICO for faint CO emission levels.
Despite these differences in details, our observations con-
firm that XCO depends not only on metallicity, but, also on
beam size, and CO surface brightness ICO. Such behavior
can be attributed to the increasing fraction of CO-dark H2
gas with lower spatial resolution (larger beams) and lower
surface-brightness emission.

Our analysis is limited to three low-metallicity starbursts all of
the same metallicity, ∼0.3 Z�. Thus, we are sampling only a
narrow range of subsolar metal abundance. Future work would
profit from a broader spread in metallicities and spatial resolu-
tion, and inclusion of metal-poor dwarf galaxies that are forming
stars more quiescently than the starbursts studied here.
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Appendix A: Details of the fits to the PACS data to
derive τ160

The 160 µm optical depths τ160 of the two approaches (namely
modified single-temperature blackbodies, MBB, and modi-
fied two-temperature blackbodies, MBB-2T) are compared in
Fig. A.1. The scatter of the comparison (with imposed γ ≥ 0) is
∼0.13 dex, with τ160(MBB-T2) larger than τ160(MBB), as shown
by the nonunit power-law slope and positive intercept of the best
(robust) fit.

The distributions of the rms (calculated as the root-mean-
square difference in log10 space between the model and the data)
of the two fits are reported in Fig. A.2. Given that the expected
uncertainty in the individual PACS photometry is ∼10%, the
rms values of both MBB and MBB-T2 fits are quite good, and,
except for NGC 1705, well within the expected error. However,
the MBB-T2 fits are overall superior to MBB, possibly due to
the extra fitted parameter and the consequent zero degrees of
freedom. Three regions in both NGC 625 and NGC 5253 are not
included in Fig. A.2, because of rms > 0.5 due to the very low
70 µm fluxes and the consequent poor fits.

The overall γ distribution (restricted to 0 ≤ γ ≤ 1) is shown
in Fig. A.3. There are (45, 0, 33) fits for NGC (625, 1705, 5253),
respectively, that would have preferred either γ < 0 (58%, 0,
37%). The median γ = 0.0 for NGC 625 is associated with the
relatively high fraction (45/77 = 58%) of regions that would have
have been best fit with these anomalous γ values.
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Fig. A.1. τ160 from MBB-T2 fits plotted against MBB τ160.
log τ160(MBB − T2) = (1.073 ± 0.010) log τ160(MBB)+(0.46 ± 0.05)
The scatter of the comparison is ∼0.13 dex; the shaded region denotes
± 1σ relative to the best fit. In general, τ160(MBB-T2) is larger than
τ160(MBB), as shown by the nonunit power-law slope and positive inter-
cept.
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Fig. A.2. Distributions of rms values from MBB (left) and MBB-T2 (right) fits. Median values for each galaxy are shown by vertical dashed lines.
The rms values of the MBB-T2 fits is generally excellent, possibly due to the extra fitted parameter and the consequent zero degrees of freedom.
There are 3 regions each in NGC 625 and NGC 5253 not included here because their rms values exceed 0.5 dex.
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Fig. A.3. Distribution of fitted γ from MBB-T2 fits. The vertical dashed lines show the median fraction of IR emission due to the warmer
component: (0.00, 0.14, 0.08) for NGC (625, 1705, 5253).
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