
Cite: Fitri, Aripriharta, and Y. Rahmawati, “Fish swarmed Fuzzy Time Series for Photovoltaic’s Forecasting in Microgrid”, KINETIK, vol. 8, no. 3, 
Aug. 2023. https://doi.org/10.22219/kinetik.v8i3.1730 

 

Kinetik: Game Technology, Information System, Computer Network, Computing, Electronics, and Control 
Journal homepage: http://kinetik.umm.ac.id  
ISSN: 2503-2267  
Vol. 4, No. 3, August 2019, Pp. 277-288 

Kinetik: Game Technology, Information System, Computer Network, Computing, Electronics, and Control 
Journal homepage: http://kinetik.umm.ac.id  
ISSN: 2503-2267  
Vol. 8, No. 3, August, Pp. 693-700 

    

   

693 

  Fish swarmed fuzzy time series for photovoltaic’s forecasting in 
microgrid 
 

 

 
Fitri*1, Aripriharta2, Yuni Rahmawati2 

Department of Electrical Engineering, State Polytechnic of Malang1 

Department of Electrical and Informatics Engineerinng, State University of Malang, Malang, Indonesia2 

 
Article Info Abstract 
Keywords:  
Fish Swarm Optimization Algorithm, Fuzzy 
Time Series, Forecasting, PV’s Irradiance, 
PV’s Temperature 
 
Article history: 
Received: May 06, 2023 
Accepted: July 23, 2023 
Published: August 31, 2023 
 
Cite:  
Fitri, Aripriharta, and Y. Rahmawati, “Fish 
swarmed Fuzzy Time Series for 
Photovoltaic’s Forecasting in Microgrid”, 
KINETIK, vol. 8, no. 3, Aug. 2023. 
https://doi.org/10.22219/kinetik.v8i3.1730 

 
*Corresponding author. 
Fitri 
E-mail address:  
fitri.2205349@students.um.ac.id 

Forecasting irradiation and temperature is important for designing photovoltaic 
systems because these two factors have a significant impact on system 
performance. Irradiation refers to the amount of solar radiation that reaches the 
earth's surface, and directly affects the amount of energy that can be generated 
by a photovoltaic system. Therefore, accurate irradiation forecasting is 
essential for estimating the amount of energy a photovoltaic system can 
produce, and can assist in determining the appropriate system size, 
configuration, and orientation to maximize energy output. Temperature also 
plays an important role in the performance of a photovoltaic system. With 
increasing temperature, the efficiency of the solar cell decreases, which means 
that the energy output of the system also decreases. Therefore, accurate 
temperature forecasts are essential for estimating system energy output, 
selecting suitable materials, and designing effective cooling systems to prevent 
overheating. In summary, forecasting irradiation and temperature is important 
for designing photovoltaic systems as it helps in determining suitable system 
size, configuration, orientation, material selection, and cooling system, which 
ultimately results in higher energy output and better system performance. In 
recent decades, many forecasting models have been built on the idea of fuzzy 
time series. There are several forecasting models proposed by integrating 
fuzzy time series with heuristic or evolutionary algorithms such as genetic 
algorithms, but the results are not satisfactory. To improve forecasting 
accuracy, a new hybrid forecasting model combines fish swarm optimization 
algorithm with fuzzy time series. The results of irradiance prediction/forecasting 
with the smallest error are using the type of Fuzzy Time Series prediction model 
optimized with FSOA with RMSE is 0.83832. 

 
1. Introduction 

Over the years, a variety of prediction models have been proposed to address the prediction issues in various 
fields. One of the most widely applied forecasting methods is the time series model. When historical data are illegible, 
incomplete, or contain uncertain information, the conventional model of time series can nevertheless handle many 
prediction issues. Fuzzy set theory was introduced by Zadeh in 1965. Song and Chissom first suggested a fuzzy time 
series approach based on fuzzy set theory. The three components of the fuzzy time series model are fuzzification, fuzzy 
relation finding, and defuzzification.  

The choice of interval durations during the fuzzification process plays a significant role in the precision of the 
fuzzy time series model. In their experiments from 1993a, b, and 1994, Song and Chissom determined the lengths of 
random intervals. Forth two new methods based on the mean and distribution to find intervals and suggested that 
interval length was very important for forecasting accuracy [1]. Methods based on optimization were suggested [2]. 
Recently, methods using genetic algorithms have been suggested [3], [4], whereas methods using particle swarm 
optimization have been proposed [5], [6], and [7]. In addition, to calculate interval length, [8], [9], [10], [11] and [8] used 
the Gustafson-Kessel clustering algorithm. Examining all of these studies demonstrates how interval length 
determination can influence fuzzy time series techniques' ability to predict the future accurately.  

Photovoltaic forecasting in microgrids involves predicting the power output of PV systems to facilitate efficient 
energy management within microgrid networks. Accurate PV forecasting enables microgrid operators to optimize 
resource allocation, storage management, and grid integration, thereby improving the overall efficiency and stability of 
the microgrid. Fuzzy time series forecasting is a technique that combines fuzzy logic and time series analysis to make 
predictions based on historical data. It is particularly useful when dealing with data that exhibits uncertainty or 
vagueness. Fuzzy time series models capture the linguistic relationships between variables and use fuzzy sets and 
rules to make predictions. 
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There are studies that have used optimization algorithms such as Particle Swarm Optimization (PSO) to optimize 
Fuzzy Time Series (FTS) for predicting various parameters, including air quality and power output of photovoltaic (PV) 
systems [15],[16]. FTS is a popular method for time series forecasting that uses fuzzy logic to handle uncertainty and 
imprecision in the data. The method involves dividing the data into fuzzy intervals and then using these intervals to 
generate fuzzy rules that can be used for prediction [15]. Optimization algorithms such as PSO can be used to optimize 
the parameters of FTS, such as the number and width of fuzzy intervals, to improve the accuracy of the predictions. 
These algorithms work by iteratively adjusting the parameters to minimize a cost function that measures the error 
between the predicted and actual values. 

In the case of PV systems, FTS can be used to predict parameters such as radiation and temperature, which can 
then be used to optimize the power output of the system [17]. PSO can be used to optimize the parameters of the FTS 
model to improve the accuracy of the predictions and hence the power output of the system. The work of FIS-PSO after 
optimizing produced the good work with the smallest value that is better performance compared to other methods, which 
can increase the onset prediction of the rainy season [18], and improve neural network performance on univariate time 
series data [19]. 

An optimization method called Fish Swarm Optimization (FSO) draws inspiration from how fish eat in their natural 
environment. It has been used to address a variety of issues, including finding effective network groups and resolving 
optimization issues. Fish Swarm Optimization (FSO) are a family of algorithms that were created and influenced by the 
ecological patterns of schooling fish in the wild. FSO has a relatively simpler implementation compared to PSO. It 
requires fewer parameters to tune, making it easier to implement and understand. In this research, Fish swarm 
optimization has been used for optimizing the fuzzy time series for forecasting purposes such as temperature and 
irradiance in photovoltaic. 

 
2. Research Method 

Fish Swarm Optimization (FSO) is one of the optimization techniques inspired by the behavior of fish in searching 
for food or moving in groups. FSO implements an algorithm to find the best solution to a problem by following a strategy 
similar to the movement of fish in a group. FSO utilizes the principle of collective intelligence in achieving the 
optimization goal. FSO consists of three main components, namely fish population, fish behavior, and selection criteria. 
The fish population consists of a collection of possible solutions. Fish behavior includes individual movements and 
social interactions between individuals in the fish population. Selection criteria are used to determine the best solution 
from the fish population. 
 

 
Figure 1. Flowchat of Forecasting using Fuzzy Time Series- FSOA 

https://creativecommons.org/licenses/by-nc-sa/4.0/
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Fuzzy Time Series (FTS) is a prediction technique that uses fuzzy logic to handle uncertainty in time series data. 
FTS aims to develop a prediction model that can be used to predict future values of time series data based on past 
values. FTS utilizes linguistic variables in forming fuzzy rules to make predictions. These variables are used to describe 
the relationship between past data and future data. FTS has several stages in making prediction models, namely 
fuzzification of time series data, fuzzy rule formation, model testing, and model evaluation. 

Figure 1 shows the flowchart of the Fish Swarm Optimization (FSO) algorithm for optimizing Fuzzy Time Series 
and the steps in forecasting are as follows: 

 
(i) Initialization of FSO parameters 

Determine Number of iterations (I), Number of fish (N), Fish Distance (Step_Size), then randomly determines the 
initial position of the fish (X) and the food (Y) in Equation 1. 
 

)(

)(

DyrandY

DxrandX




 (1) 

 
(ii) Create an initial FSO weight matrix (w) 
(iii) FSO iteration 

Determine the objective function of the FSOA, in this case the fish swarm is used to determine the closest 
distance from the food (Y) as shown in Equation 2. 
 

22 )()( jiji YYXXD   

[bestPosition, bestFish] = max(distances) 

(2) 

 
As long as the iteration has not reached the maximum, repeat the following steps: update the position of the fish 

using the FSO's equation of motion, limit the position of the fish to stay within the search space, and evaluate the 
objective function value of each fish using Fuzzy Time Series. If the objective function value is better than the previous 
best value, save the objective function value and the best fish position. 

 
(iv) Calculating fitness values and updating weights 
(v) Output 

Output the best fish position as the optimal solution to optimize the Fuzzy Time Series. 
The FSO motion equations are the same as those previously described. However, in evaluating the value of the 

objective function, Fuzzy Time Series is used as a method to build a prediction model. The following are the steps to 
create a prediction model using Fuzzy Time Series: 

(i) Step 1: Fuzzy set formation 
Divide the historical data into time intervals is shown in Figure 2. 
Determine the membership function for each time interval. Membership function is divide to 5 MF and shown in Table 

2 (Fuzzy parameter). 
Assign a membership level to each historical data. 

(ii) Step 2: Fuzzy rule formation 
Define fuzzy rules based on the relationship pattern between input and output variables. 
Determine the degree of membership for each fuzzy rule. 

(iii) Step 3: Fuzzification and Inference 
Convert input and output variables into fuzzy sets using predefined membership functions. 
Evaluate the degree of correctness of each fuzzy rule based on the fuzzy set of input variables. 
Combine relevant fuzzy rules to generate fuzzy outputs. 

(iv) Step 4: Defuzzification 
Convert fuzzy outputs to numerical values using defuzzification techniques (e.g. centroid or mean of max). 

 
The FSOA algorithm works by generating a population of candidate solutions, where each solution corresponds 

to a set of FTS parameters. The algorithm then evaluates the fitness of each solution using a fitness function, which is 
typically based on the accuracy of the FTS model. In matlab, the fish swarm optimization algorithm program used as 
an optimization method for fuzzy time series with the parameters shown in Table 1. Data set for forecasting shown in 
Table 2 and Figure 2. 

 
 

https://doi.org/10.22219/kinetik.v8i3.1730


Kinetik: Game Technology, Information System, Computer Network, Computing, Electronics, and Control 
 

© 2023 The Authors. Published by Universitas Muhammadiyah Malang 
This is an open access article under the CC BY NC SA license (https://creativecommons.org/licenses/by-nc-sa/4.0/) 

 

 

 

                    

 

696 

Table 1. Parameter of Forecasting using FTS-FSOA 

Parameters Values 

Number of Fuzzy Sets 5 
Fuzzy Parameters (temperature) [45 50 55 60 65] 
Fuzzy Parameters (irradiance) [10 12 14 16 18] 

Number of Iterations 100 
Number of Particles 10 
Number of Fish (N) 50 

Step Size 3 
Range (D) 3 

Input data (NASA’s data) 
January - 

December, 2021 

 
Table 2. Data Set of Input Data (Temperature and Irradiance)  

Year Month Day Temperature Irradiance 

2021 1 1 25.15 5.09 
2021 1 2 23.7 4.15 
2021 1 3 24.04 4.8 
2021 1 4 23.98 4.03 
2021 1 5 23,94 4.03 
2021 1 6 24.19 6.1 

… … … … … 
2021 12 31 25.79 5.28 

  
 

 
 

(a) (b) 
Figure 2. Historical Data Set of (a) Temperature and (b) Irradiance 

 

Once the prediction model is created, evaluation of the objective function value is carried out by comparing the 
predicted value with the actual value using Root Mean Square Error (RMSE) and Mean Absolute Error (MAE). RMSE 
and MAE are two common metrics used to measure the accuracy of forecasting models. Both of these metrics measure 
how close the predicted values are to the actual values of the data. 

 
The formula for RMSE is as follows Equation 3. 
 

  2))()((
1

iactualipredicted
n

RMSE  (3) 

 
where: 
i. n is the number of data points in the sample 
ii. predicted_i is the predicted value for data point i 
iii. actual_i is the actual value for data point i 
iv. ^2 denotes squaring the difference between the predicted and actual values 
v. sum() calculates the sum of all data points 
 
The formula for MAE is as follows Equation 4. 
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where: 
i. n is the number of data points in the sample 
ii. predicted_i is the predicted value for data point i 
iii. actual_i is the actual value for data point i 
iv. abs() denotes taking the absolute value of the difference between the predicted and actual values 
v. sum() calculates the sum of all data points 
 

Both of these metrics yield numerical values that indicate the magnitude of the prediction error of the model. 
Smaller values of RMSE and MAE indicate a more accurate model, as the prediction error is smaller. However, RMSE 
tends to give more weight to larger errors than MAE, so it may give slightly different results depending on the case 
being analyzed. 
 
3.  Results and Discussion 

In performing temperature and irradiation forecasting optimization, it is important to understand the characteristics 
of the available historical data and select the forecasting method that best fits the data. In addition, factors that affect 
forecasting should be identified and considered in forecasting. By using the latest technologies, such as machine 
learning, forecasting can be optimized to improve accuracy. 

Comparison of time series regression methods using Matlab as predictive analytics of the PV model. Model inputs 
are temperature and irradiance data in January - December 2021.To perform temperature and irradiance forecasting 
optimization, there are several factors that must be considered, such as the forecasting method used, the historical data 
used as a reference, and other factors that can affect the forecasting. In performing temperature and irradiation 
forecasting optimization, it is important to understand the characteristics of the available historical data and select the 
forecasting method that best fits the data. In addition, factors that affect forecasting should be identified and considered 
in forecasting. By using the latest technologies, such as machine learning, forecasting can be optimized to improve 
accuracy. There are several methods that can be used for forecasting including fuzzy time series, linear regression, 
fine tree regression, and FTS (fuzzy time series) with FSOA (fish swarm optimization algorithm).  

Figure 3 shows irradiance’s forecasting results using variations in forecasting methods and Figure 4 shows 
temperature’s forecasting results using variations in forecasting methods.  
 

 
 

(a) (b) 

 
 

(c) (d) 
Figure 3. Irradiance’s Forecasting Results using (a) Fuzzy Time Series, (b) Linear, (c) Fine Tree, (d) Fuzzy Time 

Series-FSOA 

https://doi.org/10.22219/kinetik.v8i3.1730


Kinetik: Game Technology, Information System, Computer Network, Computing, Electronics, and Control 
 

© 2023 The Authors. Published by Universitas Muhammadiyah Malang 
This is an open access article under the CC BY NC SA license (https://creativecommons.org/licenses/by-nc-sa/4.0/) 

 

 

 

                    

 

698 

 

  
(a) (b) 

 

 

 

 

(c) (d) 
Figure 4. Temperature’s Forecasting Results using (a) Fuzzy Time Series, (b) Linear, (c) Fine Tree, (d) Fuzzy Time 

Series-FSOA 
 

Table 3. Comparison of RMSE and MAE with various forecasting methods 

Model Type Input PV RMSE MAE 

Fuzzy Time Series-
FSOA 

Temperature 0.85511 0.63678 
Irradiance 0.83832 0.97074 

Fuzzy Time Series 
Temperature 0.707 0.5441 

Irradiance 1.71932 1.63155 

Linear Regression 
Temperature 1.0502 0.8285 

Irradiance 0.92136 0.72221 

Fine Tree Regresion 
Temperature 1.127 0.89048 

Irradiance 0.97566 0.7724 

 

Based on the Table 3, it can be seen that the results of irradiance prediction/forecasting/forecasting with the 
smallest error are using the type of Fuzzy Time Series prediction model optimized with FSOA with RMSE is 0.83832. 
While the results of temperature prediction/forecasting/forecasting with the smallest error are using the Fuzzy Time 
Series prediction model type with RMSE is 0.707. This can occur because it uses the same FSOA parameters on 
different input data. For changes in input data, the optimization parameters in FSOA can be changed such as setting 
the range value or even the value of the fish population which will affect the error and fitness value of the forecasting 
results.  

The use of Fish Swarm Optimization Algorithm (FSOA) in Fuzzy time series analysis is a popular technique for 
optimizing the parameters of a fuzzy time series model. FSOA is a metaheuristic optimization algorithm that is inspired 
by the collective behavior of fish schools in nature. It is a population-based algorithm that uses the movement of fish in 
the search for the optimal solution. Fuzzy time series analysis involves the use of fuzzy sets to model the behavior of a 
time series. The main challenge in fuzzy time series analysis is to determine the optimal values of the parameters that 
define the fuzzy sets. These parameters include the length of the interval, the number of intervals, and the degree of 
membership. 

The use of FSOA in Fuzzy time series helps to improve the accuracy of the analysis by optimizing the parameters 
of the fuzzy sets. FSOA can effectively search the parameter space to find the optimal values that minimize the error 
between the predicted and actual values of the time series data. FSOA is particularly useful when dealing with large 
and complex time series data sets that are difficult to analyze using traditional statistical methods. 

https://creativecommons.org/licenses/by-nc-sa/4.0/
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By mathematically modeling the irradiance shown in Equation 5 with the least squares method to obtain the 
Discrete-time Auto Regressive Model with fit to estimation data is 90.63%,FPE (final prediction error) is 0.001999, and 
MSE (mean square error): 0.001647. 

 
321 5851.06464.09373.01)(   zzzzA  (5) 

 
The mathematical equation of temperature based on forecasting results is shown in Equation 6 with fit to 

estimation data is 93.87%, FPE (final prediction error) is 0.0001299, and MSE (mean square error) is 0.0001069.  
 

321 601.03779.0223.11)(   zzzzA  (6) 

 
The mathematical model obtained from forecasting results on photovoltaic (PV) is used to predict the future 

behavior of a PV system based on historical data and other relevant factors. PV forecasting models can be developed 
using various mathematical and statistical techniques such as time series analysis, artificial neural networks, fuzzy logic, 
and regression analysis. The mathematical model can be used for a variety of purposes, including: 
a. Predicting the power output of a PV system: The mathematical model can be used to forecast the amount of 

electricity that will be generated by a PV system over a given period of time. This information can be used to 
optimize the use of the energy generated by the PV system and to plan for future energy needs. 

b. Planning and scheduling: The mathematical model can be used to plan and schedule the use of a PV system. This 
can include determining the optimal times to use the system, as well as predicting the amount of energy that will 
be generated at different times of the day or year. 

c. Energy trading: The mathematical model can be used to predict the price of energy in the market based on the 
amount of energy that is expected to be generated by the PV system. This can help energy traders to make 
informed decisions about buying and selling energy. 

d. Design and optimization of PV systems: The mathematical model can be used to optimize the design of a PV 
system, including the size and orientation of the panels and the type of inverter used. This can help to maximize 
the energy output of the system and reduce costs. 

 
4. Conclusion 

From the results and discussions that have been carried out in the previous chapter, the conclusions that can be 
drawn from this research are the use of Fish Swarm Optimization Algorithm in Fuzzy time series analysis helps to 
improve the accuracy of the analysis and allows for the effective optimization of the parameters of the fuzzy time series 
model, and the mathematical model obtained from forecasting results on photovoltaic is used to predict the future 
behavior of a PV system and can be used for a variety of purposes, including predicting power output, planning and 
scheduling, energy trading, and design and optimization of PV systems. 
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