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ABSTRACT 

The extracellular space (ECS) is a vast and highly complex space that consists of narrow 

interconnected channels and reservoirs, and is limited by the resident cells. Even though the ECS 

is huge in extension, the ECS substructures are usually few nanometers wide and consequently, 

they are very difficult to visualize. In the last years, researchers have put increasing efforts to 

investigate the ECS fine geometry and to understand its role in brain functions, such as cellular 

communication. The brain ECS is a very dynamic structure, that changes at different temporal 

scales. These structural changes can be physiological, as it has been observed during the sleep-

wake cycle, or they can have a pathological cause. In fact, astrocytic swelling at the expense of 

the ECS volume is one of the hallmarks of epilepsy. Particularly, we are interested in how ECS 

volume changes affect GABAergic inhibition, the main source of inhibition in the brain and one 

of the most studied processes in the onset of epileptogenesis.  

On the other hand, most intercellular signalling in the brain occurs by diffusion of particles 

through the ECS channels.  Diffusion is the movement of particles from high to low concentration 

regions.  Understanding how diffusion is regulated by the fine geometry of the brain neuropil is 

becoming the focus of interest for researchers. However, progress in this field is limited by the 

difficulty to access local ECS diffusion with experimental techniques. As a result, computational 

modelling has been used over the last years to complement those scientific studies and shed 

some light in this matter. Recently developed techniques, such as super-resolution shadow 

imaging (SUSHI), are opening the doors to understand diffusion of molecules through the brain 

sub-micron ECS structures. In this study, we aim to investigate how the nano-scale ECS geometry 

of the live brain tissue shapes the diffusion of molecules in the interstitial fluid at different spatio-

temporal scales. As well as to understand the impact of ECS local geometry on cellular 

communication. To attain this goal, we have developed a novel computational model, based on 

SUSHI images, to study diffusion in the live brain ECS. 
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GENERAL INTRODUCTION 

The extracellular space (ECS) is a vast space of high morphological complexity limited by the 

cellular membranes. It is composed of narrow interconnected channels and reservoirs containing 

interstitial fluid and the extracellular matrix (ECM). The ECM is a network of extracellular 

macromolecules, such as collagen, enzymes and proteoglycans, that provide structural and 

biochemical support to surrounding cells [1]. The interstitial fluid fills the spaces in the ECS and 

constitutes an essential microenvironment for the transport of nutrients, neurotransmitters, 

ions, therapeutic agents, metabolites, etc. Although the overall extent of the ECS is large, 

millimeter to centimeters, it is very difficult to visualized and study, as the ECS substructures are 

down to few nanometers wide. As a results, in the past years, researchers have put a lot of effort 

into investigating the ECS geometry at different scales [2].  Moreover, in the brain, the ECS 

surrounds billions of neurons and glial cells that are unequally distributed across brain regions. 

Neurons are highly specialized cells for integration and transmission of signals in networks. They 

vary enormously in shape and size, depending on their type and physiological state. However, 

they all present some common structures (Figure 1): I) The soma or cell body that contains the 

nucleus and major organelles. II) The dendrites that receive incoming synaptic signals. Neurons 

present an extensively branched dendritic tree, which hosts typically thousands of individual 

post-synapses. Glutamatergic post-synapses are commonly found on the tip of small protrusions 

in the dendritic membrane called spines. III) The axon is the output structure of the neuron, and 

is typically also extensively branched. It harbors typically thousands of presynaptic terminals in 

bulbous boutons, which each pairs with a post-synapse to form a synapse.  

 

Figure 1 Graphical representation of the general neuron anatomy. Neurons consists of a cell body (soma), where the 
nucleus is located. They receive input signals from other cells from the dendrites, and the signal is transmitted 
through a long process (axon). At its end, the axon splits into several branches that end in a protrusion called axon 
terminals that serve as output for the signal.  
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Communication between neurons through the release of neurotransmitters at the synapse 

occurs at the synaptic cleft, where neurotransmitters are released from synaptic buttons (pre-

synaptic neuron) and they activate synaptic receptors in a neighboring dendrite (post-synaptic 

neuron). This type of communication is called synaptic transmission [28]. When 

neurotransmitters escape the synaptic cleft or are released from extra-synaptic sites they diffuse 

over longer distances and activate neighboring synapses or extra-synaptic receptors. This other 

form of communication is known as volume transmission, [28]. Neuronal processes can extend 

over long distances (up to 1 m) and are deeply entangled shaping the complex morphology of the 

brain neuropil. As a result of this intricate mesh, it has been reported that, on average, synapses 

(pre- and post-synaptic pair) are 0.5 µm away from the closest neighboring synapse [3]. These 

density and proximity make it likely, if not inevitable, that in some cases neurotransmitters 

escaping from one synapse will impact the immediate neighbor(s) through extracellular synaptic 

crosstalk, though the functional implications of this remain poorly understood.  Thus, the ECS is 

facilitating all signaling events between cells, spanning distances from of few tens of nanometers 

across the synaptic cleft, up to conceivably hundreds of microns, as in volume transmission [4]. 

There are several technical limitations that hinder the study of the brain ECS complexity. Most of 

the state-of-of-the-art techniques simplify the ECS geometry and describe it merely in terms of 

volume fraction and tortuosity. The ECS volume fraction (α) is defined as the proportion of brain 

tissue volume occupied by ECS, while the tortuosity (λ) is the hindrance to diffusing molecules 

that the tissue imposes in comparison to free diffusion in homogeneous medium.  It has been 

generalized that the brain ECS volume occupies a 20% of the total tissue volume and has an 

average tortuosity of 1.6 [5], [6]. However, as one can expect, recent publications show that the 

ECS α drastically varies across brain regions, developmental stages and pathologies [7], [8], as 

well as the tortuosity [9]–[11].   

Currently available techniques to investigate the ECS morphology do not reconcile live-tissue 

compatibility with submicron imaging resolution. Among the most used methods to address the 

ECS properties is Real Time Iontophoresis (RTI) together with Integrative Optical Imaging (IOI). 

RTI measures the diffusion of a tracer (commonly the tetramethylammonium cation – TMA+) 

released in the brain ECS iontophoretically by a current pulse, either in-vivo or in live slices. 

Diffusion of the released tracer concentration is measured by an ion-selective microelectrode 

(ISM) normally located at 100-150 µm from the source point (Figure 2 A). Beforehand, the source-

detector microelectrodes are calibrated for a given distance in agar, representing free diffusion. 

Then, the ECS α and λ values can be extracted by comparing the diffusion curves in brain tissue 

an in agar (Figure 2 B). Though RTI allows time-lapse measurements in live brain tissue, it does 

not visualize the ECS geometry and provides very low spatial resolution. The extrapolated ECS 

properties are averaged over distances of 50-150 µm, determined by the distance between the 

two-microelectrodes.  
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Figure 2 A) Schematic drawing of the microelectrodes’ arrangement for in-vivo real-time iontophoresis measurement 
of TMA+ diffusion in the brain cortex. TMA+ is released iontophoretically from a micropipette from where it spreads 
and is measured by an ion-selective microelectrode (ISM) located around 100 microns away. B) TMA+ diffusion 
curves over time, measured at the same distance in agar and in the mouse brain. ECS volume fraction (α) and 
tortuosity (λ) were extracted from the curves. Images taken from Vorisek and Sykova (2009), [12].  

Integrative Optical Imaging (IOI) uses epifluorescent microscopy to quantify diffusion of 

fluorescently-labeled macromolecules over time after pressure ejection in the live brain ECS 

(Figure 3). While IOI permits very fast time-lapse acquisition in-vivo or in slices, it has limited 

optical resolution spanning over hundreds of microns. Thus, as RTI, it only provides information 

about volume-averaged properties of the ECS across large volumes. An advantage of IOI over RTI 

is that we have access to the spatial distribution of the fluorophore in the live tissue and the 

diffusional properties are extracted from the acquired diffusion pattern. In addition it allows to 

capture fast dynamics as it presents better temporal resolution [13]. In fact, several studies using 

IOI have reported heterogenous diffusion patterns across brain regions [14]–[16].  

Similar to IOI, there’s Intrinsic Optical Signal (IOS) Imaging, a widefield label-free imaging 

technique which detects changes in the tissue transmission of light. IOS allows almost real-time 

resolution at a spatial resolution of a few microns and is live tissue compatible. However, it shows 

low contrast and we cannot distinguish individual neurons.  
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Figure 3 A) Representative IOI images acquired after pressure ejection of AF488-IgG in agarose or cortex. Scalebar 
200 µm, color-bar represents fluorescence intensity (B) Fluorescence intensity data extracted along the white 
dashed line from the IOI images in agar (red) and in the cortex (green). Image borrowed from Wolak et al. (2015), 
[15]. 

On the other hand, scanning fluorescence microscopy, such as two-photon (2P) and confocal 

imaging, allow high resolution imaging of both live and fixed tissue. Even though these techniques 

have not been commonly used to directly study ECS properties, they have been use together with 

fluorophore release and spread in the brain ECS to investigate diffusivity of molecules [17]. In 

2008, a novel strategy used extracellular administration of fluorophores to produce a negative 

image of unlabeled neurons using in-vivo 2P microscopy [18]. In this work, 2-photon shadow 

imaging was used to performed targeted patch-clamp electrophysiological recordings of 

neurons. Recently, 2P shadow imaging has been finally utilize to assess ECS properties in live 

tissue slices of the mouse retina [7]. As shown in Figure 4 A and C, 2P shadow imaging provides 

access to the ECS geometry with a lateral (x, y) resolution of around 400 nm and 1 µm axially (z). 

Even though with this resolution we cannot distinguish structural details in the ECS, Figure 4 C 

captures the high heterogeneity of the ECS and how fast the ECS distribution changes across 

hundred microns in live tissue.  As for confocal imaging, this technique presents twice as better 

axial and lateral resolution, 500 nm x 200 nm respectively. Even then, the nanoscale organization 

of the ECS is not yet visible and is not compatible for imaging deep into tissue due to the low 

wavelengths used by confocal microscopy.  
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Figure 4 A) 2P shadow images of the different layers of the mouse retina labelled with 0.1 mM extracellular calcein. 
Scalebar 10 µm. B) ECS volume fraction of the different retinal layers ordered by retinal depth: inner limiting 
membrane (ILM), ganglion cell layer (GCL), inner plexiform layer (IPL), inner nuclear layer (INL), outer plexiform layer 
(OPL), outer nuclear layer (ONL), inner segment (IS), cone outer segment (COS) and rod outer segment (ROS). IS, COS 
and Ros are part of the outer limiting membrane (OLM). C) Z-stack reconstruction (1 µm step size) of retina. Image 
contrast is inverted showing calcein-labeled extracellular spaces in dark and cells in bright. The image illustrates the 
geometry of the different retinal layers: as indicated in B. Scalebar 25 µm. Modified image from Kuo et al. (2020), 
[7]. 

Among the techniques that provide the highest resolution, electron microscopy (EM) has been 

widely used to visualized the nanoscale distribution of the brain neuropil and ECS. For a long time 

is has been the only source of images of the brain ECS. Although this technique provides detailed 

information of the brain ECS structure, it has one major disadvantage. EM requires tissue fixation 

and therefore is incompatible with live tissue imaging. In addition, classical chemical fixation is 

known to dehydrate the tissue and consequently shrink the extracellular compartment, [19], 

[20]. In comparison to classical fixation, it has been shown that cryofixation preserves better the 

ECS structure [20],as shown in Figure 5. Still, it has not been validated against real live tissue 

images. 



 

 

14 

 

Figure 5 A) Electron microscopy images of the brain neuropil and ECS (in blue) from cryo-fixed (left) and chemically 
fixed (right) tissue. Scalebar 1 µm. B) Extracellular space volume fraction (α) comparison between cryo-fixed and 
chemically fixed tissue. Chemical fixation causes ECS shrinkage and underestimation of α. From Korogod et al. (2015), 
[20]. 

Lately, super-resolution fluorescence microscopy techniques have become more popular to 

investigate the geometric nano-structure of the ECS. These techniques bypass the diffraction 

limit of light microscopy to increase spatial resolution. Particularly, super-resolution shadow 

imaging (SUSHI) was developed in 2018 by Tønnesen et al. to decipher the ECS sub-micron 

geometry in the dense brain parenchyma in live tissue [21] (Figure 6 A)., and it is based on 3D 

stimulated emission depletion (3D-STED) microscopy. STED microscopy generates super-resolved 

images through selective activation and then deactivation of fluorophores, thus, minimizes the 

area of illumination at the focal point while increases the achievable spatial resolution [22]. SUSHI 

works as the previously described 2P shadow imaging [7]. Live brain tissue slices are placed in a 

3D-STED imaging chamber and perfused with an extracellular hydrophilic fluorophore that labels 

the interstitial fluid and makes cellular structures visible as shadows. Due to the extremely high 

spatial resolution of STED microscopy (50 nm laterally, 150 nm axially, [21])  with SUSHI we can 

recognized individual sub-cellular structures such us pre- and post-synapses and thus obtain 

images of the live neuropil like never seen before (Figure 6 B). In fact, since the interstitial fluid 

compartment is completely complementary to the ECS geometry, we can nearly fully optically 

resolve the ECS meshwork. In addition, SUSHI allows time-lapse imaging with good temporal 

resolution. The principal disadvantage of this technique, as happens with confocal microscopy is 

that the imaging depth is limited to 50 µm, though is sufficient to apply the technique in acute 

slices and in rodents in-vivo.    

Another super-resolution microscopy approach to study the ECS consists on imaging and tracking 

fluorescent single-walled carbon nanotubes (SWCNTs) inoculated into the brain ECS in-vivo and 

in live tissue slices. This technique enables acquisition of real-time data on the dynamics of these 

nanotubes , from which nanoscale structure and local diffusion properties can be determined, 

[23] [24]. Still carbon nanotubes might be stuck and therefore stop providing dynamic 
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information, and spaces of the ECS smaller than these nanotubes will not be accessible and 

remain invisible.  

 

Figure 6 A) SUSHI image, illustrating a YFP-labeled CA1 neuron and the surrounding neuropil. Scalebar 10 µm. ECS 
channel was inverted so that cellular structures appear in white and interstitial fluid appears dark. YFP-channel was 
not inverted.  (B) Zoom-in areas displaying unlabeled dendritic spines (top yellow box) and unlabeled presynaptic 
partners of YFP-labeled dendritic spines (blue bottom box). Scalebar, 2 µm. Borrowed from Tønnesen et al. (2018), 
[21]. 

Although many other different approaches have been used to investigate the ECS such us  

microfiber optical measurements [25], magnetic resonance imaging (MRI) [26], and time-

resolved fluorescence anisotropy imaging (TR-FAIM) [27]; in this introduction we just described 

some of the most relevant ones for our work.  

In contrast to what has been commonly accepted, the brain ECS is a highly dynamic structure. 

ECS volume changes have been reported in very different conditions and at different temporal 

scales. For instance, raising the potassium concentration 5 mM can cause ECS shrinkage and elicit 

seizure activity in the CA1 area of the hippocampus [28]. In fact, ECS shrinkage can elicit 

epileptiform activity in slices even when synaptic activity is blocked [29]. Multiple studies have 

shown that epileptiform activity can be induced by reducing the extracellular osmolarity which 

in turn reduces the ECS volume; while hyper-osmolar conditions produce the opposite effect [30], 

[31].On the other hand, recent work has reported that astrocytic microstructures swell after 

hypo-osmotic challenge at the expense of ECS microdomains, thus increasing the astrocytic-

cellular interphase [32]. In pathological ECS, a recent study has reported enlarged ECS volume 

and increase diffusivity under degenerative conditions [24]. Also, It has been observed that the 

ECS expands during sleep to facilitate metabolite clearance through convective flow [33], [34]. 
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This increase in ECS volume during sleep enhances diffusion and reduces the extracellular 

concentration of neurotransmitters, what in turn lowers the threshold for neuronal activity [6]. 

We hypothesize that these changes in ECS morphology will also shape cellular signaling at very 

different spatial and temporal scales.  

More specifically, we are interested in how ECS volume changes affect GABAergic inhibition, the 

main source of inhibition in the brain and one of the most studied processes in the onset of 

epileptogenesis. We will further explain our interest in GABAergic tonic inhibition in the first part 

of this thesis. 

In addition, we would like to verify if changes in ECS morphology also shape the diffusion of 

molecules in the interstitial fluid at any spatio-temporal scale. For that, we have developed a 

computational model based on SUSHI images to study diffusion in the live brain ECS on the 

synaptic scale, as it is described in the second part of this thesis.  

 



 

 
 

 



 

 
 

 



 

 

19 

PART 1: The extracellular space and GABAergic tonic inhibition  

Introduction 

Synapses can be excitatory or inhibitory in nature, depending on the main transmitter phenotype 

of the cell types involved. Glutamate is the main excitatory neurotransmitter that acts primarily 

through ionotropic glutamate receptors, including AMPA, NMDA and Kainate types. 

Glutamatergic AMPA receptors are the household receptors for excitatory signaling, and upon 

activation they open to allow primarily Na+ to enter the postsynaptic cell and give rise to a 

depolarizing current that brings the neuron towards action potential firing threshold.   

GABA (gamma-aminobutyric acid) is the main inhibitory neurotransmitter in the brain, and is 

commonly released from somato-dendritic synapses that are formed directly on somata or 

dendritic trunks and not on spines. (Figure 7).  

 

Figure 7 Graphical representation of the types of GABAergic inhibition. On the left, a GABAergic inhibitory synapse 
is represented at the dendritic shaft, and a glutamatergic excitatory synapse at the dendritic spine. On the right we 
have a more detail graphical explanation of the two types of GABA inhibition. Phasic inhibition (top panel) occurs 
when synaptic GABA release from the pre-synaptic neuron activates synaptic GABAA Receptors (GABAARs), leading 
to fast-inhibitory post-synaptic currents. Tonic inhibition (bottom panel) results from the slow and continuous 
activation of extra-synaptic GABAARs by GABA spillover. 
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Upon activation, the ionotropic GABAA Receptor (GABAA-R) becomes permeable to Cl- that enters 

the postsynaptic neuron to hyperpolarize it and bring it further away from action potential firing 

threshold. Synaptic GABAergic inhibition is also known as phasic inhibition (Figure 7). In addition 

to this phasic inhibitory effect, GABA escapes the synaptic-cleft through spill-over and activates 

extra-synaptic GABAA-Rs on the same and other neurons through volume transmission [35], [36]. 

Notably, low ambient concentrations of interstitial GABA can result in a persistent tonic 

activation of extra-synaptic GABAA-Rs to give rise to GABAergic tonic inhibition [37]–[39] 

Given its sustained nature, tonic inhibition is a key player in controlling neuronal excitability [37], 

and it has been studied extensively in the context of pathological neuronal excitability such us 

epilepsy. Epilepsy is a complex neurological syndrome which affects to around  1% of the global 

population [40].It is characterized by neuronal hyperexcitability and sudden synchronized 

excitatory neuronal discharges that can manifest behaviourally as seizures. One of the most 

common and severe forms of epilepsy is mesial temporal lobe epilepsy (MTLE), and 70% of 

patients suffering from MTLE do not respond to currently available antiepileptic drugs [41].  

MTLE is characterized by neuronal hyperactivity originating in the hippocampus. The 

hippocampal circuit in the brain connects the entorhinal cortex with the dentate gyrus (DG) 

through the perforant pathway. The DG granule cells send mossy fibers to CA3 pyramidal 

neurons, which send Schaffer collateral projections to CA1 pyramidal neurons, which send 

projections back to the entorhinal cortex (Figure 8). This trisynaptic circuit seemingly underlies 

the susceptibility for seizure generation. As a result, GABAergic inhibition in the hippocampus is 

key in controlling neuronal excitability [42].  

 

Figure 8 Graphical description of the trisynaptic hippocampal circuit. The entorhinal cortex connects with the 
dentate gyrus (DG) through the perforant pathway. DG granule cells send mossy fibers to the CA3 neurons, which 
connect with CA1 pyramidal neurons through Schaffer collaterals. CA1 neurons send projections back to the 
entorhinal cortex.  

MTLE is commonly associated with hippocampal sclerosis, which consists of astrocytic 

proliferation, loss of dendritic spines, and neuronal death. However, it is unknown how these 



 

 

21 

structural changes translate into neural network hyperexcitability. It is expected that loss of 

interneurons and reduced number of GABAergic synapses would result in an overall decrease in 

GABA release and consequently reduced GABA concentration in the ECS and decreased phasic 

and tonic inhibition [43]. Though this is not the case, because while synaptic GABAA receptor 

mediated inhibition is reduced [44],experimental evidence shows that GABAergic tonic currents 

are maintained in hippocampal neurons after the epileptogenic period [45]–[47]. Some studies 

have  even reported increased tonic inhibition [48]–[50]. In human MTLE and related animal 

models of MTLE there is reportedly a downregulation of α5 and δ extra-synaptic GABAA R subunits 

[46], [51]–[53] , which mediate GABA tonic inhibition in the hippocampus [54]. 

A possible explanation for the maintained/increased tonic inhibition in epileptic conditions could 

be maintained or increased extracellular GABA concentration. But from where does this 

extracellular GABA come from as there is less synaptic GABA released? Given the reduction of 

phasic inhibition in epilepsy, we can discard that such increase is due to enhance synaptic release. 

A possibility would be reversed or altered activity of GABA transporters (GATs), [43]. GATs play an 

important role in the reuptake of GABA after synaptic release. There are several GABA 

transporters (GAT1, GAT2 and GAT3) but GAT1 is the most important one in this function [55]. 

GAT1 is mainly localized in GABAergic axons and nerve terminals of pyramidal neurons, though it 

has also been found in astroglial processes, in oligodendrocytes and in microglia [56]. Even 

though recent studies suggest that GAT1 and GAT3 disfunctions are associated with MTLE and 

other types of epilepsy [57], [58],still little is known about the role of these GATs in epilepsy.  

A common factor in many epilepsy models is astrocyte swelling. As water flows into cells causing 

cellular edema, the ECS shrinks [30]. One would predict that this reduction in extracellular volume 

fraction increases the effective concentration of ions and neurotransmitters in the brain ECS. This 

could explain the sustained hyperexcitability observed in epileptogenesis.  As expected, neurons 

are very sensitive to changes in extracellular osmolarity and several studies show that 

epileptiform activity appears in hypo-osmolar conditions or can be abolished by increased 

extracellular osmolarity [59], [60].  

We hypothesize that tissue swelling observed in MTLE would results in a decrease in extracellular 

volume fraction which consequently will increase the extracellular GABA concentration and 

enhance tonic inhibition. This could explain that we observe a maintained or even increased 

GABAergic tonic current while the phasic inhibition is reduced in settings of hyperexcitability.
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Hypothesis & Objectives 

The goal of the first part of this study it to evaluate if a general change in brain ECS volume in live 

tissue can affect cellular signaling globally.  

We focus on the role of the brain ECS in GABAergic tonic inhibition, we hypothesize that cellular 

shrinkage during hyperosmotic conditions would results in an increase in extracellular volume 

fraction which consequently will decrease the extracellular GABA concentration and reduce tonic 

inhibition.  

In order to test this hypothesis, first we will assess experimentally induced ECS volume changes 

using 2-photon shadow imaging in acute hippocampal mouse brain slices.  

• We will assess our protocol to transiently expand the ECS during hyperosmotic conditions. 

This will allow us to consistently compare tonic inhibition under conditions of different 

ECS volumes. 

• We will assess cell soma area changes during the hyperosmotic challenge, in order to 

confirm that ECS expansion is due to water coming out of cell soma causing cellular 

shrinkage 

Then, we will evaluate if this hyperosmotic challenge protocol and its consequent increase in ECS 

indeed lead to a decrease in GABAergic tonic.  

• We will measure GABAergic tonic inhibition in normo-osmolar and hyper-osmolar 

conditions to compare tonic inhibition for different ECS volumes.  

In order to verify if ECS volume changes are enough to alter tonic inhibition we will investigate 

the effect of hyperosmotic challenge on synaptic GABA release, cellular properties and GABA 

uptake by GABA transporters.  

• We will measure GABA synaptic release and we will evaluate cellular properties in normo-

osmolar and hyper-osmolar conditions. This will allow us to confirm that any observed 

changes in Tonic inhibition are due to ECS volume changes and not to changes in synaptic 

release or cellular properties.  

• We will measure GABAergic tonic inhibition in the presence of a GATs blocker both in 

normo-osmolar and hyper-osmolar conditions. Again, this will allow us to confirm that 

any observed changes in Tonic inhibition are due to ECS volume changes and not to 

changes in extracellular GABA uptake.  
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Materials & Methods 

GABAergic Tonic Inhibition Measurement 

Animals 

The experimental work presented here was performed in acute brain slices from C57BL6J male 

wildtype (WT) mice used between the ages of 1 to 3 months. Mice were housed at 24 C with a 

12-h light–dark cycle. They were provided with food and water ad libitum and with nesting 

materials.  

All procedures were performed according to Spanish law (Real Decreto 53/2013, BOE 08-02-

2013) and European Communities Council Directive (2010/63/EU) regulations; and were 

approved by the Ethics Committees of the University of the Basque Country EHU/UPV (M20-

2017-006, M20-2020-098). All efforts were made to avoid animal suffering and to minimize mice 

pain and stress.  

Solution preparation 

All products where purchased from Sigma-Aldrich except when indicated.  

Table 1  shows the composition of the dissection solution. The pH of the solution was 7.2-7.3.  

Table 1. Dissection solution.  

Compound Molecular weigh Concentration (mM) 

Sucrose 342.3 195 
Glucose 180.16 7 

KCl 74.55 2.5 
NaH2PO4 119.98 1.25 

MgCl2 95.21 7 
HEPES 238.3 5 

NaHCO3 84.01 25 
Na-Ascorbate 198.11 1 
Na-Pyruvate 110.04 3 

CaCl2 147.01 0.5 

Table 2 shows the composition of the artificial cerebrospinal fluid (ACSF). The pH of the solution 

was around 7.4 and the osmolarity between 300-310 milliosmoles/L.  
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Table 2 ACSF solution  

Compound Molecular weigh Concentration (mM) 

NaCl 58.44 119 
KCl 74.55 2.5 
NaH2PO4 119.98 1 
MgCl2 95.21 1.6 
HEPES 238.3 5 
NaHCO3 84.01 26 
Glucose 180.16 10 
CaCl2 147.01 2.5 

Both solutions (Table 1 and Table 2) were continuously bubbled with 95% O2 5% CO2. 

In order to model hyperosmotic stress condition, we prepared a hyperosmolar ACSF by increasing 

the osmolarity 50 milliosmoles with Mannitol (Fisher). Table 3 shows the composition of the 

solutions used in each condition.  

Table 3 ACSF composition for hyperosmotic conditions. The other components of the solution remained the same as 
in the control ACSF.  

Osmotic Condition Mannitol Osmolarity 

Control ACSF - 300-310 mOsm 

Hyperosmolar ACSF 50 mM 350-360 mOsm 

Table 4 shows the composition of the cesium-based high chloride intrapipette solution. The pH 

of the solution was around 7.2 and the osmolarity between 280-290 milliosmoles. 

Table 4 Cs-based high chloride intrapipette solution. 

Compound Molecular weigh Concentration (mM) 

CsCl 168.36 135 
NaCl 58.4 3.6 

MgCl2 95.21 1 
HEPES 238.3 10 
EGTA 380.35 0.1 

Mg - ATP 507.18 2 
Na2 - GTP 523.18 0.4 

QX-314 (Abcam) 343.31 5 

In order to obtain stable recordings and keep the ionic balance in the hyperosmotic condition we 

added Mannitol to the Cs-based high Cl intrapipette solutions as shown in Table 5. 
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Table 5. Intrapipette solution for hyperosmotic conditions. The other components of the intrapipette solution 
remained the same as in the control Cs-based high Cl internal solution.   

Osmotic Condition Mannitol Osmolarity 

Control - 280-290 mOsm 
Hyperosmolar 50 mM 330-340 mOsm 

Acute slices preparation 

Mice were anesthetized with Isoflurane and decapitated.  The brain was removed and placed in 

ice-cold dissection solution (Table 1) and the solution was continuously gassed with 95% O2 5% 

CO2. The tissue was cut using a vibratome (Precisionary Compresstome VF-300) into 300-350 μm 

hippocampal slices as shown in Figure 9 from J. Bischofberger protocol [61].  The slices were 

collected and incubated in dissection solution in a custom-made submerged chamber at 37 0C for 

at least 30 minutes. After this incubation period, the slices were transferred and kept into 

oxygenated ACSF (Table 2) at room temperature until the experiment began.  

 

Figure 9. Schematic illustration of the ‘‘magic cut”. (a) View of the left hemisphere from top. Red sectors indicate 
the range of ‘‘magic cut’’. (b) View of left hemisphere from caudal. Red sectors indicate the range of ‘‘magic cut’’. 
The optimal values for α and β for CA1 pyramidal cell recording are around 10 o. Magenta corresponds to CA3 and 
CA1 regions; cyan corresponds to dentate gyrus. 
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Electrophysiological Recordings 

The slices were placed in a recording chamber on the microscope’s stage and they were 

continuously perfused with the corresponding ACSF for each condition (Table 3) at 35 oC. 

Hippocampal CA1 pyramidal neurons were visually identified using an MCI Clever Scope set up, 

and recorded with a HEKA EPC10 double amplifier. The recordings were made using glass 

micropipettes (Science Products, Hofheim, Germany) pulled with a vertical puller (NARISHIGE PC-

10) with tip resistances between 3-6 MΩ. The pipettes were filled with the corresponding cesium-

based high chloride internal solution for each condition (Table 5). We added 1 mg biocytin per 

500 µL of intrapipette solution to label the patched neurons.  

Whole-cell voltage-clamp continuous recordings were performed at −70 mV. The access 

resistance was estimated from test pulses evoked by a 5-mV voltage command step every 4 

minutes of recording.  Recordings were discarded if the access resistance changed by more than 

a 20%, or if the access resistance surpassed 35 MΩ at any time during the experiment. The 

electrophysiological data was sampled at 10 kHz and filtered at 2.9 kHz. 

After 4 minutes of stable recording, we recorded GABAergic tonic inhibition by adding 100 µM 

Picrotoxin (PTX, Abcam) to the perfusion ACSF to block all GABAA-Rs. The recording was 

maintained during this process and lasted until the PTX effect was observed and the signal was 

stabilized again (Figure 10). GABAergic tonic inhibition was measured both in control and 

hyperosmotic conditions. In addition, 3 mM Kynurenic Acid (KY, Sigma-Aldrich) was added into 

the recording solution in all the experiments to block glutamate receptors. In a group of 

experiments, 1 mM Nipecotic Acid (NIP, Abcam) was also added to the recording solution to block 

all GABA Transporters (GATs). 

Data Analysis 

The electrophysiological data was analysed using a custom-built MATLAB (MathWorks, R2019b) 

program. First, the raw signal was filtered to preserve the baseline of the recording and a line 

was fitted to the first 4 minutes to observe the tendency of the signal.  GABAergic Tonic Inhibition 

was calculated as the change in current before and after adding PTX (Figure 10 C).  To do so, we 

compared the mean of the last 30 seconds of the fitted line before blocking GABAergic inhibition 

with PTX, with the mean current of the first 30 seconds after steady-state effect of PTX. We 

measured GABAergic tonic inhibition both in control and hyperosmotic conditions, as well as in 

the presence of NIP.  
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Figure 10. GABA tonic inhibition measurement scheme. A) Experimental timeline for the measurement of GABAergic 
tonic inhibition. Triangles represent test pulses taken every 4 minutes of recording. First the slice was perfused with 
ACSF + Kynurenic acid (KY) a glutamate receptor (Glutamate-R) blocker (gray). After 4 minutes of stable baseline, the 
slice was perfused with ACSF + KY + Picrotoxin (PTX), a GABAA-R blocker. PTX took around 4 minutes to make effect 
and stabilized again (light red), so after that time, we recorded another 4 minutes of PTX stable baseline (dark red). 
B) Representative recording of 16 minutes of GABA tonic inhibition measurement. C) Representative recording of 
GABA tonic inhibition measurement. Y axis is amplified to show how the tonic inhibition is estimated as the 
difference between the recording and the PTX baselines. 

In addition, we analysed GABA synaptic released in NormoOsmolar and HyperOsmolar 

conditions. To measure GABA synaptic release frequency and amplitude in each condition we 

used a function in our custom-built Matlab program that identified individual GABAAR-mediated 

synaptic currents. Then the function estimated the number of events per second from the first 4 

minutes of stable recording as well as the average amplitude in each condition.  

All data was visualized and statistically analysed in GraphPad Prism. Control and hyperosmotic 

conditions data were presented as median with maximum and minimum values and individual 

measurements. An unpaired Student’s t-test was used for statistical analysis between the two 

groups with a significance level of 5%. 

Immunohistochemistry 

To identify patch-clamped neurons and to label astrocytes, the slices were collected from the 

recording chamber after each successful experiment and placed in 4 % paraformaldehyde (PFA, 
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Sigma-Aldrich) for at least 1h. After fixation, the slices were washed with PBS and then stored at 

-20 oC in a cryoprotectant (PBS + 30% sucrose).  

After accumulation of several slices, we defrosted them at room temperature under agitation 

and washed them first with PBS and then with a TRIS-buffered saline (TBS) solution with 0.25% 

Triton (Alfa Aesar) and 1% horse serum (HS, GIBCO). The sections were blocked with a blocking 

solution (TBS, 0.25% Triton, 4% HS) for 1 h before the overnight incubation with the primary 

antibody (1:1000 rabbit anti-GFAP in TBS, 0.25% Triton, 1% HS) at room temperature. After rising 

again (TBS, 0.25% Triton, 1% HS) the slices were incubated for 4h with the secondary antibody 

(1:400 Goat Anti-Rabbit IgG H&L Cy3, in TBS, 0.25% Triton, 1% HS) to label astrocytes and with 

Streptavidin (1:200 Native Streptavidin protein Cy5 in TBS, 0.25% Triton, 1% HS) to label de patch-

clamped neurons. The brain sections were mounted on a glass slide using Moviol (Sigma-Aldrich) 

embedding medium (3.75 g of Moviol in 12.5 mL of glycerol, 37.5 ml of TBS [0.1 M, pH 8.5], 125mg 

DABCO).  

Fluorescent cells were imaged on a Carl Zeiss ApoTome2 microscope (inverted Axio Observer). 

All antibodies were purchased from Abcam.  

Two-Photon Shadow Imaging 

Animals 

For these experiments, we used the same animals with same ages and in the same conditions as 

the animals used in the GABAergic Tonic Inhibition Measurement section (Animals) 

Solution preparation 

For the two-photon shadow imaging (2PSI) experiments we used the same dissection medium 

and ACSF as described in the  GABAergic Tonic Inhibition Measurement section (Table 1 and Table 

2).  

Again, to model hyperosmotic stress condition, we prepared a hyperosmolar ACSF as shown in 

Table 3 

Acute slices preparation 

Acute slices for the 2PSI experiments were prepared as described in the GABAergic Tonic 

Inhibition Measurement section (Acute slices preparation) 

Two-photon microscope 

All images were acquired in a two-photon Femtonics 2D upright microscope (Olympus BX61 WI) 

we used 4X Olympus objective to identify the Hippocampal CA1 region and a 20x water 

immersion Olympus objective was used during the image acquisition. The step up consists of a 

Spectra-Physics MAI THAI (HPDS-007) laser and all images were taken at 810nm.  

Extracellular labelling and Imaging 

For the osmotic stress experiments the slices were transferred to an imaging chamber and 

perfused (1-2 mL/min) with ACSF at 36 oC. Hippocampal CA1 pyramidal neurons were identified 



 

 

31 

using bright-field microscopy. To label the extracellular space we switched the perfusion medium 

to ACSF with 40µM calcein disodium salt (Sigma-Aldrich). After 8 minutes of perfusion with 

calcein the dyed had filled completely the slice and we started our imaging protocol.  

We took a z-stack of 4-5 frames with a z-width of 1.5 µm every 3 minutes during at least 30 

minutes. Z-stacks were taken to correct for drift in the z-plane focus during the experiment.  For 

the hyperosmotic condition, after acquiring 3-4 z-stacks we changed the perfusion solution to 

the hyperosmotic ACSF with 40µM calcein during 15 minutes and then back again to the control 

ACSF with calcein.  

Image and Data Analysis 

All images were processed and analyzed using ImageJ software. For each experiment, we 

obtained a x, y, z, t hyper-stack of 4-5 z-planes per time-point. We manually went through each 

image in the stack to identify the images corresponding to the same z-plane of focus and generate 

a time-lapse from the hyper stack. After performing a stack-registration on the time-lapse using 

ImageJ translation we adjusted the brightness and contrast using ImageJ’s ‘Brightness and 

Contrast’ function. No other image processing, such as deconvolution, was applied.  

Fluorescence intensity within areas of interest was measured in ImageJ using the area ‘Measure’ 

function.  We measured fluorescence intensity at 4 different areas of interest for each time-point 

avoiding big cellular structures such as somata. The fluorescence intensity was then averaged for 

each frame and normalized with respect to the first frame. Cell soma area was measured over 

time for 1 to 3 cells per experiment using ImageJ ‘Measure’ function. Area measurements were 

again normalized with respect to the first frame of the time-lapse.  

All data were represented and statistically analysed in GraphPad Prism. To compare 

hyperosmotic and control conditions both between and within groups, data were represented as 

mean with maximum and minimum values and individual points before during and after the 

osmotic stress. 2 ways ANOVA statistical analysis was used to compare between and within 

groups. The significance level was set at 5%. 
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Results  

ECS volume increases after hyperosmotic stress 

To investigate how changes in osmolarity affect the ECS volume we temporarily raised the 

osmolarity of the perfusing ACSF (from 304 ± 3 to 352 ± 3 mOsm/L; mean ± SD) by adding 

mannitol (50mM) to the perfusion ACSF. The effect was observed by taking time-lapse 2-Photon 

Shadow Images (Figure 11 A) with a constant fluorophore concentration in control and 

hyperosmotic conditions.   

Our hypothesis is that hyperosmotic extracellular conditions should drive water molecules from 

cells to the ECS. Thus, leading to an expansion of the extracellular compartment at the expense 

of cell volumes. 

In agreement with this, during transient hypertonic conditions, we observed ECS swelling (n = 9 

slices, Figure 11 A and B), as evident by an increase in ECS fluorescence intensity to 129 ± 17 % 

of controls (mean with SD, HyperOsmolar: n = 9 slices, NormoOsmolar: n = 8 slices; Šídák’s 

multiple comparisons test, ** p-value = 0.0058), which dropped to 118 ± 22 % after reperfusion 

with normal ACSF (Figure 11 C and D). 
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Figure 11. ECS volume A) 2PSI time-lapse sequence of the brain ECS in control conditions (NormoOsmolar) and during 
a transient hyperosmotic challenge (HyperOsmolar). B) ECS normalized intensity across individual frames during 
HyperOsmolar (n=9 slices, blue) and NormoOsmolar conditions (n=8 slices, black). C) Mean and SD of the normalized 
intensity in HyperOsmolar and NormoOsmolar conditions. D) ECS mean intensity measured before during and after 
the hyperosmotic challenge. Each point represents the mean intensity of the frames corresponding to each scenario 
before during and after from n=9 slices (HyperOsmolar) and n= 8 slices (NormoOsmolar). Asterisks report result from 
Šídák’s multiple comparisons test. The transient increase in osmolarity triggered a transient increase in ECS intensity, 
consistent with an increase in ECS volume fraction.  
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In addition, we noticed a reduction in the cell soma area that coincided with the increase in ECS 

volume (Figure 12 A and B). Cell soma area was measured quantitatively and normalized before  

during and after the osmotic challenge and our data show a reduction in cell soma area to 63 ± 

18 % of controls (mean with SD, HyperOsmolar: n = 9 slice, NormoOsmolar: n = 8 slices; Šídák’s 

multiple comparisons test, * p-value = 0.0113), which raised to 85 ± 12 % after reperfusion with 

normal ACSF (Figure 12 C and D). 

 

Figure 12. Cell soma area. A) 2PSI time-lapse sequence of a cell soma in control conditions (NormoOsmolar) and 
during a transient hyperosmotic challenge (HyperOsmolar). B) Normalized soma area across individual frames during 
HyperOsmolar (n=9 slices, blue) and NormoOsmolar conditions (n=8 slices, black). C) Mean and SD of the normalized 
area in HyperOsmolar and NormoOsmolar conditions. D) Cell soma mean area measured before during and after the 
hyperosmotic challenge. Each point represents the mean area of the frames corresponding to each scenario before 
during and after from n=9 slices (HyperOsmolar) and n=8 slices (NormoOsmolar). Asterisk reports result from Šídák’s 
multiple comparisons test. The transient increase in osmolarity triggered a transient decrease in cell soma area, 
consistent with a decrease in cell soma volume.  



 

 

36 

Together these results indicate that increased osmolarity of the interstitial fluid drives water 

molecules out of cells causing presumed neuronal cell soma to shrink while the ECS volume 

reciprocally expands.  

GABAergic Tonic Inhibition decreases after hyperosmotic stress 

After verifying that transient hyperosmotic conditions increase ECS volume, we aimed to 

understand how swelling of the extracellular compartment affects GABAergic tonic inhibition. 

We reasoned that, all other things equal, increasing the ECS volume will dilute the extracellular 

GABA available to activate extra-synaptic GABAA receptors, and therefore will reduce GABAergic 

tonic inhibition without changing synaptic GABAergic transmission. To examine this hypothesis, 

we measured tonic inhibition both in control and hyperosmotic conditions. To discard the 

possibility that any observed changes in tonic inhibition during hyperosmotic conditions are due 

to altered synaptic release, we in parallel analyzed the amplitude (Figure 13 A) and the frequency 

(Figure 13 B) of inhibitory post-synaptic currents (IPSC) in NormoOsmolar (n=12 slices) and 

HyperOsmolar (n=14 slices) conditions. The results show that synaptic release of GABA is not 

affected by changes in the extracellular osmolarity, which is true for both the amplitude and the 

frequency (unpaired t-test, p = 0.5596 and p = 0.5459 respectively).  In addition, Figure 13 D and 

F show representative test-pulses taken before and after blocking GABAARs, and these confirm 

that cell membrane properties where preserved during the whole recording.   

Then, we measured tonic inhibition in the CA1 pyramidal layer of the hippocampus (Figure 14 B), 

both in NormoOsmolar conditions (301 ± 3.5 mOsm, mean with SD, n=12 slices) and during 

HyperOsmolar conditions (353.9 ± 3.1 mOsm, mean with SD, n=14 slices). Increasing the 

osmolarity of the perfusing medium a 17 ± 1 % resulted in a 62.4 ± 24.1 % decrease in GABAergic 

tonic inhibition (from 24.5 ± 19.8 pA mean with SD, n=12 slices, to 9.2 ± 9.3 pA mean with SD, 

n=14 slices, unpaired t-test, p =0.0162), as show in their respective representative traces (Figure 

14 D and E). 

Finally, we evaluated if this decrease in GABAergic tonic inhibition observed in hyperosmolar 

conditions was due to an increased GABA uptake by GABA transporters (GATs). To do so, we 

measured tonic inhibition after blocking all GABA transporters with nipecotic acid (NIP), as shown 

in Figure 14 C. Once again, experiments were carried both in NormoOsmolar conditions (304 ± 

2.7 mOsm, mean with SD, n=9 slices) and during HyperOsmolar conditions (352.0 ± 3.2 mOsm, 

mean with SD, n=10 slices). Increasing the osmolarity of the perfusing medium resulted in a 

tendency of GABAergic tonic inhibition to decrease (from 289.0 ± 78.19 pA mean with SD, n=9 

slices, to 230.34 ± 78.39 pA mean with SD, n=10 slices, unpaired t-test, p =0.1214), as shown by 

their respective representative traces (Figure 14 F and G). Though the observed tendency was 

strong, the decrease was not significant. We predict that the effect may turn significant when we 

increase the sample number to obtain sufficient power for testing for the relatively modest 

numerical effect, based on the effect size in the conditions of not blocking GATs.   
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Figure 13. A) IPSC amplitude, each individual point represents the mean amplitude over a period of 4 minutes for 
NormoOsmolar (n = 12 slice, black) and HyperOsmolar conditions (n = 14 slices, blue), results report non-significant 
difference (p = 0.5596, unpaired t- test). B) IPSC frequency measured over a period of 4 minutes for NormoOsmolar 
(n = 12 slice, black) and HyperOsmolar conditions (n = 14 slices, blue), results report non-significant difference (p = 
0.5459, unpaired t- test). C, E) Representative IPSC event before and after blocking GABAergic inhibition with 
picrotoxin (PTX) 100µM in NormoOsmolar and HyperOsmolar conditions respectively. D, F) Representative test pulse 
before and after blocking GABAergic inhibition with picrotoxin (PTX) 100µM in NormoOsmolar and HyperOsmolar 
conditions respectively. 
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Figure 14 A) Biocytin labelled CA1 pyramidal neuron of the hippocampus. B) GABAergic tonic inhibition 
measurements represented as median with maximum and minimum values and individual points in NormoOsmolar 
(n = 12 slice, black) and HyperOsmolar conditions (n = 14 slices, blue). Results report significant difference between 
NormoOsmolar and Hyperosmolar conditions (p = 0.0162, unpaired t- test). Increased osmolarity lead to a reduction 
in GABAergic tonic inhibition. C) GABAergic tonic inhibition measurements after blocking GABA uptake with nipecotic 
acid (NIP), represented as median with maximum and minimum values and individual points in NormoOsmolar (n = 
9 slice, black) and HyperOsmolar conditions (n = 10 slices, blue). p = 0.1214 reports the result from unpaired t- test. 
D, F) Representative trace of a measurement of tonic inhibition in NormoOsmolar conditions before and after 
blocking GABA uptake. C, E) Representative trace of a measurement of tonic inhibition in HyperOsmolar conditions 
before and after blocking GABA uptake. 
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Discussion 

Reduction of the ECS volume fraction due to hypo-osmotic conditions has been shown to induce  

epileptiform activity while expansion of the ECS reverses this effect  [30], [31]. Unexpectedly, 

experimental evidence shows that GABAergic tonic inhibition is sustained or even increased in 

hippocampal slices after experimental epileptogenesis [45]–[47], even when synaptic GABAergic 

inhibition is reduced [44]. The purpose of this part of the study was to investigate whether hyper-

osmotic conditions that increase ECS volume through cell shrinkage can have a dilution effect on 

GABA in the interstitial fluid and thereby reduce tonic inhibition independently on synaptic 

release mechanisms and GABA receptor functional states.   

ECS volume changes were assessed using two-photon shadow imaging technique in acute 

hippocampal mouse brain slices. As predicted, raising the osmolarity of the interstitial fluid led 

to a transient expansion of the extracellular space. In addition, we provided measurements of 

cell soma area during hyperosmotic challenge, for the first time. Thus, confirming that ECS 

expansion in hyperosmolar conditions is due to water coming out of cell soma causing cellular 

shrinkage. These results are in line with previous studies in the field. Tønnesen et al. reported a 

transient ECS expansion in acute brain slices during perfusion of hyperosmolar ACSF. 

Hyperosmotic conditions consisted on raising the osmolarity from 300 to 380 mOsm using NaCl, 

and the observed ECS expansion corresponded to a 20% increase in ECS fluorescence intensity 

[21]. On the other hand,  swelling of astrocytic microstructures at the expense of ECS pools has 

been observed during hypo-osmotic conditions, by reducing the osmolarity of the normal ACSF 

from 300 to 200 mOsm [32]. 

Next, we used whole cell patch-clamp electrophysiological recordings to evaluate the effect of 

hyper-osmolar conditions on GABAergic tonic inhibition. Our results showed that, under hyper-

osmotic stress, GABAA-R mediated tonic current significantly decreases. This effect on tonic 

inhibition could be explained by the fact that hyperosmolar conditions expand the ECS. We 

expect that increased ECS volume would dilute the extracellular GABA available and thus reduce 

the GABA concentration that would potentially activate extra-synaptic GABAARs. GABA release 

and GABA receptor independent regulation mechanisms of tonic inhibition may help explain why 

GABAergic inhibition is maintained or even increased while synaptic GABA release is reduced in 

epileptic conditions [42]–[45]. ECS volume reduction due to astrocytic swelling is one of the 

landmarks of epilepsy [30].  Given our results, one would expect that ECS shrinkage would 

increase the extracellular GABA concentration and overcome the lower synaptic GABA release 

observed in epileptogenesis. Thus, tonic inhibition could be maintained in epileptic conditions. 

We are currently working on measuring tonic inhibition in hypo-osmotic conditions, though this 

is more difficult to design experimentally, as we have to effectively use a non-physiological ACSF 

with low ionic osmolarity. 

Notably, we verified that increased osmolarity did not alter GABA synaptic release frequency or 

amplitude, and that the cellular properties (such as cell membrane and access resistances) were 
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maintained during the whole experiment. Altogether, these results support the idea that the ECS 

can modulate signaling independently of classical neuronal parameters, such as release 

probability, vesicular quantal size, and receptor states, and that sustained GABAergic tonic 

inhibition in epilepsy may be related to a reduction in ECS volume.  

Another plausible explanation for the constant level of GABAAR-mediated tonic current during 

epileptogenesis could be the decreased expression of GABA transporters. It has been reported a 

reduced expression of GAT-1 and GAT-3 after kainate injection but an increased expression of 

the Betaine/GABA transporter (BGT-1) in the rat hippocampus [62]. BGT-1 is localized on 

dendrites of neurons in the cortex and hippocampus and it uses both GABA and betaine, which 

is thought to be a protective osmolyte in the brain[62]. On one hand, low expression of GAT-1 

and GAT-3 might lead to less GABA uptake by neurons and astrocytes, respectively. This in turn, 

would translate in more extracellular GABA available to compensate for the decrease GABA 

synaptic release observed in epileptic conditions and activate extra-synaptic GABAAR mediating 

tonic inhibition. On the other hand, increased BGT-1 expression in glial cells could increase GABA 

uptake. Nevertheless, this effect most likely is very small as BGT-1 is a weak GABA transporter 

[62]. Still, the role of GABA transporters in epilepsy remains controversial, as various studies 

support all the hypothetical scenarios of unchanged up- or down-regulation of GAT-1, GAT-3 or 

BGT-1 [63]–[65]. These conflictive results could be a consequence of the high variability of models 

used to study epilepsy and the specific mechanisms that are affected in each of them.  Another 

alternative to explain increased extracellular GABA levels in epileptic conditions is GABA 

transporters reversal. In physiological conditions, the main source of extracellular GABA in the 

hippocampus is supposed to be synaptic release and GAT-1 and GAT-3 operate in the normal 

mode removing GABA from the extracellular space. However, significant elevations of 

intracellular Na+ could result in GAT-3 reversal. Indeed, elevated neuronal activity such us 

epileptic activity could reverse GAT3 transporter to release GABA and maintain GABAergic tonic 

inhibition [66]. Interestingly, it has been reported that GAT-1 mediated GABA uptake is not 

reversed during epileptiform activity [67].  

Clearly, the role of GABA transporters in epilepsy is not yet understood and it seems to be 

mediated by complex mechanisms. Therefore, in this section we have investigated the role of 

GABA transporters in mediating GABA tonic inhibition in hyperosmotic conditions. Our results 

show a strong tendency for tonic inhibition to decrease in hyperosmotic conditions in the 

presence of a GAT blocker (NIP). Though with the current number of experiments (n) we don’t 

see a significant difference between the control and hyperosmotic group, we expect that 

increasing the number of experiments will conclude that GABAergic tonic inhibition is also 

reduced in hyperosmotic conditions when blocking GABA uptake. These results would suggest 

that sustained GABA tonic inhibition in epileptic conditions could be explained by the reduction 

in ECS volume and that although other mechanisms, such as GABA transporters, may have a role, 

they are not the main players in the regulation of GABAergic tonic inhibition.  
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Conclusion 

Regarding the first part of the thesis, the extracellular space and GABAergic tonic inhibition, our 

results prove that modifying the ECS structure globally can impact volume transmission.  

First, our two-photon shadow imaging experiments reproduced the ECS expansion after raising 

the osmolarity of the interstitial fluid, in line with the literature. And for the first time, we 

provided measurements of cell soma area during hyperosmotic challenge. This confirms that ECS 

expansion is due to water molecules coming out of cells, leading to cell shrinkage.  

More importantly, we investigated whether this changes in ECS volume affect volume 

transmission in the form of GABAergic tonic inhibition. Our results demonstrate that ECS 

expansion during hyper-osmolar conditions decreases GABAergic tonic inhibition. We verified 

that the reduction in tonic inhibition was independent of synaptic GABA release or membrane 

properties of the postsynaptic neuron.  

Then we tested if the increase in ECS volume, in hyperosmotic conditions, also reduces GABAA-R 

mediated tonic current when GABA uptake by GATs is blocked. Though our results in this regard 

are not conclusive, they show a strong tendency for GABA tonic inhibition to decrease. We 

predict that increasing the number of experiments will lead to a significant decrease in tonic 

inhibition. 

In summary, this work suggests that changes in ECS volume due to osmotic stress have a relevant 

role in cellular signaling. ECS volume changes could explain the unexpected maintained 

GABAergic tonic inhibition observed in epilepsy. Although other mechanisms, like GABA uptake 

by GATs, are probably affected, we see a strong tendency to believe that GATs are not the main 

players in the sustained tonic inhibition during epileptogenesis.  Still, more experiments need to 

be performed regarding the effect of hyper-osmolar ECS volume expansion in tonic inhibition 

when GABA uptake is blocked to reach conclusions. 
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PART 2: Computational modelling of microscale diffusion in brain ECS 

Introduction 

Transport of molecules in the brain occurs through different physical processes and pathways. 

Some ions and molecules move from one cell to another though gap junctions, intercellular 

channels that connect neighbouring cells. However, all remaining intercellular signalling occurs 

through the narrow interstitial fluid filled channels of the brain extracellular space (ECS). Small 

particles in aqueous medium move mostly stochastically by diffusion, which in essence is a 

passive physical transport mechanism where particle movement is driven by a concentration 

gradient. Particles move randomly from high concentration regions towards low concentration 

areas until equilibrium is reached (Figure 15). In addition, particles can move by advection, which 

is the movement of particles by bulk flow of fluid due to a pressure gradient. There is currently 

no consensus on whether or where there is interstitial fluid bulk flow in the brain, though there 

is compelling evidence that it occurs at least around perivascular spaces, i.e. the fluid-filled spaces 

that surround some arteries [68]. 

 

Figure 15. Graphical description of the diffusion process of particles moving from high to low concentration regions 
until equilibrium is reached.  

The ECS is a highly dynamic compartment due to the relatively fast retraction or protraction of 

microglial process and to swelling/shrinkage of vessels, neurons and astrocytes. These dynamic 

phenomena occur frequently  and span different timescales, from hours, as is the case of the ECS 

volume changes with circadian rhythm [33], to seconds , as cell swelling in hyper-excitatory 

epileptiform discharges [69], [70]. The ECS channels will change their morphology and thus, local 

ECS geometry changes will momentarily alter the diffusion pathways for intercellular signaling. 

The impact of ECS structure and dynamics on sub-micron scale diffusion of molecules in the live 

brain ECS is still not well understood, largely due to the lack of techniques reconciling live brain 

ECS imaging with nanoscale resolution and real time analysis of molecular diffusion.  
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In the past years, experimental techniques have been combined with mathematical and 

computational models to investigate diffusion in the brain parenchyma. Most experimental work 

done in the field over the last two decades is based on well-established proven techniques: real 

time iontophoresis (RTI) and integrative optical imaging (IOI) [13], [14], [71]–[74]. However, these 

provide very low spatial resolution and averaged information about the ECS geometry and 

diffusion properties. Though much less popular, magnetic resonance imaging (MRI) has been 

used to study diffusion of contrast agents in the in-vivo brain ECS [26]. MRI is an applicable tool 

to assess clearance by the glymphatic system on a regional or global scale, but its low spatial 

resolution limits its application to investigate local diffusion in the ECS, where it cannot resolve 

individual channels.  Novel techniques, such as super-resolution shadow imaging (SUSHI) and 

single-walled carbon nanotube tracking (SWCNT), have opened the door to the nano-scale world 

in live tissue. Recently, SWCNT has been used to assess ECS diffusivity in the vicinity of a synapse 

in the living brain tissue [75], providing unprecedented data of the nanoscale diffusion properties 

of the live brain ECS. SUSHI, in turn, readily reveals ECS microstructure, though it has not yet been 

used to investigate diffusion in the brain parenchyma [21]. Two-photon shadow imaging (2PSI) 

has been implemented by Kuo et al. (2020) to visualize larger ECS geometric structures across 

the different cellular layers of the mouse retina and asses calcein diffusivity after iontophoretic 

release in the retina ECS [7]. Though 2PSI does not provide structural information at the 

nanometer scale, is sufficient to identify individual cells and observe changes in the gross 

morphology of different cellular layers and the subsequent diffusivity. Our goal, is to take 

advantage of the high resolution provided by SUSHI images to further study diffusion in the brain 

ECS and how changes in the morphology of the brain neuropil will affect cellular signaling around 

individual cellular sub-structures.  

Computational models have been widely used to investigate diffusional phenomena in the brain 

at different spatio-temporal scales and complement the information obtained experimentally. 

To understand how models of extracellular diffusion work, we need to consider Fick’s first and 

second laws of diffusion. First Fick’s Law states that the diffusion flux is directly proportional to 

the concentration gradient, and that it goes from high to low concentration regions. For diffusion 

in one dimension, the diffusion flux is defined as in Equation 1: 

Equation 1 

𝐽 = −𝐷 ∙
𝜕𝑐

𝜕𝑥
 

Where 𝐽 is the diffusion flux, 𝐷 is the diffusion coefficient, and 𝜕𝑐 𝜕𝑥⁄  is the concentration 

gradient. Fick’s second law describes how the concentration changes over time due to diffusion, 

as represented in Equation 2 for diffusion in one dimension. 
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Equation 2 

𝜕𝐶

𝜕𝑡
= 𝐷 ∙

𝜕2𝑐

𝜕2𝑥
 

Where 𝜕𝐶 𝜕𝑡⁄  is the change in concentration over time, 𝐷 is the diffusion coefficient, and 

𝜕2𝑐 𝜕2𝑥⁄  is the second derivative of the change in concentration over space. In two or more 

dimension, Equation 2 can be rewritten using the Laplacian (∆) as a generalization for the second 

derivatives (Equation 3).  

Equation 3 

𝜕𝐶

𝜕𝑡
= 𝐷 ∙ ∆𝐶 

Fick’s laws of diffusion allow mathematical modelling of diffusion under the assumption that 

diffusion is free, but, as we have seen, the ECS is structurally complex and diffusion in the brain 

parenchyma will be restricted by cellular structures, and interactions with other resident 

molecules of the interstitial fluid, including putative effects of the extracellular matrix. As a result, 

Fick’s second law of diffusion is usually modified to incorporate more spatial dimensions, 

molecular-uptake, advection, space dependency of D and other variables.  

The development of new computational models has been limited by the techniques available to 

optically resolve the ECS morphology. Thus, most models are based on artificial ECS geometries 

that recapitulate volume-averaged geometries. Some of the first computational models were 

developed to study glutamate diffusion and its kinetics in the synaptic cleft or extra-synaptically 

using the diffusion equation together with a term to incorporate uptake [3], [76]. While these 

computational models describe very well the biophysical behavior of glutamate, they 

oversimplified the geometries used to represent the synaptic and extra-synaptic environments, 

for example describing the synaptic cleft as a 2D flat cylinder [64]. Surprisingly, one of the few 

models that uses actual microscopy images of the brain ECS is one of the very first attempts to 

model diffusion in brain tissue by Lipinski (1990), [77].  In this work, light microscopy images of 

histological preparations of the brain were binarized so that pixels where white or black 

corresponding to cellular or extracellular space respectively (Figure 16, A-D). Then diffusion in 

the ECS geometries was simulated using Monte Carlo probabilistic method (Figure 16, G-H). 

Though this model was quite advanced to its time, it is limited by the imaging resolution that 

does not allow visualization of ECS structural details. 
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Later models employed hypothetical structures arranged in different lattice patterns to represent 

cells laying in the ECS. This type of arrangements usually presents a high degree of symmetry and 

therefore represent a very homogeneous tissue, where ECS channel’s width is constant (Figure 

17 A). After simulating diffusion in different lattice patterns, researchers have reached to the 

conclusion that highly uniform lattices are not sufficient to replicate the diffusion observed in live 

brain tissue. However, introducing dead-spaces or different sized channels (Figure 17 B) will bring 

diffusion parameters  closer to more physiological values [78], [79]. The above-mentioned 

models show that a representative tissue model, with volume fraction (α) and tortuosity (λ) 

properties similar to those of the physiological brain ECS, is good enough to simulate the average 

diffusion observed in the live brain ECS. However, these synthetic models are not based on real 

ECS geometry, which is highly complex, and will therefore fail to replicate this complexity of the 

real ECS in the diffusion of molecules. Slightly more complex models, using synthetic 3D ECS 

structures incorporating vasculature (Figure 17 C), have been used to investigate whether 

transport in the interstitial fluid occurs mainly by diffusion or if bulk flow also contributes [80].  

Figure 16 A) Digital image of a hippocampal 
histological preparation. B) Histogram of the 
image in A. C) Binary image resulting from 
the image in A. D) Image C after thresholding 
to remove noise. E) Image D after dilatation 
to simulate cellular swelling. F) Image D after 
erosion to simulate cellular shrinkage. G, H) 
Monte Carlo simulation of the diffusion of 
individual particles in the original (image D) 
and the dilated ECS (image F) respectively. 
Image from Lipinski 1990, [77]. 
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Figure 17 A) Schematic diagrams of different 2D lattice arrangements. Cells are represented by gray-colored 
obstacles arranged in a lattice structure. B) Hypothetical structure of a more realistic 2D neuropil arrangement. Cells 
are represented in white and the ECS structure has been triangulated. Images in A and B were modified from Chen 
and Nicholson 2000, [78]. C) Slice from 3D synthetic ECS structure incorporating the vasculature. The tetrahedral 
mesh represents the interstitial fluid, blue and red dots correspond to venules and arterioles respectively and the 
surrounding blue annulus is the perivascular space, the yellow annulus represents the perivascular region. Image 
from Ray et al. 2019, [80].  

This study suggests that molecular transport in the ECS occurs both by diffusion and bulk flow, 

however previous work in the field disputed these observations [81]. This previous work used 

electron microscopy (EM) reconstructions of CA1 hippocampal rat brain slices to mathematically 

model molecular transport in the CA1 region. The simulations implied that transport of molecules 

in the CA1 tissue volume were mainly governed by diffusion and not bulk flow [81]. The use of 

electron microscopy (EM) reconstructions to model ECS morphology has increase not only the 

complexity of the models, as they capture the high variability of the ECS channels, but also the 

spatial resolution of the simulations. EM images provide access to the sub-micron structure of 

the brain neuropil in fixed tissue slice (Figure 18). Consequently, EM reconstructions allow 

modelling local diffusion of molecules in the sub-micron scale and reveal complex events that 

cannot yet be easily studied through experimental procedures [82].  The principal disadvantage 

of these models is that EM uses chemical tissue fixation, which has been reported to shrink the 

ECS volume a 30 % [20], leading α estimates of 8 % [82], well below in-vivo estimates (α = 20 %). 

To overcome this limitation, α is usually mathematically inflated to more physiological values and 

a corrected-EM reconstruction is generated, [82], as shown  in Figure 18 C. Although, cryo-fixated 

EM images preserve better the ECS structure, such have not been used yet in computational 

modelling of diffusion in the brain ECS.  
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Figure 18 A) Electron microscopy (EM) image. B) Raw reconstructed EM image with ECS rendered in white and 
cellular structures in black. C) Corrected EM reconstruction with a physiological ECS volume fraction of 0.2. Scalebar 
in images A-C equals 1 µm. Images modified from Kinney et al. 2013, [82]. 

Some of the recently developed computational models have focused on settings of transmitter 

release and escape from the synaptic cleft (spillover). The diffusion of transmitters at these small 

and fast spatio-temporal scales will conceivably be shaped by the sub-micron ECS geometry. 

Given the complex and heterogeneous morphology of synapses they are not well modelled by 

lattice patterns. At the same time, they are difficult to resolve with live tissue imaging techniques, 

and they are distorted by tissue fixation techniques.  As a result, these models have developed 

synthetic synaptic environments, based on randomly sized overlapping spheres, to evaluate the 

effect of peri-synaptic ECS structure and astrocytic processes around glutamatergic synapses 

[83], [84].  

Fortunately, recently developed super-resolution shadow imaging (SUSHI) provides access to the 

nano-scale organization of the live brain ECS. However, SUSHI images have never been used to 

model diffusion of transmitters, experimentally or computationally. Thus, here we aim to build a 

computational model that takes advantage of the high resolution provided by SUSHI images to 

more precisely model diffusion in the brain ECS of live tissue at different spatio-temporal scales.  
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Hypothesis & Objectives 

The general goal of the second part of this study it to evaluate how changes in brain ECS 

morphology in live tissue affect cellular signaling at local scales.   

We hypothesize that changes in the nanoscale morphology of the live brain ECS will affect 

diffusion of molecules at local scales and thereby shape cellular signalling and volume 

transmission at the submicron level. To study diffusion of transmitters in the live brain ECS at the 

nanoscale we propose an innovative computational model based on SUSHI images.  

• First, we will evaluate our computational model and compare the simulations obtained 

with published RTI data of TMA+ diffusion in brain parenchyma and in free medium. In 

addition, we will also compare or simulations with published simulated data of the 

diffusion of different sized molecules. In this way, we will verify if the simulations provided 

by our computational model are in line with the literature.  

• Then we will use the model to make predictions about the diffusion of transmitters in the 

brain ECS. Including: the effect on glutamatergic synaptic crosstalk, and the heterogeneity 

and directionality of the diffusion at different scales. Thus, we will shed some light in the 

importance of the brain ECS nanoscale geometry in cellular signalling.  
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Materials & Methods 

Super Resolution Shadow Imaging 

Animals 

The experimental work for the organotypic cultures was performed in C57BL6J WT pups between 

postnatal days 5 to 7. Mice were housed at 24 0C with a 12-h light–dark cycle. They were provided 

with food and water ad libitum and with nesting materials. All procedures were performed 

according to Spanish law (Real Decreto 53/2013, BOE 08-02-2013) and European Communities 

Council Directive (2010/63/EU) regulations; and were approved by the Ethics Committees of the 

University of the Basque Country EHU/UPV (M20/2021/339). All efforts were made to avoid 

animal suffering and to minimize mice pain and stress.  

Organotypic cultures preparation 

Organotypic slices were isolated from 5 to 7-day old mouse pups. Mouse pups were quickly 

decapitated and hippocampi were dissected out in cold dissection medium, which consisted of 

HBSS (GIBCO) supplemented with 11.5 mM glucose (VWR), 2mM kynurenic acid (Sigma-Aldrich), 

20mM HEPES (Sigma-Aldrich), and 1x Pen-Strep (GIBCO). Hippocampi were cut in 350 µm coronal 

slices using a vibratome (Precisionary Compresstome VF-300), and individual slices were placed 

on 0.1% poly-L-lysine (Sigma-Aldrich) coated coverslips (12 mm x 24 mm; Menzel-Gläser). Slices 

were embedded in 10 µL chicken plasma (Sigma-Aldrich) followed by 10 µL of 0.2% thrombin 

(VWR) in HBSS with 8 mM glucose, and the mix was allowed to coagulate for 30 min in the fridge. 

The coverslips with the slices were then transferred individually to cell culture tubes (3mL; Nuc) 

with 750 µL of culturing medium containing 60% MEM-Medium (GIBCO), 25% HBSS, and 10% 

horse serum (GIBCO), supplemented with 1% glutamine (Invitrogen), 2% B27 (GIBCO), 20mM 

sucrose (Fisher), 11.5 mM glucose, 10mM HEPES, 0.5 % Pen-Strep and 0.2mM Ascorbic acid 

(Sigma-Aldrich). The tubes were sealed and placed in a roller drum incubator at 10 rotations per 

hour at 35 0C.  After 3-4 days in vitro, we added 10 µL of mitosis inhibitor (1mM Uridine, 1mM 

Ara-c and 1mM 5-Fluoro-2'-deoxyuridine) that was removed after 16-24h by changing 500 µL of 

medium. For the maintenance of the organotypic cultures 500 µL of medium were changed once 

a week. Cultures were typically used between 2 and 4 weeks of culturing.  

STED microscope 

We obtained SUSHI images on our custom build STED microscope, which is a modified version of 

the microscope design previously published by Tønnesen [21]. It is based around a Leica DMi8 

body with an inverted 90x 1.3NA glycerol immersion objective with a motorized correction collar 

(Leica) to compensate aberrations emerging from varying the tissue imaging depth. The 

depletion laser is a Katana picosecond laser emitting at 592 nm with a repetition rate of 80 MHz. 

The depletion laser is synchronized as a slave to the 488 nm picosecond excitation laser (Quixx) 

that has an integrated variable sync pulse delay function to overlap the excitation and depletion 

pulses in time. The two beams are aligned and scanned across the sample using a Yanus IV galvo-
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galvo scan head.  Fluorescence from the sample is back-scanned and detected by an avalanche 

photodiode detector (APD). 

To impose the respective donut and bottle beam point-spread functions (PSFs) on the depletion 

beam, this is split into two arms that are sent through respectively a 2-Pi vortex delay phase mask 

and a 1-Pi helical delay phase mask (both from Vortex Photonics). The two arms are recombined 

in a polarizing beam splitter, and the resulting beam aligned with the excitation beam on a 

dichroic mirror. 

The beams and scanner and image-collection were performed using free Imspector Software 

and saved as 32-bit TIF files. Visualization and analyses were performed in ImageJ. 

Extracellular labelling and Imaging 

For imaging, organotypic culture slices were transferred on their glass coverslip to a custom 

imaging chamber. The perfusion medium (artificial cerebrospinal fluid, ACSF) consisted of 126 

mM NaCl, 2.5 mM KCl, 2.5 mM CaCl2, 1.3 mM MgCl2, 25 mM HEPES, 10 mM Glucose, 1 mM Trolox, 

titrated to 300 mOsm and pH 7.4 with 1 M NaOH (all from Sigma-Aldrich).  

To label the extracellular space we added 10 to 40 µM calcein disodium salt (Sigma-Aldrich) to 

the ACSF. 

Figure 19 shows a summary of the steps previously explained to acquire SUSHI images.   
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Figure 19. ← Previous page. Graphical summary of the steps for super-resolution shadow imaging. Step 1: The 
hippocampus is dissected from mouse pups 5-7 postnatal days. Step 2: both hippocampi are cut into coronal slices. 
Step 3: hippocampal slices are collected and cultured in coverslips in cell culturing tubes. Step 4: 2-4 weeks old 
organotypic cultures are placed into the imaging chamber and the ECS is labeled with ACSF perfusion supplemented 
with 10-40 µM calcein. Step 5: the imaging chamber is place back in the custom-built STED microscope, where SUSHI 
images are acquired.  

Image Processing 

All simulations were performed on raw images. For graphical presentations in figures, the image 

contrast was homogenously adjusted across the frame and images were subjected to a 1-pixel 

median filter to remove detector dark-count outlier pixels.  

Computational Model of Diffusion 

Model geometry 

A computational model was developed to investigate diffusion in the live brain ECS. The model 

uses SUSHI images to determine the probability of a particle diffusing into a given point based on 

the pixel values of the image. Figure 20, shows a graphical scheme of the model. When acquiring 

SUSHI images, the fluorophore is homogeneously distributed in the interstitial fluid. As a result, 

fluorescence intensity of a single SUSHI image directly scales with the voxel occupancy.  Thus, 

highly occupied voxels by cellular structures will have low pixel value while empty voxels 

corresponding to pure ECS will have the highest pixel values. In addition, the diffusion flux (𝐽) is 

defined as the number of particles (𝑀) that move through a unit area (𝐴) per unit time (𝑡), as 

described in Equation 4. So, in order to estimate the number of particles that move from one 

voxel to another we directly relate the diffusion coefficient to the pixel intensity. Finally, we solve 

the diffusion equation for each pixel in the SUSHI image.  

Equation 4 

𝐽 =
𝑀

𝐴 ∙ 𝑡
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Figure 20 Graphical scheme of our computational model, with detailed explanations in the following text. Super-
resolution shadow images borrowed from Tønnesen et al. (2018), [21]. 

Model parameters 

The novelty of this model is that the diffusion coefficient (D) depends on the nanoscale geometry 

(Equation 5). Thus, for a given free diffusion coefficient Dfree, the diffusion coefficient at each 

pixel in the image is determined by the diffusion probability (Figure 21 D):   

Equation 5 

D = p ∙ Dfree 

We define the diffusion probability (𝑝) for each pixel as in Equation 6, (Figure 21 C): 

Equation 6 

𝑝 =  
𝑃𝑖𝑥𝑒𝑙 𝑣𝑎𝑙𝑢𝑒

𝑀𝑎𝑥 𝑃𝑖𝑥𝑒𝑙 𝑣𝑎𝑙𝑢𝑒
 

A 
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The model was implemented for several images at different temporal and spatial scales. The time 

step (∆𝒕), the total simulation time (T), and the pixel size (∆𝑥, ∆𝑦) are specified for each 

simulation example. 

In addition, for each simulation we estimated the tortuosity and the volume fraction of the SUSHI 

image. The tortuosity (𝜆) in our model is defined as: 

Equation 7 

𝜆 = √𝐷𝑓𝑟𝑒𝑒 𝐷𝑎𝑣⁄  

Where 𝐷𝑎𝑣  is the average diffusion coefficient of the used SUSHI image. Once we estimated D 

scaled by the cell-structural obstacles in each pixel in the image, we calculated the mean diffusion 

coefficient of the whole SUSHI image used.   

In this model the volume fraction (𝛼) was described for each SUSHI image as the number of pixels 

corresponding to ECS over the total number of pixels in the image (Figure 21 B). The number of 

pixels corresponding to ECS was estimated as the number of pixels above a given threshold 

defined in Equation 8. 

Equation 8 

𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 =  
𝑚𝑎𝑥𝑖𝑚𝑢𝑚 𝑝𝑖𝑥𝑒𝑙 𝑣𝑎𝑙𝑢𝑒 − 𝑚𝑖𝑛𝑖𝑚𝑢𝑚 𝑝𝑖𝑥𝑒𝑙 𝑣𝑎𝑙𝑢𝑒

2
 

Mathematical model 

Modelling diffusion around individual cellular sub-structures in the brain ECS was implemented 

using MATLAB software (Matlab R2019b). We used the adapted advection-diffusion equation 

(Equation 9) for mass transport in porous brain tissue, based on Nicholson and Phillips [85], [86]:  

Equation 9 

𝜕𝐶

𝜕𝑡
= 𝛻 ∙ 𝐷(𝛻𝐶) − 𝛻 ∙ (𝑣𝐶) + 𝑆 − 𝜅𝐶 

Where, 𝐶 is the solute’s concentration, 𝐷 is the scaled diffusion coefficient, v is the velocity field, 

𝑆 is the source strength and 𝜅 is the clearance coefficient that accounts for non-specific 

clearance, such as cellular uptake of the diffusing molecule, as previously described [14]. Given 

that we are modelling transport of small molecules with relatively fast diffusivity, interstitial 

transport is presumably predominantly by diffusion [80]. Therefore, we assumed (v = 0) and 

disregarded the advection term (∇ ∙ (vC)) in the advection-diffusion equation. In our model the 

source (𝑆) magnitude can be defined in two ways. Either as a sustained iontophoretic source 
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according to Hrabětová and Nicholson [87] (Equation 10); or it can be defined as an instant 

number of particles released per unit volume (Equation 11).   

Equation 10 Iontophoretic source magnitude (S).  

𝑆 =
𝐼 ∙ 𝑛𝑡

𝑧 ∙ 𝐹
 

Where 𝐼 is the magnitude of the iontophoretic current, nt is the transport number of the 

iontophoretic electrode, z is the valency of the ion, and F is Faraday’s constant (F = 96485.33 

C/mol). 

Equation 11 Number of particles source magnitude (S) 

𝑆 =
𝑛 ∙ 𝑁𝐴

∆𝑥 ∙ ∆𝑦 ∙ ∆𝑧
 

Where 𝑛 is the number of particles, 𝑁𝐴 is the Avogadro’s number (𝑁𝐴 = 6.022 ∙ 1023) and  

∆𝑥, ∆𝑦, ∆𝑧 are the pixel sizes in the  𝑥, 𝑦, 𝑧 dimensions respectively. 

We approximated the solution of the diffusion equation both in 2D (x, y) and in 3D (x, y, z) using 

the Forward in Time Central in Space (FTCS) finite difference method [88]. This approximation 

was then solved iteratively over time for each pixel in the SUSHI image (Equation 12 and  

Equation 13). Forward Euler Method was used to approximate the time derivative in the diffusion 

equation as follows: 

Equation 12 Forward Euler finite difference approximation of the diffusion equation.  

𝐶𝑡+∆𝑡
𝑥,𝑦,𝑧

= 𝐷𝑥,𝑦,𝑧 ∙ (
𝜕2𝐶

𝜕𝑥2
+

𝜕2𝐶

𝜕𝑦2
+

𝜕2𝐶

𝜕𝑧2
) ∙ ∆𝑡 + 𝑆′ − 𝜅′𝐶𝑡

𝑥,𝑦,𝑧
+  𝐶𝑡

𝑥,𝑦,𝑧
 

Where 𝜅′ = 𝜅 ∙ ∆𝑡 and 𝑆′ = 𝑆(𝑥,𝑦,𝑧) ∙ ∆𝑡. 

The Central Difference Method was used to approximate the space derivatives so that:  

Equation 13 Central difference approximation or the space derivatives.  

𝜕2𝐶

𝜕𝑥2
≈

𝐶𝑡
𝑥+∆𝑥,𝑦,𝑧

+ 𝐶𝑡
𝑥−∆𝑥,𝑦,𝑧

− 2𝐶𝑡
𝑥,𝑦,𝑧

∆𝑥2
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𝜕2𝐶

𝜕𝑦2
≈

𝐶𝑡
𝑥,𝑦+∆𝑦,𝑧

+ 𝐶𝑡
𝑥,𝑦−∆𝑦,𝑧

− 2𝐶𝑡
𝑥,𝑦,𝑧

∆𝑦2
 

𝜕2𝐶

𝜕𝑧2
≈

𝐶𝑡
𝑥,𝑦,𝑧+∆𝑧

+ 𝐶𝑡
𝑥,𝑦,𝑧−∆𝑧

− 2𝐶𝑡
𝑥,𝑦,𝑧

∆𝑧2
 

In order to reduce the computational cost of the simulations, we adapted the 3D model into a 

pseudo-3D model. The pseudo-3D model solves the diffusion equation in 2D but uses the 

clearance coefficient (𝜅) to account for diffusion in the z dimension to approximate 3D diffusion 

simulations. The value of 𝜅 was scaled by the diffusion probability (𝑝) for each pixel in the 2D 

SUSHI image. Since Equation 9 was solved for each pixel, the corresponding scaled 𝜅 to that pixel 

was used (Figure 21 E).  Thus, pixels with low pixel intensity (low diffusion probability) will present 

low escape in the z dimension (low 𝜅). 

 

Figure 21 Schematic representation of how the different model parameters are calculated. A) Representative 8-bit 
SUSHI image. B) Section of the SUSHI image of 3x3 pixels. Pixel intensities are displayed for each pixel. From the pixel 
intensity α can be estimated as the number of pixels above the threshold over the total number of pixels. C) Diffusion 
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probability (𝑝) array of 3x3 pixels, obtained after normalizing the pixel intensity.  D) Diffusion coefficient (D) array of 
3x3 pixels, obtained after multiplying the diffusion probability array by the free diffusion coefficient. From D, the 
average diffusion coefficient (Dav) and λ can be calculated. E) Clearance coefficient array of 3x3 pixels was calculated 
by multiplying the diffusion probability array by the clearance coefficient (κ). 

Boundary conditions 

In our model, we assumed an infinitely large space, so molecules can diffuse and escape at the 

edge of the image frame. We presumed that at the edge 90% of the arriving concentration 

escapes (Equation 14). This value was chosen by comparing our simulated data with the RTI 

measurements from Hrabětová 2007 [87]. After running simulations with different escape 

coefficients, the value that resulted in a smoother diffusion at the edges and better matched the 

RTI curves was selected.  

The concentration at the edge of the image is described by: 

Equation 14 

𝐶𝑡
1,𝑦,𝑧

= 𝑠𝑐 ∙ 𝐶𝑡−∆𝑡
2,𝑦,𝑧

 

Where 1 and 2 denote pixel indexes, and  𝑠𝑐 is the scape coefficient (𝑠𝑐 = 0.9). Equation 14 was 

solved for all the edges of the image in the 𝑥, 𝑦 and 𝑧 directions.  

In addition, the model considers diffusion around cellular structures and prevents accumulation 

of molecules in their boundaries. The concentration at the boundary of a cellular structure is 

described by Equation 15 and it applies for the three dimensions x, y, z.   

Equation 15 

𝜕2𝐶

𝜕𝑥2
≈

𝐶𝑡
𝑥+∆𝑥,𝑦,𝑧

− 𝐶𝑡
𝑥,𝑦,𝑧

∆𝑥2
                  𝑖𝑓𝐷𝑥−∆𝑥,𝑦,𝑧 = 0  

𝜕2𝐶

𝜕𝑥2
≈

𝐶𝑡
𝑥−∆𝑥,𝑦,𝑧

− 𝐶𝑡
𝑥,𝑦,𝑧

∆𝑥2
                  𝑖𝑓𝐷𝑥+∆𝑥,𝑦,𝑧 = 0  

                               
∂2C

∂x2
≈ 0                if Dx+∆x,y,z = 0 and  Dx−∆x,y,z = 0  

Matlab code and post-simulation analysis 

The computational model was programmed in Matlab R2019b.  We developed a user interface 

(UI) to adjust all the parameters of each simulation in a user-friendly way (Figure 22). The UI 

allows the user to select the desired image from the user’s folder and tune all the image 

parameters, such as pixel size, image dimensions, location of source point, etc. When the load 
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button is pressed the Matlab code runs a custom-built function (LoadImage.m), which loads the 

selected image into Matlab workspace, displays it in the UI, and calculates α for that image. Then 

the UI allows the user to introduce the simulation parameters (i.e. diffusion coefficient, time step, 

source duration) the source type and the saving options. Once the start button is pressed the 

simulation begins and Matlab code works as follows:  

1. The custom-built function LoadParam.m reads all the input parameters that the UI has 

previously introduced and converts all the units to SI units (international system units).  

2. The custom-built function SolveEquations.m solves the finite difference approximations 

of the diffusion equation (Equation 12 and  

3. Equation 13), either in 2D/pseudo-3D or in 3D using custom-built functions 

NumericalSolver2D.m and NumericalSolver3D.m respectively. These functions in turn use 

the Matlab for loop to solve the approximations iteratively in time.  

Once the simulation finishes, the user can save a video of the concentration dispersion over time 

by pressing the green play button. At the same time a set of time-lapsed images of the 

concentration dispersion is displayed (custom-built function SaveVideo.m).  

 

Figure 22 Matlab user interface (UI) of our SUSHI-based computational model. The UI allows the user to select the 
image from the user’s folder and tune all the image parameters. The chosen image and source point are display in 
the UI. The simulation parameters (Dfree, type of simulation, time step and duration of the simulation) are also 
defined by the user, as well as the source type. The user can choose the name of the file and start the simulation. 
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Once the simulation is finished a video and a set of time-lapsed images can be displayed. The estimated properties 
box displays the calculated α, λ and 𝐷𝑎𝑣  for each SUSHI image.  

The UI also allows to run several subsequent simulations at different source locations using the 

Multiple simulations window (Figure 23). To do so, the SolveEquations.m functions iterates the 

numerical solver (NumericalSolver2D.m) for each of the points in the source location file using 

again the Matlab for loop.  

 

Figure 23 Matlab user interface (UI) of our SUSHI-based computational model. The UI allows the user to perform 
several subsequent simulations at different source locations. The chosen image and source point file are displayed 
in the UI. The rest of the interface works as for a single simulation.  

The user interface further allows us performing all the presented post-simulation analyses. The 

analysis window (Figure 24) displays a menu with the different post-simulation analysis that the 

program can perform.  
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Figure 24 Matlab user interface (UI) of our SUSHI-based computational model, analysis window. Different post-
simulation analyses can be performed, such as display tensor-maps, measure diffusion curves, calculate the index of 
dispersion over distance (COV vs distance), etc.  

These include:  

• Tensor Map analysis. After running multiple simulations, we can analyze the preferred 

direction for diffusion at each source location and represent it with a tensor. Tensor maps 

are obtained using the custom-built tensormap.m function. 

For each simulation of diffusional spread we identified the most prominent direction of 

the diffusion pattern at the end of the simulation. To do so, we calculated the distance of 

each pixel in the diffusion cloud to the source point and identified the farthest pixel (red 

point, top Figure 25). Then a linear fit was performed to the diffusion pattern and the 

Pearson’s correlation coefficient (r) was measured for each simulation, which reported 

the goodness of the fit to the simulated data. Pearson’s coefficient gives a value between 

-1 and 1, where 1 (or -1) means a good fit and 0 indicates that the linear fit does not 

represent well the data sample.  For the purpose of our analysis we always used the 

absolute value of r.  As shown in Figure 25 A and B if the diffusion cloud presents some 

directionality, r will be greater than zero. The more directional the dispersion the greater 

the value of r. On the contrary, if the diffusion is very homogeneous, the goodness of the 

fit (r) will be close to zero (Figure 25 C).  Given that in general our simulations poorly fit a 
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line, we normalized Pearson’s correlation coefficient with respect the highest r of the 

whole tensor map. Then, we assigned a vector from the source point towards the farthest 

point with a corresponding direction (angle) and magnitude. To account for the goodness 

of the fit, and therefore the strength of the directionality, we scaled the magnitude of the 

vector by the normalized Pearson’s coefficient. In this way if the diffusion pattern is very 

homogeneous, the magnitude of the tensor would be almost zero (bottom Figure 25 C).  

 

Figure 25 Preferred direction calculation. Individual SUSHI-based simulations of single vesicle glutamate release in 
the brain ECS are represented in each image. The three simulations in A, B and C were performed at different 
locations in the same SUSHI image. The red point represents the farthest point of the diffusion pattern from the 
source location. The black discontinuous line represents the linear fit of the concentration pattern. The Pearson 
correlation coefficient (r) is display for each image (A, B, C top images). The pink arrow corresponds to the tensor 
indicating direction and magnitude of the spread. The magnitude of the tensor is scaled by the normalized Pearson 
correlation coefficient (rnorm), (A, B, C bottom images). 

• Diffusion curves. This analysis provides the concentration profile over time measured for 

16 different points located at a distance from the source specified by the user.  

• Compare Models. This analysis overlaps the diffusion curves of simulations from different 

models (i.e. pseudo-3D vs 3D). 
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• Compare Molecules. This analysis overlaps the diffusion curves of simulations using 

different molecules (i.e. different diffusion coefficients). 

• [C] vs distance. Displays how the concentration profiles changes with distance at a 

selected time point.  

• COV vs distance. This analysis calculates the index of dispersion of the concentration 

profile at different distances.  
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Results  

Simulations vs published data 

Many computational models use real time iontophoresis to experimentally validate their 

simulations. As a first step to verify that our computational model is working properly, we 

compared RTI measurements of TMA+  both in agar and in brain parenchyma from Hrabětová 

2007 [87] against our simulated data. To do so, we simulated released of TMA+ by an 

iontophoretic source with a current pulse of 100 nA during 50s and the subsequent diffusion in 

3D during 120 s in free diffusion medium and in live brain ECS, to replicate the same experimental 

conditions as used experimentally by Hrabětová. To simulate free diffusion, a white image with 

tortuosity (λ) and ECS volume fraction (α) equal to 1 was used, as experimentally observed in the 

literature in agar experiments. Diffusion in live brain ECS was simulated using a SUSHI image with 

values for λ and α similar to those reported by Hrabětová, (SUSHI image: λ=1.6, α=0.22, RTI: 

λ=1.6, α=0.23). In addition, Hrabětová reported a measured diffusion coefficient of 1.25 10-9 m2/s 

and a clearance of 0.0095 s-1, so we used those same values as diffusion coefficient (D) and 

clearance coefficient (κ) in Equation 9. Both images, free diffusion and SUSHI image-based 

diffusion, were 100x100x10 pixels with an imposed field of view size of 750x750x750 µm. As a 

result, Figure 26 A shows the simulated concentration patterns of TMA+ at different time points 

in the middle z-plane in agar (top) and in live brain ECS (bottom). Then, we measure the 

concertation over time at 16 different concentric points at distance of 120 µm from the source, 

as in Hrabětová. As shown in Figure 26 B, our simulated data, represented as mean (red line) + 

standard deviation (SD, shadow), closely matched the RTI curves from Hrabětová, though with a 

slightly slower recovery at the end of the iontophoretic pulse.   

 

Figure 26 Simulations vs literature RTI measurements from Hrabetová 2007 [87]. A) Representative simulations of 
TMA+ released by an iontophoretic source (100 nA during 50s) and its spread during 120 s both in agar (top) and in 
brain (bottom). Scalebar 200 µm and color bar from 0.01 to 10 mM. B) TMA+ concentration profile over time both in 
brain and agar measured at 120 µm from the source. The iontophoretic pulse lasted 50 s. The TMA+ simulated data 
is represented as mean (red line) + SD (shadow) against the RTI curves from Hrabětová 2007 [87]. 
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In addition, we compared our simulations with published simulations of iontophoretic release 

and diffusion of different sized molecules: TMA+, dextran 3.000 Daltons (Dex3k), bovine serum 

albumin (BSA) and dextran 70.000 Daltons (Dex70k) with reported diffusion coefficients of 1.2, 

0.23, 0.083, 0.038  10-9 m2/s  respectively (Nicholson 2001 [85]). We simulated released of those 

different molecules at a rate of 4 10-6 mol/s during 50 s and their diffusion in 3D during 400 s in 

agar, live brain ECS, and in live brain ECS considering uptake of molecules by cells, to replicate 

the same conditions as in the simulations reported by Nicholson. To simulate diffusion in agar 

and in live brain we used the same images as in Figure 26 A (estimated λ=1, α=1 and λ=1.6, 

α=0.22, respectively). Nicholson reported α=0.2 and an average λ=1.6 for TMA+ and λ=2 for bigger 

molecules in live brain parenchyma.  To simulate diffusion in live brain with uptake of molecules 

we used a clearance coefficient, κ = 0.005 s-1, as the one used by Nicholson.  

 

Figure 27. Original simulations vs published simulated data from Nicholson 2001 [85]. A) Original simulated release 
(left) and diffusion (right) of TMA+(red), Dex 3k (green), BSA (blue), Dex 70k (orange) after 50 s. Diffusion was 
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simulated in agar (top), brain ECS (middle) and in brain ECS considering also uptake of molecules (bottom). Scalebar 
200 µm and color bar from 0.1 to 10 µM. B, C, D) Concentration profiles over time measured at 100 µm from the 
source in agar, brain and brain + uptake respectively. The original simulated data for TMA+(red), Dex 3k (green), BSA 
(blue), Dex 70k (orange) is represented as mean (line) and SD (shadowed) against the published simulated data 
(black) from Nicholson 2001 [85]. 

Figure 27 A shows the simulated concentration patterns of the different sized molecules (TMA+, 

Dex3k, BSA and Dex70k) at the time of release (0 s) and after 50 s in agar (top), live brain ECS 

(middle) and live brain ECS with uptake (bottom).  To compare our simulations with the published 

data, we measured the concentration over time at 16 different concentric points at 100 µm from 

the source, as reported in Nicholson 2001. While the simulated data matched the published 

simulations in all the scenarios for small molecules (TMA+ and Dex3k), our simulations failed to 

describe the concertation profiles observed for bigger molecules, as show in Figure 27 B-D. In 

fact, our model showed a faster diffusion profile for bigger molecules such us BSA and Dex70k. 

3D vs Pseudo 3D model 

We built a computational model of diffusion that works both in 2D and 3D. In order to improve 

the applicability to biological scenarios of the simulations, we developed a pseudo-3D model that 

solves the diffusion equation (Equation 9) in 2D but considers escape of molecules in the z-axis 

through the clearance coefficient (κ). To test our pseudo-3D model, we simulated glutamate 

spread over a period of 2 ms after modelled single vesicular release in the live brain ECS using 

both the 3D and pseudo-3D model. Recent estimates of the number  of glutamate molecules per 

synaptic vesicle are around 7000-8000 molecules [89], [90] and previous models have used 

120nm wide 20 nm tall disk as an approximation for the synaptic cleft volume [83]. Thus, we have 

calculated a point release of 4200 molecules in 2.7·10-4 µm3 during 0.2 ms for the simulations 

that required single vesicular release of glutamate. For both simulations a SUSHI image of a 

labeled dendritic segment and the surrounding ECS was used (estimated λ=1.78, α=0.27).  For 3D 

simulations we used a SUSHI z-stack of 300x300x10 pixels with a field of view size of 9x9x3 µm, 

pseudo-3D simulations used just one frame of the 3D z-stack (the middle plane). Figure 28 A 

displays the resulting glutamate spread over time in live brain tissue using the 3D model (top) 

and the pseudo 3D model (bottom, κ = 900 s-1). Again, to compare both models, we measure the 

concentration over time at 15 different concentric points (dotted circle in Figure 28 A) at a 

distance of 1 µm from the source. Figure 28 B and C show the individual concentration profiles 

for each of the 15 points. The difference between each of the individual profiles was estimated 

as shown in Figure 28 D. As a result, the pseudo-3D model faithfully describes the 3D 

concentration profile but with much less computational cost, as it is shown by the compared 

concentration profiles and their difference in Figure 28 E and F respectively (represented as mean 

+ SD).  
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Figure 28. 3D vs pseudo-3D model. A) 3D (upper) and pseudo-3D (bottom) simulations of glutamate spread over 2 
ms after single vesicular release of glutamate. Scalebar 2 µm and color bar from 0.1 µM to 10 mM. The dotted circle 
represents the distance at which the concentration profiles where measured. B, C) Individual concentration profiles 
measured at 15 points at 1 µm from the source, for the 3D and pseudo-3D simulations respectively. D) Residual 
individual profiles corresponding to the difference between the 3D and pseudo-3D individual profiles. Note that the 
range in y-axis is different. E) 3D and pseudo-3D concentration profiles represented as mean (line) and standard 
deviation (SD, dotted line). F) Residual profile corresponding to the difference between 3D and pseudo-3D individual 
profiles represented as the mean (gray line) and SD (shadow). 
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Predictions about ECS diffusion 

Osmotic challenge effect on extracellular concentration 

First, we investigated how expansion of the live brain ECS, caused by hyperosmotic conditions, 

affects the diffusion of glutamate at different source locations. GABAergic synapses are 

commonly formed on dendritic trunks or somatas, and in these areas, we see in the SUSHI images 

that there are usually larger extracellular spaces; at least in organotypic slices. Thus, after a 

hyperosmotic challenge we expect to have a higher dilution effect in the concentration of 

transmitters close to somatic areas, and therefore conceivably higher impact on the GABAergic 

tonic inhibition. To test our hypothesis, we used previously published SUSHI images obtained 

before and after increasing the osmolarity a 27 % (from 300 mOsm to 380 mOsm) from Tønnesen 

et al. (2018), [21]. We used the NormoOsmolar (with estimated λ=1.67, α=0.32) and 

HyperOsmolar (with estimated λ=1.46, α=0.49) SUSHI images to run simulations of single 

vesicular release of glutamate at different locations in them. Both images were 450 x 450 pixels 

with a field of view of 54 x 54 µm. The spread of glutamate was simulated over 3 ms for all the 

source locations (Figure 29 A-C). In order to evaluate the effect of the brain ECS expansion on the 

diffusion of glutamate, we measured the concentration profiles at 16 different points at 2µm 

from the source point for the NormoOsmolar and HyperOsmolar SUSHI images (Figure 29 D, 

represented as mean + SD). This figure shows that, at 2 µm from the source, ECS expansion 

facilitates the diffusion of transmitters so the concentration raises faster than in NormoOsmolar 

conditions. However, after a few milliseconds, the concentration starts to be higher at 2 µm from 

the source in the NormoOsmolar condition as its spread is more constrained (Figure 29 E). 

Together, Figure 29 D and E show that, close to somatic areas where we can find large ECS 

volumes (Sources A and B), glutamate diffusion is enhanced and the concentration of 

transmitters at 2 µm from the source is increased for a while in Hyperosmotic conditions. 

However, in regions where the ECS is more constrained (Source C), hyperosmotic conditions 

briefly enhance the diffusion of neurotransmitters in the brain neuropil, but actually the dilution 

effect is stronger (Figure 29 D and E, Source C). Closer to the source, at 0.5 µm, very fast the 

concentration of the neurotransmitter is diluted in hyperosmotic conditions by a factor between 

1.5 and 2 for the three source locations (Figure 29 F and G). At 0.5 µm from the source, the 

dilution effect is still slightly stronger in regions where the extracellular compartment is more 

constrained (Source C).  

Altogether, these results suggest that the dilution effect of ECS expansion during hyperosmotic 

challenge will be greater in regions where the ECS is more constrained by cellular or ECM 

structures.   
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Figure 29. ← Starts in previous page. A, B and C) Simulations of glutamate spread over 3 ms after single vesicular 
release of glutamate at three different source locations A, B and C respectively. Simulations were run in a SUSHI 
image of the live brain ECS under NormoOsmolar (top image) and HyperOsmolar conditions (bottom image). 
Scalebar 5 µm. Color bar represents glutamate concentration from 0.1 µM to 10 mM. SUSHI images were borrowed 
from Tønnesen et al. 2018, [21]. D) Glutamate concentration profiles over time measured at 16 points at 2 µm from 
each of the source location (A: X = 315, Y = 250; B: X = 300, Y = 300; and C: X = 170, Y = 300) in NormoOsmolar (gray) 
and HyperOsmolar (blue) conditions. Data is represented as mean (line) + SD (shadow). E) Glutamate concentration 
ratio at 2 µm from each source location. Glutamate concentration in NormoOsmolar conditions over the 
concentration in HyperOsmolar conditions for each source location A, B and C. Data is represented as mean (line) + 
SD (shadow). F) Glutamate concentration profiles over time measured at 16 points at 0.5 µm from each source 
location (A, B and C) in NormoOsmolar (gray) and HyperOsmolar (blue) conditions. Data is represented as mean 
(line) + SD (shadow). G) Glutamate concentration ratio at 0.5 µm from each source location. Glutamate 
concentration in NormoOsmolar conditions over the concentration in HyperOsmolar conditions for each of the 
source locations A, B and C. Data is represented as mean (line) + SD (shadow). 
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Synaptic crosstalk 

The next step was to apply the diffusion model to investigate if the ECS nanoscale morphology 

shapes diffusion of released neurotransmitters and if it imposes a directionality to modify 

signaling. To test our hypothesis, we simulated single vesicular release of glutamate onto a post-

synapse on a dendritic spine in three different scenarios: in a SUSHI image of the dendritic 

segment with its surrounding ECS (SUSHI, estimated λ=1.58, α=0.27), in an image of the dendritic 

segment with homogeneous background instead of actual ECS structures (Auto-effect, λ=1.58, 

α=0.27) and a completely homogeneous background image with neither dendrite nor ECS 

(Homogenized ECS, λ=1.58, α=0.27). All the images were 300x300 pixels with a field of view size 

of 9x9 µm. The spread of glutamate was simulated over 3 ms in all the scenarios (Figure 30 A). In 

order to evaluate the effect of the brain ECS geometry on the diffusion of glutamate and synaptic 

crosstalk, we measured the arriving concentration at the locations of the neighboring spines of 

the dendritic segment (measuring points A and B in Figure 30 B and C) for the three scenarios. 

Presumably these neighboring spines will harbor other synapses. Thus, spillover from the release 

point would potentially alter the concentration at these neighboring synapses A and B leading to 

synaptic crosstalk. Our results show that the concentration arriving at the neighboring spine A is 

almost 700 times bigger in the homogenized ECS than in the SUSHI scenario, while is only 15 

times bigger in the Auto-effect case (Figure 30 E and F). Notably, the concertation reaching 

neighboring spine B in the SUSHI case is almost 20 times less of what we observe in the 

Homogenized ECS, and nearly half of what we see in the Auto-effect scenario (Figure 30 G and 

H). Taking a closer look to the SUSHI scenario, we can observe that it predicts a directional 

glutamate spread towards spine B, while almost no spillover reaches spine A (Figure 30 E and G). 

Our simulations show that actually the glutamate concentration reaching spine B is 80 times 

greater than that reaching spine A in the SUSHI scenario, while in the auto-effect and 

homogenized cases this difference is gentler (Figure 30 B). As expected glutamate spread in the 

homogenous ECS has no preferred direction, so the higher concentration reaching spine B is just 

due to the fact that spine B is closer to the source point than spine A. As a result, our model 

predicts that homogenized ECS models using volume-averaged parameter will display faster and 

more intense diffusion profiles and are not capable of reporting differences in spread 

directionality. Regarding the auto-effect scenario, it shows diffusion profiles closer to the ones 

observed in the SUSHI scenario. Still glutamate spread towards both spines is quite balanced, 

Figure 30 B shows that the concentration reaching spine B is just around 15 times greater than 

the glutamate concentration arriving to spine A. Actually, compared to the homogenized ECS and 

bearing in mind that spine B is closer to the source, the auto-effect scenario predicts an enhance 

glutamate spread towards spine A. Altogether these predictions suggest that the structural 

information provided by the dendritic segment is not sufficient to capture the directionality that 

the ECS nanoscale geometry imposes.    
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Figure 30.  Synaptic crosstalk. A) Simulation of glutamate spread over 3 ms after single vesicular release of glutamate 
in 3 scenarios: in a SUSHI image (green), in a dendritic segment (pink) and in the homogenized ECS (orange). Images 
are 300x300 pixels. SUSHI images were borrowed from Tønnesen et al. 2018, [21]. B) Ratio of the arriving glutamate 
concentration at spine B over the arriving concentration at spine A for the three scenarios. C, D) Representative 
images of the glutamate spread showing the release point (X = 160, Y = 180) and the measuring points A (X = 70, Y = 
160) and B (X = 225, Y = 160) respectively for each of the scenarios (SUSHI, Auto-effect, Homogenized ECS). E, G) 
Measured concentration over time at the spines A and B respectively, for each of the scenarios SUSHI (green), Auto-
effect (pink) and Homogenized (orange). F, H) Ratio of Auto-effect and Homogenized concentration profiles over the 
SUSHI concentration profile for both spines A and B respectively. Scalebar 2 µm. Color bar from 0.1 µM to 10 mM. 



 

 

76 

Index of variation over distance 

To test how the nanoscale geometry of the ECS shapes the dispersion of molecules at different 

distances from the source, we ran simulations of single vesicle release of glutamate and its spread 

over 2 ms in four different SUSHI images of the live brain ECS (Figure 31 A and B). Images in A 

were 400x400 pixels with a field of view size of 12x12 µm, borrowed from Tønnesen et al. 2018 

[21]. The images in A had a calculated λ=1.6, α=0.44 (top) and λ=1.54, α=0.31 (bottom). Images 

in B were obtained in our lab and they were 500x500 pixels with a field of view size of 33x33 µm 

(λ=1.66, α=0.32 and λ=1.61, α=0.31 for the top and bottom images in B, respectively). To account 

for the dispersion of molecules we used the index of dispersion (also known as relative variance), 

which reports how far a set of values are spread out from the mean.  In order to estimate the 

index of dispersion of glutamate in each case, first we measured the concentration at time 2 ms 

at 16 different concentric points at different distances (see white concentric circles in Figure 31 

A): 0.2, 0.5, 1, 2, 3 and 5 µm for images in A, and 0.5, 1, 2, 3, 5 and 7 µm for images in B. Then, 

for each point at a given distance we measured the index of dispersion of that point as follows: 

Equation 16 for a given point x, y at a given distance. 

𝐼𝑛𝑑𝑒𝑥 𝑜𝑓 𝑑𝑖𝑠𝑝𝑒𝑟𝑠𝑖𝑜𝑛 =
(𝐶𝑥,𝑦 − 𝐶𝑚𝑒𝑎𝑛)2

𝐶𝑚𝑒𝑎𝑛
 

Were 𝐶𝑥,𝑦 is the concentration at a given point at a given distance and 𝐶𝑚𝑒𝑎𝑛 is the average 

concentration of all the points at the same distance from the source.  

For each simulation in Figure 31, the indexes of dispersion were normalized by dividing by the 

highest index of dispersion value. As a result, Figure 31 C shows that in the four simulations, the 

index of dispersion decreases with distance. As glutamate is released, very quickly (at 0.5 µm 

distance) molecules will hit obstacles in some directions but not others. Then as we move a few 

µm away from the release source particles will start finding obstacles in the other directions as 

well. Thus, the concentration pattern is smoothened and the index of dispersion decreases in the 

ECS. When particles reach big cellular structures, they will again impose a directionality to the 

diffusion pattern at larger scales.  In this scenario, we will observe a high index of dispersion at 

further distances from the source (2-3 µm), as shown in Figure 31 C (corresponding to top B 

image).  
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Figure 31. Index of dispersion over distance. A) Simulations of glutamate spread over 2 ms after single vesicular 
release of glutamate in two different fields of view. Scalebar 4 µm and color bar from 10-5 to 10 mM. Dotted white 
concentric circles represent the radiuses at which the index of dispersion was estimated: 0.2, 0.5, 1, 2, 3 and 5 µm. 
SUSHI images were borrowed from Tønnesen et al. 2018, [21]. B) Simulations of glutamate spread over 3 ms after 
single vesicular release of glutamate in two different SUSHI images. Scalebar 10 µm and color bar from 10-5 to 10 
mM. Dotted white concentric circles represent the radiuses at which the index of dispersion was estimated: 0.5, 1, 
2, 3, 5 and 7 µm. C) Normalized index of dispersion of the glutamate concentration measured at 16 concentric points 
at different radial distances from the source point, in each the fields of view.  
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Glutamate Spread 

A recent study (Matthews 2022) has put focus in understanding glutamate spread between 

synapses in the brain neuropil [91]. In this publication, glutamate spread is analyzed optically 

after its release in hippocampal mouse brain slices using glutamate uncaging or actual synaptic 

glutamate.  Matthews, reports that glutamate can spread and activate synaptic receptors within 

a neighborhood of 2 µm.  We wanted to use our model to learn more about how perisynaptic 

ECS geometry may shape such extracellular synaptic crosstalk, and if indeed ECS geometry is 

involved in shaping crosstalk.  To do so, we simulated single vesicular release of glutamate and 

its spread over 2 ms in a homogenized ECS image with λ=1.58, α=0.27. We ran simulations with 

different extracellular basal glutamate concentrations of 0.1, 1 and 10 µM, as reported from 

different animal models and brain regions [92]–[95], (Figure 32 A). Figure 32 B shows the 

glutamate concentration profile over time and distance for the different basal concentrations. In 

order to assess the range of glutamate spread, we identified where the concentration was above 

a 5% over the basal concentration (white lines, Figure 32 C) for different distances from the 

source (0.2, 0.5,1 ,2 and 4 µm). Our results showed that at 4 µm glutamate concentration falls 

below the 5% of the basal concentration for the 1 and 10 µM scenarios, but for the 0.1 µM basal 

concentration the concentration was still slightly above the 5% threshold.  These model results 

suggest that for physiological values of basal glutamate concentration, glutamate would have a 

> 5 % effect only at distances below 4 µm, in excellent agreement with Matthews results [91]. 
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Figure 32. Glutamate spread. A) Simulations of glutamate spread for different ambient concentrations of glutamate: 
0.1 µM (upper), 1 µM (middle) and 10 µM (bottom). The simulations ran for 2 ms after single vesicular release of 
glutamate in and homogenized ECS with a volume fraction of 0.27 and tortuosity of 1.58. Scalebar 2 µm and color 
bar from 10-4 to 100 mM. B) 2D glutamate concentration profile, the glutamate concentration (colormap) is 
represented against the distance to the source and the time for the different glutamate ambient concentrations: 0.1 
µM,1 µM and 10 µM. C) 3D glutamate concentration profiles, the glutamate concentration is represented in 3D 
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(colormap) against the distance to the source and the time for the different ambient concentrations. White lines 
represent the concentration above 5% the ambient concentration.  

Tensor-maps 

Anisotropy both in the morphology of the ECS and in the diffusion of particles within the live ECS 

has been observed at macro-scales using RTI and IOI methods [7], [14]–[16].  We hypothesize 

that diffusion in the microscale live ECS will be also anisotropic. Super-resolution shadow imaging 

shows that the microscale morphology of the live ECS can be very directional in some areas, such 

as along dendrites or axonal processes. Thus, our goal is to investigate whether diffusion is also 

anisotropic in the microscale and what is the scale and variability of this directionality.  

To investigate the scale and variability of the directionality in the microscale live ECS, we ran 

multiple subsequent simulations of single vesicular release of glutamate and its spread over 100 

µs at hundreds of different source point in two SUSHI images (Figure 33).  The SUSHI image 

displayed in Figure 33 A was 400 x 400 pixels with a field of view size of 75 x 75 µm (λ = 1.87, α = 

0.22). SUSHI image B was 400 x 320 pixels with a field of view size of 50 x 40 µm corresponding 

to the yellow dashed rectangle in Figure 33 A at higher resolution (λ = 1.6, α = 0.16).  For each 

simulation of glutamate spread we identified the most prominent direction of the diffusion 

pattern after 100 µs, and we assigned a vector to that direction with a corresponding direction 

(angle) and magnitude. Details about how these tensor-maps were obtained are explained in the 

Materials & Methods (Matlab code and post-simulation analysis) section. 

Figure 33 A shows that most of the tensors present a strong directionality impose by the 

surrounding ECS nanoscale geometry, suggesting that as soon as a neurotransmitter is released 

in the ECS its diffusion will be anisotropic towards the regions offering less resistance to diffusion. 

Also, it can be appreciated that there is no overall preferred directionality, the general tensor 

direction seems quite random.  

Taking a closer look to the ECS structure, we observed that there is strong directionality in some 

areas, such as along the dendrites or around cell somata (yellow rectangles Figure 33 B). 

However, in regions were the ECS is much more homogeneous our tensor map looks random, as 

shown  Figure 33 B (green rectangle).  
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Figure 33. ← Previous page. Tensor-map. A) Tensor distribution of 961 source points in a SUSH image (400 x 400 
pixels) of the live brain ECS with estimated λ = 1.87 and α = 0.22. Scalebar 10 µm. The yellow rectangle corresponds 
to the field of view shown in B. B) Tensor distribution of 771 source points in a SUSH image (400 x 320 pixels) of the 
live brain ECS with calculated λ = 1.6 and α = 0.16. Scalebar 5 µm. In both images A and B arrows correspond to the 
principal direction at each source point. The origin of each arrow corresponds to the source location. Arrows are 
scaled 1.5:1. 
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Discussion 

The goal of this second part of the thesis was to develop a new and innovative computational 

model based on super-resolution shadow images, and to show its potential to investigate the 

role of the nanoscale geometry of the live brain ECS on volume transmission.  

We consider that this computational model of diffusion in the brain ECS provides numerous 

advantages compared to existing state-of-the-art modelling methods. Firstly, compare to the 

more common and conventional methods used to study diffusion, such us real time 

iontophoresis (RTI) and integrative optical imaging (IOI) [13], [14], [71]–[74], SUSHI-based 

modelling provides nanoscale visualization and simulation of diffusion. Secondly, our model is 

the only one to utilize actual ECS geometries from live tissue imaging, and therefore expectedly 

will come closer to reporting the ground truth and the true physiological variability in diffusional 

properties of the ECS. Most of the existing models used to investigate diffusion at different spatial 

and temporal scales are based on artificial ECS structures [78], [79]. While these artificial ECS 

based models might be sufficient to study average diffusional properties over large distance, they 

fail to predict diffusion locally, and they are blind to the key physiological variability that exists in 

the brain neuropil.  It is true that electron microscopy (EM) reconstructions overcome this 

limitation as they provide sub-micron resolution of the neuropil. However, they require tissue 

fixation that is associated with fixation artifacts that alter ECS geometry and the ECS volume. 

Although the cryo-fixation technique seems to preserve better the ECS structure than the 

traditional chemical fixation, it has not yet been compared to live tissue slices [82]. In this regard, 

SUSHI-based modelling uses sub-micron ECS structural information from live brain slices. It is 

worth mentioning that, so far, all the computational models based on real microscopy images 

threshold and binarize the images they use. As a result, these images either use low threshold 

values considering just big obstacles and missing microscale structural information. Or they use 

high threshold values resulting in highly restrictive geometries to diffusion. On the contrary, 

SUSHI images use the whole bit depth of the images and as a result macroscale structures are 

not at odds with preserving nanoscale structural information. Thus, the bigger the bit depth of 

the SUSHI images we use, the finer the difference we can find in diffusion patterns.  

Recent approaches, like single-walled carbon nanotube tracking (SWCNTs), also provide maps of 

local ECS diffusion with nano-scale resolution in acute brain slices, though they are more limited 

in the ECS geometric information they provide [24]. Further, the SWCNT approach is limited to 

study diffusion of particles over few microns as particles get trapped and do not diffuse freely in 

the ECS. Thus, another advantage of the computational model proposed, is that it allows 

simulation of diffusion at different spatio-temporal scales. SUSHI-based modelling can be used 

to predict diffusion of neurotransmitters around individual dendritic spines (few microns) or to 

model diffusion over large spaces (hundreds of microns).  Other strong points of our 

computational model include the straightforward possibility of performing 3D diffusion 

simulations using z-stacks of SUSHI images. Given that 3D modelling requires a high 

computational workload, we have developed a pseudo-3D model to account for diffusion in the 
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z-direction while preserving the efficiency of 2D simulations.  Also, the model can accept any free 

diffusion coefficient and thus model different sized particles.  

Interestingly, our predictions about the index of dispersion of molecules over distance show that 

close to the source point molecules very quickly hit an obstacle in one direction but not in the 

others, resulting in high variability of the molecular distribution. But, beyond a few microns 

everything is smoothen. Moreover, our simulations to assess synaptic crosstalk in different 

scenarios suggest that the nano-scale structure of the live brain ECS will have huge impact in cell 

signaling over short distances. Taken altogether, the most important strength of our 

computational model is its ability to capture the diffusion of a single vesicular release of 

neurotransmitters, where the dispersion of molecules is highly heterogeneous and the impact on 

synaptic crosstalk is greater.   In line with this, the tensor maps obtained also suggest strong 

directionality in the diffusion of neurotransmitters towards regions of the ECS offering less 

resistance to diffusion. Our model predicts that this directionality is mainly imposed by the ECS 

structure, as appreciated by the strong directionality close to the dendrites and cellular bodies, 

while in areas with a less defined ECS geometry the direction of diffusion looks random. Another 

key point of SUSHI-based modelling is that it allows us to investigate how changes in ECS volume 

affect the diffusion of transmitters in the live brain parenchyma with submicron resolution. For 

the first time we simulated diffusion of glutamate before and during ECS expansion caused by 

hyperosmotic stress in real images of the live brain ECS. Our predictions suggest that ECS swelling 

due to hyperosmotic stress will have a stronger dilution factor in regions where the ECS is more 

constrained, and therefore it will have higher impact on cellular signaling in these areas.  These 

experiments further confirm that that a hyperosmotic challenge expands the ECS also around 

neural somata, which supports our finding that a similar challenge in acute brain slices lowers 

tonic GABAergic inhibition by presumed volume dilution of synaptically released GABA. 

SUSHI-based modelling also presents some limitations. On one hand, SUSHI live imaging is 

constrained by the molecular labeling options, the tissue volumes we can address and the sample 

type, since currently the technique is only applicable in organotypic tissue slices. Consequently, 

visualization and quantification of tissue organization from regional to single synapse level is not 

straight-forward. Recently developed technology, Comprehensive Analysis of Tissues across 

Scales (CATS), overcomes this limitation providing an integrated labelling, optical imaging and 

analysis platform to investigate tissue architecture, subcellular morphology and molecular 

interactions in their structural context [96].  To visualize cellular structures down to the single-

synapse level, CATS uses SUSHI imaging in fixed tissue.  

On the other hand, although our simulations closely match published RTI data in live brain ECS 

and free medium we observed a slightly slower recovery at the end of the iontophoretic pulse. It 

is true that RTI measurements only considers a few measuring points and based on our 

simulations we would expect to have large variation between the different measuring points, and 

this could explain our differences. This makes it difficult to compare our simulations with RTI 

data. Also, while our simulations of diffusion for small molecules are in line with the published 
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simulated data from Nicholson 2001 [85], simulation of bigger molecules resulted in faster 

diffusion than the  published data. However, the published simulations imposed different values 

of λ for the different molecules, while or simulations were performed in the same field of view 

with the same reported λ for all the molecules. Different computational models use different 

parameters and geometries that, at the end, make it very difficult to compare the data obtained, 

what brings us to our next point. We have not yet validated the computational model against 

real experimental data, which is the only way to corroborate that our predications hold true, and 

which we plan to do.  

Regarding future directions of SUSHI-based modelling, our model has the potential to accept 

time-lapse SUSHI images and thus perform 4D simulations to study how the dynamics of the ECS 

nano-scale structure affect diffusion and synaptic communication.  

Finally, with all these ideas in mind, we believe that SUSHI-based modelling is a powerful 

technique that can provide new insights into the role of the sub-micron structure of the live brain 

ECS in shaping the diffusion of transmitters, and as a result, shaping cellular signaling.   
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Conclusion 

To conclude this part, we have developed a novel computational model of diffusion in the live 

brain nanoscale ECS.  

The model was first tested against published RTI measurements in live brain ECS and in free 

diffusion medium from Hrabětová 2007. Our simulations predicted the RTI diffusion curves for 

TMA+ both in free medium and in brain ECS, although the decay in our simulations was slightly 

slower. Then the model was compared against published simulations for different sized 

molecules from Nicholson 2001 [85], [87]. Our simulations of diffusion of big molecules, such as 

BSA and dextran 70K, lead to faster diffusion patterns than the published ones. With this in mind, 

we can conclude that though these comparisons helped us to verify that our simulations are in 

line with published data of diffusion in brain ECS and free medium, they are not enough to 

validate it. So future steps will be focused on further validating the model against experimental 

diffusion measurements in live brain slices using SUSHI technique.  

The SUSHI-based model proposed, works both in 2 (x, y) and 3 (x, y, z) dimensions. In addition, 

we proposed a pseudo-3D computational model capable of simulating the diffusion observed in 

3D but with the efficiency of a 2D computational model.  

The work presented in this section shows that our SHUSHI-based model has great potential to 

investigate diffusion in the live nano-scale ECS. Our predictions on synaptic crosstalk suggest that 

the ECS submicron geometry in live tissue shapes the diffusion of neurotransmitters and imposes 

a directionality. In fact, the ECS structure not only affects diffusion of neurotransmitters in terms 

of intensity but also in terms of speed. Moreover, our simulations show that the ECS sub-micron 

geometry has huge impact in the dispersion of molecules. Close to the source (less than 1 μm), 

molecules very quickly hit an obstacle in one direction but not in the others, resulting in high 

variability of the concentration distribution. Few microns away from the source everything is 

smoothen, as particles will start finding obstacles in the other directions as well, and the 

variability decreases.  

In addition our glutamate spread simulations for different extracellular basal concentrations of 

glutamate are in excellent agreement with Matthews et al. 2022 [91]. 

All together we conclude that, we have developed an innovative computational model based on 

SUSHI images to understand local microscale diffusion of transmitters in the live brain ECS. The 

key aspect of SUSHI-based modelling is its ability to simulate diffusion on local nano-scale regions 

were the variability of the molecular dispersion and the impact on synaptic communication are 

the most significant. Thus, we conclude that computational modelling based on SUSHI images 

from the live brain ECS provides new opportunities to investigate how microscale diffusion 

around individual cellular structures shapes synaptic crosstalk.  
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GENERAL CONCLUSION 

We set out to identify putative functional roles of the ECS structure in shaping signaling in the 

brain neuropil.  

We first took an experimental approach to prove that varying ECS structure globally can impact 

volume transmission in the form of tonic GABAergic inhibition, and that this occurred 

independently of synaptic GABA release or membrane properties of the postsynaptic neuron. 

This novel regulation mechanism is independent and complementary to existing regulation 

mechanisms that take into account primarily release mechanisms, e.g. release frequency and 

quantal size, as well as receptor numbers and states. Astrocytes also play a role, though in the 

hippocampal circuit that we worked with, tonic inhibition mainly drives from synaptic spill-over. 

It is notable that investigating strictly cellular functional properties in the context of 

hyperosmotic ECS volume expansion, these would not change and the observed change in tonic 

inhibition would go unexplained. Indeed, the combination of patch-clamp electrophysiology to 

measure both synaptic and tonic GABAergic signaling was crucial for our experiments, as it 

allowed us to rule out alteration in synaptic GABA release as a contributing factor in our results. 

The observation that ECS dynamics may functionally alter signaling has major putative 

implications for how we understand signaling and circuits. This becomes clear from considering 

the common physiological structural dynamics that occur in response to cellular signaling, as well 

as those occurring over the glymphatic system diurnal rhythm. And our findings are likely to be 

general and valid also for other volume transmitters, which will be interesting to explore. 

Another highly interesting aspect is that ECS regulation of signaling constitutes a way for cells 

and circuits to communicate beyond synaptic connections, i.e. inter-circuit signaling that may be 

important for integrative function of the brain. It is also notable that ECS regulated volume 

transmission occurs on much slower time scales than synaptic signals, which may be important 

for understanding the temporally more extended manifestations of circuit signaling, such as 

behavior and consciousness.  

To look beyond the global roles of the ECS in regulating signaling, in the second part we took a 

computational modeling approach to understand how the perisynaptic ECS may regulate 

glutamatergic synaptic crosstalk. Little is known about glutamatergic crosstalk via the ECS, and 

whether it plays a role in signaling. 

Our modelling efforts found that the ECS can have a dramatic impact on spillover, so that 

neighboring synapses at equal distance to a common source synapse may see manifold different 

concentrations of spilled glutamate, and at different time points. It appears that ECS structure is 

indeed directly a requirement for credibly predicting such synaptic crosstalk. While we have not 

touched upon the functional consequences of the predicted levels of crosstalk in this thesis, this 

is an essential aspect in our agenda. Though given the on average 0.5 micron distance between 

synapses in some areas, and thus conceivably much smaller in some cases, it appears more than 
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likely that crosstalk can modulate circuit activity by activating neighboring synapses on the same 

and different neurons. This may also have implications for synaptic plasticity, and here it is 

interesting to note that induction of plasticity on one spine will impact the ability of neighbors to 

undergo plasticity, which has conventionally been explained through intra-cellular mechanisms 

and competition for resources [97]. In the context of plasticity, it will be interesting to look also 

at other molecules and glutamate, including neuromodulators such as neuropeptide Y, dopamine 

and others. 

Overall, we have shown that the ECS is a likely impactful regulator of signaling at two extreme 

spatio-temporal cases: globally in brain slices and peri-synaptically. However, volume 

transmission and synaptic crosstalk are not two discrete phenomena, and one may be considered 

a version of the other. Between the extreme cases there is an interesting middle ground yet to 

be investigate, e.g. to explore regional variations and directionality in volume transmission, or 

how synaptic crosstalk is different between glutamatergic synapses on spines and GABAergic 

synapses on dendritic trunks, respectively, where the perisynaptic ECS will by nature be different. 

This thesis has answered a few questions pertaining to the functional roles of the ECS, but 

perhaps more importantly, it has raised new ones, and provided experimental and modelling 

tools to start addressing them. 
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COLLABORATIONS 

Functional assessment of NAV1.1 channel 

Besides working on the project related to this thesis, we have work in collaboration with Ana 

Ricobaraza and Ruben Hernandez-Alcoceba to develop genetic tools in the context of Dravet 

syndrome [98]. 

Introduction 

Dravet syndrome formerly known as severe myoclonic epilepsy of infancy (SMEI), is a genetic 

encephalopathy characterized by severe epilepsy combined with motor, cognitive, and 

behavioral abnormalities. It usually appears during the first year of life and is treatment-resistant 

in most of the cases. Current antiepileptic drugs achieve only partial control of seizures and 

provide little benefit on the patient’s neurological development. In >80% of cases, the disease is 

caused by pathogenic variation in the SCN1A gene, which encodes the alpha subunit of 

the Nav1.1 voltage-gated sodium channel. Nav1. 1 channel, under physiological conditions, 

permits the sodium influx from the extracellular space into the cytosol after depolarization of the 

nerve membrane. 

Novel therapies in this field aim to restore SCN1A expression in order to address all disease 

manifestations. This collaboration aimed to provide evidence that a high-capacity adenoviral 

vector harboring the SCN1A cDNA is feasible and able to express functional Nav1.1 in neurons. To 

do so we contributed with in-vitro experiment on different cells lines, were we evaluated the 

function of Nav1.1 channel. Altogether, the results presented by L. Mora-Jimenez 2021 provide 

proof of concept for gene supplementation in Dravet syndrome and indicate new directions for 

improvement [98]. 

Materials & Methods 

In this section, only the experiments which with we collaborated are described.  

Cell Cultures and transfection 

HEK-293 cell line and Human Nav1.1 Sodium Channel Cell Line were maintained in DMEM. SH-

SY5Y cells were maintained in a 1:1 mixture of Eagle’s minimum essential medium and F12 

medium supplemented with 1% non-essential amino acids. All culture media were supplemented 

with 10% fetal bovine serum (FBS), 100 U/mL penicillin, 100 μg/mL streptomycin, and 2 mM l-

glutamine. Reagents were obtained from Gibco (Gaithersburg, MD, USA). All cells were 

maintained at 37°C with 5% CO2 in a humidified incubator. Cells were routinely tested for 

mycoplasma contamination. Cells were maintained in T75 or T25 flaks and then seeded in 

coverslips in 24 well plates at 80%–90% confluence, for electrophysiological recordings. HEK-293 

and Nav1.1. cells were seeded at a density of 1.2 – 2 x 105 and SH-SY5Y cells were seeded at 2.5 

× 105. 
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Transfection was performed 24 h by Lipofectamine 2000 (Invitrogen) using 0.5 μg of each firefly 

luciferase reporter plasmid. The transfection mixture was removed 5 h later and replaced by 

fresh culture medium. 

All cell lines were provided by our collaborators.  

Electrophysiological recordings 

Electrophysiological recordings were obtained from cultured HEK-293 cells at 24h to 72h after 

plasmid transfection. The coverslip with attached cells were placed in a recording chamber and 

perfused at a rate of 2.5 mL/min with ACSF, containing (in mM): 119 NaCl, 2.5 KCl, 1.6 MgCl2, 26 

NaHCO3, 1 NaH2PO4, 5 HEPES, 10 Glucose, and 2.5 CaCl2 (300-310 mOsm and 7.4 pH). Transfected 

cells were identified visually through their GFP expression using standard epifluorescence 

microscopy integrated on the patch-clamp setup (Micro Control Instruments). Control cells, not 

expressing the NaV1.1 channel, were randomly picked in parallel age-matched non-transfected 

cultures. Whole-cell patch-clamp recordings were made with glass pipettes filled with standard 

intracellular solution (in mM): K-gluconate 125, KCl 5, HEPES 10, EGTA 1, Mg-ATP 4, Na2-GTP 0.3, 

NaP-creatine 10 and L-ascorbic acid 3, 286 mOsm, 7.23 pH, offering a pipette tip electrical 

resistance between 3-5 MΩ. Recordings were performed at 32°C. 

The membrane potential was stepped in increments of 5 mV for 200 ms at 1 sec interval from -

80 mV to +40 mV, and the activation voltage for the NaV1.1 channel was determined by plotting 

the membrane potential against the measured peak membrane current for each voltage step. To 

verify that any observed current was indeed mediated by a sodium channel, at the end of the 

experiment we applied 2 µM of the voltage-gated sodium channel blocker tetrodotoxin (TTX) and 

repeated the voltage step protocol. Data acquisition was performed at 5 kHz using a HEKA EPC-

10 amplifier via PatchMaster software, followed by analysis using FitMaster software (HEKA 

Elektronik). 

Results 

The activation voltage for the NaV1.1 channel was measured for each of the cell lines by plotting 

the membrane potential against the measured peak membrane current for each voltage step 

(Figure 34 B-G). Figure 34 A shows a summary table of the channel activation threshold for each 

of the cell lines used. These results suggest that activation threshold of the channel appears to 

be similar in the Nav1.1 cell line, in HEK cells with the plasmid, and in HEK cells with the virus. 

Though it seems that we have to wait 48h after virus transfection for the HEK cells to optimally 

express the Nav1.1 channel. At 24 hours, although they expressed GFP when using 

epifluorescence microscopy, few cells have the sodium current and the threshold is slightly 

different.  

Taking a closer look to the current-voltage curves of the HEK-293 cell, it does look like 

transfection slightly changes the membrane properties of the HEK cells, evident as a difference 

in slope of the baseline between Figure 34 B and F below. Regarding SH5Y5 cells, they present a 
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background sodium current that is presumably mediated by other NaV channels than 1.1, making 

it difficult to verify functional expression of the NaV1.1. 
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Figure 34 ← Starts in previous page. Activation voltage for Nav1.1 channel and current-voltage curves. A) Activation 
voltage for the NaV1.1 channel was measured for each of the cell lines HEK-293 24h after viral infection (turquois), 
HEK-293 48h after viral infection (light blue), HEK-293 after plasmid transfection (dark blue), Human Nav1.1 cell line 
(green), SH5Y5 cell line (light red), SH5Y5 after viral infection (dark red). B) Membrane current against membrane 
potential for increasing voltage steps for control HEK-293 cells (black), transfected HEK-293 in the presence of TTX 
(dark blue) and without TTX (light blue). C) Membrane current against membrane potential for increasing voltage 
steps for Nav1.1. cells in the presence of TTX (light green) and without TTX (dark green). D) Membrane current 
against membrane potential for increasing voltage steps for non-GFP expressing HEK-293 cells (dark blue), HEK-293 
24h after viral infection in the presence of TTX (purple) and without TTX (light blue). E) Membrane current against 
membrane potential for increasing voltage steps for SH5Y5 cells in the presence of TTX (light red) and without TTX 
(dark red).  F) Membrane current against membrane potential for increasing voltage steps for non-GFP expressing 
HEK-293 cells (blue), HEK-293 48h after viral infection in the presence of TTX (dark blue) and without TTX (light blue). 
G) Membrane current against membrane potential for increasing voltage steps for SH5Y5 cells after viral infection 
in the presence of TTX (light red) and without TTX (dark red).   
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Two-Photon in-vivo assessment of diffusion 

During my PhD stay I worked in Lauritzen Lab at the Panum Institute (Copenhagen, Denmark). 

For the time there, I was under the supervision of assistant professor Krzysztof Kucharz with the 

purpose of learning from his expertise in two-photon (2P) in-vivo imaging and use it to investigate 

diffusion of different sized molecules in the in-vivo mouse brain.  

Introduction 

One of the main goals of Lauritzen Lab is to develop experimental and analytical tools to 

investigate the properties of the brain blood barrier (BBB), a vascular barrier system that limits 

the passage of substances into the brain parenchyma.  Particularly, professor Kucharz is focused 

on understanding BBB permeability and diffusion properties in the in-vivo brain, both in 

physiological and in pathological conditions (i.e. after stroke) [99], [100]. The main goal of his 

work is to quantitatively measure the permeability of the BBB in real time as well as the diffusion 

on nanoparticles in the brain ECS using in-vivo 2P microscopy [101]. The purpose of my PhD stay 

in Lauritzen Lab was to learn to autonomously do 2P in-vivo imaging to be able to implement it 

in my home lab, as well as to use the technique to investigate diffusion of different sized particles 

in the in-vivo mouse brain.  

Materials & Methods 

In this section are described all the procedures that I performed during my PhD stay.  

Animals 

The experimental work presented here was performed in C57BL6J male and female wildtype 

(WT) mice used between the ages of 4 to 6 months and with weights between 20-26 gr. Mice 

were housed in ventilated cages at room temperature and 50 % relative humidity, under a 12-h 

light–dark cycle. They were provided with food and water ad libitum and with nesting materials.  

All procedures were performed according to The Danish National Committee on Health Research 

Ethics following the guidelines established by the European Council’s Convention for the 

Protection of Vertebrate Animals Used for Experimental and Other Scientific Purposes. All efforts 

were made to avoid animal suffering and to minimize mice pain and stress.  

Animal preparation for acute imaging 

First, mice were anesthetized intraperitoneally (i.p.) with xylazine (10 µg /g animal) and ketamine 

(60 µg/g animal). To keep mice anesthetized during the all the procedure, ketamine was i.p. 

injected at 30 µg/g animal every 20-30 minutes.  Animals were maintained at 37C using a rectal 

thermistor probe and a heating pad. 

Then, a tracheotomy was performed for mechanical respiration (180–220 ml volume; 190–240 

strokes/min) with O2-supplemented air (1.5–2 ml/min, MiniVent Type 845 ventilator, Harvard 

Apparatus). In some experiments, two catheters were inserted by the lab technician or the 
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supervisor, one into the left femoral artery for injection of compounds and nanoparticles, and 

for monitoring mean arterial blood pressure (MABP; Pressure Monitor BP-1, World Precision 

Instruments), and the other into the femoral vein for anaesthesia infusion during imaging.  Mice 

that were not catheterized, were continuously administered ketamine i.p. injections (30 µg/g 

animal) every 20-30 minutes until the end of the experiment.  After tracheotomy and 

catheterization (if performed) the animal was turned to the prone position and the scalp was 

removed. The periosteum was also removed with a FeCl3-soaked cotton bud, and the exposed 

skull was glued (Loctite Adhesives) to a custom-made metal head plate. 

We did a craniotomy over the right somatosensory cortex (3 mm lateral, 0.5 mm posterior to 

bregma) using a 4mm diameter dental drill at 45000 rpm. The bone flap was carefully lifted and 

we quickly removed the dura mater membrane.  Once the brain was exposed we quickly added 

warm 1 % low melting point agarose on the brain surface.  Agarose was diluted 1:100 in artificial 

cerebro-spinal fluid (ACSF composition in mM: NaCl 120, KCl 2.8, Na2HPO4 1, MgCl2 0.876, 

NaHCO3 22, CaCl2 1.45, glucose 2.55, pH = 7.4).  Then, an imaging coverslip (~4 × 4 mm, 0.08-

mm thick; Menzel-Gläser) was placed over the craniotomy, leaving a ~0.5-mm gap for glass 

micropipette insertion.  

Mice were then transferred to the imaging stage. Catheterized mice were changed to continuous 

administration of α-chloralose anaesthesia (50 mg/kg animal per hour) via an intravenous 

catheter, and they were allowed to stabilized for 25 minutes before the imaging session started. 

All these procedures are graphically explained in Figure 35.   
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Figure 35. ← Previous page A) Schematic drawing of the mouse preparation for the craniotomy. B) Mouse head with 
the location of craniotomy and the final disposition of the cranial window with respect to the two-photon imaging 
set-up. Image borrowed from Kucharz et al. 2021 [99]. 

Fluorescent probes:  

Intravascular injection. In some experiments in which animals were catheterized, either FITC-

dextran (MW 2 MDa, 0.5%, Sigma-Aldrich) or TRITC-dextran (MW 65 kDa, 1%, Sigma-Aldrich) 

dissolved in sterile saline was administered as a single bolus injection (50 μL) via the femoral 

arterial catheter.  

Retro-orbital injection. Experiments in which animals were not catheterized, either FITC-dextran 

(MW 2 MDa, 0.5%, Sigma-Aldrich) or TRITC-dextran (MW 65 kDa, 1%, Sigma-Aldrich) dissolved in 

sterile saline was administered as a single bolus injection (30 μL) via retro-orbital injection (Figure 

36).  

These fluorescent probes served to delineate vessel lumen and lack of extravascular dyes 

indicated preserved BBB structural integrity after craniotomy (Figure 36). In addition, delineating 

the vessels served as a tissue reference for brain ECS injection of other fluorescent molecules.   

 

Figure 36. Retro-orbital injection of FITC-dx in mouse. A) Graphical representation of retro-orbital injection in mouse. 
B) Maximum projection of a z-stack showing the labeled vessels with retro-orbital administration of FITC-dx 2MDa. 
Scalebar 100 µm.  
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Retro-orbital injection Different sized molecules: Sodium Fluorescein (NaF, Sigma-Aldrich, 10 % 

solution in saline, 376 Da) and Alexa Fluor 488 (AF; Sigma-Aldrich; 1% solution in saline, 643 Da) 

and Alexa Fluor 594 (AF; Sigma-Aldrich; 1% solution in saline, 819 Da) were administered directly 

into the brain extracellular space through a glass micropipette filled with dye. The micropipette 

was introduced into the brain tissue as shown in  Figure 35 B.    

Imaging setup.  

In-vivo 2P imaging was performed with an SP5 upright laser scanning microscope (Leica 

Microsystems) coupled to MaiTai Ti:Sapphire laser (Spectra-Physics). The images were collected 

using a 20× 1.0 NA water immersion objective. The fluorescence signal was split by FITC/TRITC 

filter and collected by two separate multi-alkali photomultipliers after 525–560 nm and 560–625 

nm bandpass filter (Leica Microsystems). The fluorophores were excited at 870 nm with the 14 

mWatt output power at the sample. The images were collected using LAS AF v. 4.4 (Leica 

Microsystems) in 16-bit color depth and exported to ImageJ for further analysis.  

Image acquisition of fluorescent probe diffusion 

In one condition, we loaded the glass micropipette with both Alexa 488 and Alexa 594, to 

compare two molecules with same size. In the other condition the micropipette was loaded with 

NaF and Alexa 594 to compare different sized molecules. Once the micropipette was introduced 

in the brain parenchyma the imaging protocol started. Images were 1024x1024 pixels and were 

acquired at 400 Hz. To image Alexa 488 and 594 at the same time we use a 900nm excitation 

wavelength with a red channel PMT (photomultiplier) gain of 870 and a green channel PMT gain 

of 800. To image Alexa 594 and NaF at the same time we used an 840 nm excitation wavelength 

and the gain of both PMTs was set to 850.  

As soon as the pipette was introduced in the brain tissue and located we took time-lapse images 

of the dyes’ free diffusion, a frame every 2 seconds over 40 minutes. After those 40 minutes, the 

steady state was reached and we analysed the bleaching properties of the dyes.  To assess 

bleaching we took time-lapse images at different rates:  fast (a frame every 1 second) and slow 

(a frame every 5 second) during 2 minutes. At last we imaged the intensity decay after removing 

the micropipette from the tissue again with time-lapse images every 2 seconds during 40 

minutes. 

Data processing and analysis 

Images were further analysed in Image J. All images were stabilized using the Image Stabilizer 

(Translation) plugin from Image J. Intensity rise, steady state (for photobleaching) and decay of 

different fluorescent dyes were analysed over time by measuring the average pixel intensity over 

time at 7 different concentric areas at 150 µm and at 250 µm from the source. “ROI manager” 

and “Time Series Analyzer” plugs-in of ImageJ were used for this purpose.  Fluorescence intensity 

for each area was normalized with respect to the maximum and minimum intensity values of the 

time-lapse, for the rise and decay scenarios. Steady-state fluorescence was normalized with 

respect to the first frame of the time-lapse. 
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To analyse photobleaching we just used the intensity measured at 150 µm from the source. After 

normalization, we fitted a line to each trace and measure the slope for the different dyes at the 

different imaging rates (fast, 1 frame per second; and slow, 1 frame per 5 seconds). All data were 

represented and analysed using GraphPad Prism. 

In addition, we measured the exponential growth/decay constant (τ) to estimate how fast is the 

diffusion of the different dyes in the brain parenchyma. τ represents the time point at which the 

fluorophore concentration is 1/e times the initial/steady state concentration (where 1/e ≈ 

0.367879441). To estimate τ, we use the ‘‘Exponential Recovery with Offset’’ from ImageJ and 

fitted an exponential equation (Equation 17) to each intensity profile at each of the different 

areas of interest.  

Equation 17 

𝑦 = 𝑎 ∙ 𝑒−
𝑡
𝜏 + 𝑐 

As a result, we obtained an estimate for τ for each of the measuring areas both at 150 and 250 

µm for the three fluorophores.  

Preliminary Data 

First, we compare the free diffusion in brain parenchyma of two Alexa Fluor dyes Alexa 488 (MW: 

643 Da) and Alexa 594 (MW: 819 Da).  We imaged the rise in intensity as soon as the glass 

micropipette containing the dyes was introduced in the tissue (not included in Figure 37). 

However, imaging the rise in intensity is not trivial as it requires to quickly change objectives to 

a higher magnification and rapidly locating again the micropipette. As a result, in many 

experiments the diffusion of the dye was already quite advanced once we started the time-lapse. 

During the steady state phase, we took time-lapse images at different rates to study the 

bleaching properties of Alexa 488 and 594. After fitting a straight line to the intensity profiles 

during the fast and the slow imaging rates, we observed that both Alexa 488 and 594 had very 

low slopes (between -0.02 and 0) in both imaging conditions, suggesting that the fluorophores 

were not bleaching with the used imaging parameters (Figure 37 B).  Figure 37 A shows 2P in-vivo 

images of the decay of Alexa 488 (green) and Alexa 594 (red) as soon as the micropipette was 

removed from the brain tissue. The circles in the last frame show the areas were the average 

intensity was measured over time for further analysis. Figure 37 C shows the individual intensity 

profiles for each of the measured areas both at 150 and 250 µm from the source for both dyes. 

Alexa 488 and 594 showed the very similar decay patterns both at 150 and 250 µm (Figure 37 D, 

represented as mean + SD), which makes sense as they both have same chemical and physical 

properties. However, taking a closer look to the exponential decay constant (Figure 37 E), we 

observed that both at 150 and 250 µm Alexa 488 has a significantly smaller τ (at 150 µm: 3.23 ± 

0.49; at 250 µm: 4.80 ± 0.14; mean ± SD) than Alexa 594 (at 150 µm: 4.95 ± 0.66; at 250 µm: 6.17 

± 0.33; mean ± SD) as reported by a two-ways ANOVA statistical test.  
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Altogether, these results suggest that the observed decayed is not due to photobleaching effect 

but to the actual free diffusion of Alexa Fluor. As expected, both dyes showed similar diffusion 

profiles but Alexa 488, which is a smaller molecule than Alexa 594, shows a faster decay (smaller 

τ).  

 

Figure 37. Two-photon in-vivo imaging of Alexa 488 and Alexa 594 diffusion in brain parenchyma. A) 2P images of 
Alexa 488 (green) and Alexa 594 (red) decay over time. Average intensity was measured at 7 areas at 150 and at 250 
µm from the source, as represented in the last frame. Scalebar 100 µm. B) Slopes of the fitted lines for the fast and 
slow imaging rates represented as median and maximum and minimum boxplot. Individual data points represent 
the slope for each of the seven intensity profiles measured at 150 µm from the source. C) Normalized intensity 
profiles measured at each of the represented areas in A at 150 (top) and at 250 (bottom) µm for Alexa 488 (green) 
and Alexa 594 (red). D) Comparison between Alexa 488 and 594 intensity profiles. Data is represented as average 
profile (line) and SD (shadow) at 150 (top) and at 250 (bottom) µm. E) Exponential decay constant (τ) for Alexa 488 
(green) and Alexa 594 (red) represented as mean with maximum and minimum values in a boxplot. Individual data 
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points correspond to the τ values estimated for each of the intensity profiles in C.P-values are represented for each 
comparison and result from a two-ways ANOVA statistical test.  

Then we compared free diffusion in brain parenchyma of two different molecules: NaF (376 Da) 

and Alexa 594 (643 Da). We imaged the rise in intensity as soon as the glass micropipette 

containing the dyes was introduced in the tissue. This time, we were able to capture the free 

diffusion of NaF and Alexa 594 from the very beginning, as shown in Figure 38 A. The rise in 

intensity was measured over time for seven different areas at 150 and 250 µm (Figure 38 C and 

F respectively). Figure 38 D and G show the mean intensity profile + SD (shadowed) for Alexa 594 

and NaF at 150 and 250 µm respectively. Quite surprisingly we observed that although Alexa 594 

is bigger fluorescence intensity rises faster reaching steady-state before NaF. This is supported 

by the significantly bigger τ constant for NaF (at 150 µm: 11.05 ± 1.77; at 250 µm: 41.34 ± 19.22; 

mean ± SD) compared to Alexa 594 (at 150 µm: 4.39 ± 0.45; at 250 µm: 7.22 ± 0.82; mean ± SD) 

as reported by unpaired t-tests (Figure 38 E and H). 

Once steady-state was reached, we assessed the photobleaching effect for each dye. We fitted a 

line to the intensity profiles of both dies during fast and slow imaging rates and once again the 

slopes of the lines were very small (between -0.02 and 0.02) suggesting that the fluorophores 

were not bleaching with the imaging parameters used (Figure 38 B).  

Then, the micropipette was removed and we imaged the decay of the NaF and Alexa 594 

fluorescence intensity overtime (Figure 39 A). The average intensity was measure over seven 

different areas at 150 and 250 µm from the source, as show in the last frame of Figure 39 A. 

Figure 39 C and D show the normalized intensity profiles corresponding to each of those areas at 

150 and 250 µm respectively, for NaF and Alexa 594. Then, we compared NaF and Alexa 594 

decay profiles (Figure 39 E), represented as mean normalized profile (line) + SD (shadowed).  

Again, Alexa 594 showed significant lower τ value (at 150 µm: 4.44 ± 0.47; at 250 µm: 6.83 ± 0.75; 

mean ± SD) than NaF (at 150 µm: 11.91 ± 1.65; at 250 µm: 30.46 ± 8.47; mean ± SD) as reported 

by a Two-ways ANOVA test (Figure 39 B). Thus, these results suggest that NaF diffusion in the in-

vivo brain ECS is somehow hindered causing Alexa 594 to diffuse faster in the in-vivo brain 

parenchyma even though is actually bigger.  

Unexpectedly, our results show that Alexa 594 diffuses faster than NaF, which is actually a smaller 

molecule with a reported higher diffusion coefficient in the extravascular compartment of the 

BBB [101]. We have not found any explanations to the observed hindered diffusion of NaF, but 

we expect that future work resulting from this collaboration will help us understand these 

preliminary data.  
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Figure 38. Two-photon in-vivo imaging of NaF and Alexa 594 diffusion in brain parenchyma. A) 2P images of NaF 
(green) and Alexa 594 (red) rise over time. Average intensity was measured at 7 areas at 150 and at 250 µm from 
the source, as represented in the last frame. Scalebar 100 µm. B) Slopes of the fitted lines for the fast and slow 
imaging rates represented as median with maximum and minimum values boxplot. Individual data points represent 
the slope for each of the seven intensity profiles measured at 150 µm from the source. C, F) Normalized intensity 
profiles measured at each of the represented areas in A for NaF (green) and Alexa 594 (red) at 150 and 250 µm 
respectively. D, G) Comparison between NaF and 594 rise profiles at 150 and 250 µm respectively. Data is 
represented as average profile (line) and SD (shadow). E, H) Exponential growth constant (τ) at 150 and 250 µm, 
respectively, for NaF (green) and Alexa 594 (red) represented as mean with maximum and minimum values in a 
boxplot. Individual data points correspond to the τ values estimated for each of the intensity profiles in C and F. P-
value results from an unpaired t-test. 
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Figure 39. Two-photon in-vivo imaging of NaF and Alexa 594 decay in brain parenchyma A) 2P images of NaF (green) 
and Alexa 594 (red) decay over time. Average intensity was measured at 7 areas at 150 and at 250 µm from the 
source, as represented in the last frame. Scalebar 100 µm. B) Exponential decay constant (τ) for NaF (green) and 
Alexa 594 (red) represented as mean with maximum and minimum values in a boxplot. Individual data points 
correspond to the τ values estimated for each of the intensity profiles in A. P-values result from a two-ways ANOVA 
statistical test. C, D) Normalized intensity profiles for NaF (green) and Alexa 594 (red) measured at each of the 
represented areas in A at 150 µm and 250 µm respectively. E) Comparison between NaF and 594 decay profiles. Data 
is represented as average profile (line) and SD (shadow) at 150 (left) and at 250 (right) µm.  
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