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Abstract

The integration of the Internet of Things in the industrial sector is
considered a prerequisite for achieving intelligence in a company. To
obtain this, AI systems with analytical and learning capabilities are
required for the optimisation of industrial processes. This research
work focuses on improving current approaches or proposing new
ones to increase the reliability of AI solutions based on time series
data and introduce them effectively in the industrial sector. This
intervention is carried out in three different phases of the time series
data life cycle by increasing data quality, model quality and error
quality. A standardised definition of quality metrics for evaluation is
proposed and these functionalities are collected in the R package dqts
together with quality enhancement functions. Furthermore, an ex-
ploration is made of the steps to follow in time series modelling from
feature extraction and transformations, a correct cross-validation,
the choice of the most appropriate prediction strategy and the appli-
cation of the most efficient prediction model. The KNPTS method
based on the search for patterns in the historical time series is pre-
sented as a convenient R package for estimating future data. Finally,
the use of elastic time series similarity measures is proposed as an
alternative to quantify the performance of a regression model and the
importance of using appropriate classification metrics in unbalanced
class problems is emphasised. All these contributions have been
validated in four industrial use cases with different characteristics
from four different research fields: product quality in the agri-food
sector, electricity consumption forecasting in households, porosity
detection in additive manufacturing and machine diagnostics.
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Resumen
La integración del Internet of Things en el sector industrial se consid-
era un prerequisito para alcanzar la inteligencia en una compañía.
Para conseguirlo, se precisan sistemas de IA con capacidades analíti-
cas y de aprendizaje para la optimización de los procesos industriales.
Este trabajo de investigación se centra en mejorar los planteamientos
actuales o proponer otros nuevos para aumentar la fiabilidad de las
soluciones de IA basadas en datos de series temporales e introducir-
las eficazmente en el sector industrial. Esta intervención se realiza
en tres fases diferentes del ciclo de vida de los datos de series tempo-
rales mediante el aumento de la calidad de los datos, la calidad de
los modelos y la calidad de los errores. Se propone una definición
estandarizada de las métricas de calidad para su evaluación y se reco-
gen esas funcionalidades en el paquete dqts de R junto con funciones
de incremento de la calidad. Además, se hace una exploración de
los pasos a seguir en el modelado de las series temporales desde la
extracción de las características y sus transformaciones, una correcta
validación cruzada, la elección de la estrategia de predicción más
adecuada y la aplicación del modelo de predicción más eficiente. El
método KNPTS basado en la búsqueda de patrones en el histórico de
la serie temporal se presenta como un paquete de R de uso cómodo
para la estimación de datos futuros. Por último, se propone el uso de
medidas elásticas de similitud de series temporales como alternativa
para cuantificar el rendimiento de un modelo de regresión y se enfa-
tiza la importancia del uso de las métricas de clasificación adecuadas
en problemas de clases desbalanceadas. Todas estas contribuciones
se han validado en cuatro casos de uso industriales con característi-
cas diferentes de cuatro campos de investigación distintos: calidad
de producto en el sector agroalimentario, previsión de consumo eléc-
trico en viviendas, detección de porosidad en fabricación aditiva y
diagnóstico de máquinas.
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Part I

Fundamentals





Background 1
„It matters little who first arrives at an

idea, rather what is significant is how
far that idea can go.

— Sophie Germain
(Mathematician, Physicist, and

Philosopher)

.

Sophie Germain discovered her passion for mathematics hidden in
her father’s library. Later in her life, she had to study unofficially by
asking for notes from other students because she was denied access
to university. She was a woman. Despite this, she managed to do
important studies in mathematical analysis and number theory and
made important contributions to the proof of Fermat’s last theorem,
which took more than 300 years to be finally proved. She also did
research in elasticity theory and won an extraordinary prize from
the Paris Academy of Sciences. Germain, like many other prominent
women in the history of science, had to use a male pseudonym in
order to receive peer review and make her work public. Nevertheless,
she went down in history with humility, defending knowledge above
the author’s prominence, fame, or recognition.

Thanks to the perseverance of female mathematicians like Sophie,
and the struggle of so many other women throughout history, we
can make our contributions visible today and proudly sign them with
our true female name. We owe the progress and advancement in
science and specifically in mathematics to them, as well as being our
motivation to continue researching the paths they opened up.
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1.1 Introduction and Motivation

Artificial Intelligence (AI) refers to the design of computer systems
that simulate human intelligence through the development of algo-
rithms and statistical models (1). Those methods, based on math-
ematical theory, perform tasks such as visual perception, speech
recognition, decision-making, and language translation (2; 3; 4).
This revolutionary breakthrough is seen as a key technology in the
digitisation of industry for the economic and social transformation
of recent years.

Digitisation of Industry is defined as the integration of digital tech-
nology into the production processes and operations of industries.
This process involves the use of data, digital devices, software, and
algorithms to optimise production, improve efficiency, and enhance
the quality of products and services (5). The goal of digitisation
is to increase competitiveness, reduce costs, and improve customer
experiences and has led to an exponential growth in the amount of
data stored. According to that, increasingly sophisticated strategies
are required to extract the maximum knowledge to truly unlock its
potential (6). In the digital age, vast amounts of data are generated
and collected from various sources in industries, including customers,
operations, and sensors. Sensors are devices that can detect and mea-
sure physical and environmental conditions and play a key role in the
definition and evolution of the Internet of Things (IoT) concept.

The IoT focuses on connecting devices through the internet and AI on
providing those devices with intelligence acquired from data (7; 8).
This revolutionary combination is the basis of the Industry 4.0 work
environment, that combines advanced production techniques with in-
telligent technologies. The integration of IoT in the industrial sector
is often referred to as the Industrial Internet of Things (IIoT) (9; 10).
IIoT is considered a prerequisite for a company to be smart. For
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example, a company that integrates IIoT into smart manufactur-
ing indicates that it has the potential to fundamentally change the
way products are designed, manufactured, supplied, used, reman-
ufactured and ultimately retired (11; 12). To do so, the informa-
tion system and production management software must be coupled
and/or enriched with deep analytical capabilities (13) and learning
capabilities (14).

Data collected from sensors are generally stored in databases with
a time series structure, i.e. values are associated with a unique
timestamp in order to sort the data over time. This type of data
structure is widely used in different industrial environments. For
example, time series data from sensors in a manufacturing facility can
be used to track the performance of equipment over time, allowing
engineers to identify patterns and trends, and optimise maintenance
schedules. In the energy sector, time series data from sensors can
be used to monitor energy consumption and identify opportunities
for efficiency. Overall, time series data from sensors is an important
aspect of the digitisation of industry, providing valuable information
for decision-making and improvement (15).

AI is a very powerful tool that can support classical approaches to
solve physical, logistical, or economic problems, among others, or
even replace them. AI solutions are present in multiple daily appli-
cations involving time series and have become an important target
of leading technology companies and research centres. Data-based
techniques such as Machine Learning (ML) are emerging and ac-
celerating that technological revolution. However, some services
such as machine diagnosis or robot-human interaction are still in
the research stage and growing research is focused on improving
current approaches or proposing new ones to increase the relia-
bility of solutions and introduce them effectively in the industrial
sector (16). Therefore, resources in research and development of
intelligent data-driven solutions for industry are focused on the pos-
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sibility of improving confidence in these novel approaches. The
quality requirements for the commercialisation of these solutions
are high, so it is important to focus efforts on improving the quality
of the information available, the development done and the results
obtained.

In the international framework, the European Commission promotes
AI research as one of the key strategies for advancing global chal-
lenges and industrial competitiveness. Horizon Europe is a multi-
annual program for research and innovation that sets the priorities
to support them 1. AI is mentioned as a pillar to achieve more effi-
cient and sustainable industries, advances in personalised medicine
or intelligent energy systems. As a complement to these actions,
the Digital Europe program covers AI with special emphasis on the
digital transformation of the economy and society, developing and
strengthening its capabilities.

The Basque Country has a research and innovation strategy for spe-
cialisation intelligence (PCTI 2030) 2 based on the PCTI 2020 and
RIS3 strategy 3, an acronym created by the European Commission
that means: “Research and Innovation Strategy for Smart Special-
isation“. It aims to focus the tasks of generating and exploiting
knowledge on priority sectors for Basque society as can be seen in
Figure 1.1: Energy, Advanced Manufacturing and Bioscience and
Health based on a triple transition (technological-digital, energy-
climatic and social). Its mission is to improve well-being, sustainable
economic growth and employment through a research and innova-
tion policy based on smart specialisation and improving the efficiency
of the Basque Science, Technology and Innovation System.

1https://ec.europa.eu/info/files/orientations-towards-first-strategic-plan-
horizon-europe_en

2https://www.euskadi.eus/pcti-2030/web01-a2pcti30/es/
3https://www.euskadi.eus/informacion/ris3/web01-a2kulind/es/
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Fig. 1.1.: Smart specialisation areas in Euskadi based on the interaction
of business capabilities, scientific-technological capabilities and
market opportunities.

As it is mentioned, the first step to providing intelligence to machines
and systems is the installation of IoT sensors that contribute to the
storage of large amounts of data ordered over time. Databases store
time series as structured data often at regular time intervals. The
use of time series data is analogous to that of other data sets, but
every stage from acquisition to deployment requires adaptations and
special considerations due to their nature. This work focuses on
the analysis of time series in industrial environments, with special
emphasis on the differences in their treatment compared to non-
ordered data sets, for the development of smarter and sustainable
solutions.

For each of the problems to be solved with data-driven models, the
first task after understanding the business needs is to define and
collect the data. Once the information is available, the work of
the data scientists and engineers goes from data acquisition to the
implementation and deployment of the solution. The phases of this
process can be seen in the wheel of Figure 1.2 are explained below.

1.1 Introduction and Motivation 7



Fig. 1.2.: Time series data life cycle and the three phases explored for im-
proving the quality and reliability of data-driven developments.

As it can be seen, once the data is obtained, the task of preparation
begins, which consists of matching the data to the tools available to
ensure that it can be worked with. The quality of the data collected
and stored in the databases is one of the most important aspects to
be controlled in this phase, prior to data analysis. Poor Data Quality
(DQ) has a negative effect on AI activities, such as anomaly detection,
diagnosis and/or forecasting (17). Often, the tasks of data inspection
and cleaning, along with the subsequent exploratory analysis, occupy
more than 80% of the data analysts’ time. For that reason, facilitating
data preparation and ensuring its high quality is considered a priority
task in the area of data analytics.

In the next step, before generating the model, some exploratory
analysis tasks are carried out that consist of choosing the appro-
priate information and the possible generation of extra data that
can support the available data. Those tasks are known as feature
engineering or feature extraction and feature selection (18). In time
series, the variables that are used as inputs for the prediction often
refer to date- and time-related features. The temporal relationships
between the available values and the cyclical characteristics of the
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features extracted from the time are the two main considerations in
that step.

Once the variables have been chosen, there are several techniques to
generate models that range from the classic statistical approaches (19)
to the most sophisticated AI techniques and tools (20). However, the
application of the latter to time series data is not direct and requires
a precise treatment to avoid overfitting the models and obtaining
unrepresentative results.

To decide the algorithm to be used and quantify the errors of the
predictions that the final model is providing, there are metrics and
performance measurements that compare the real values with the
estimated ones. Some of them are more suitable than others depend-
ing on the characteristics of the problem and, in particular, not all of
them are suitable for time series forecasting.

The deployment of the generated solution is the last phase and
consists of the integration of the model into a system to obtain
predictions, often automatically and periodically. The process repre-
sented in Figure 1.2 is cyclical because, once the model is developed
and deployed, it is necessary to analyse its results and report the
errors provided. In this way, the response from the solution to the
initial problem can be quantified. Therefore, continuous learning
and improvement of the generated models is possible, for instance
from the collection of new data.

Although other steps have been studied and mentioned, this work
is focused on the four phases of the data lifecycle corresponding to
the data scientist’s tasks. These four phases are grouped into three
key blocks to improve the reliability of solutions based on time series
data: the evaluation and improvement of the quality of the data
received, the features and algorithms used to forecast future values
and the selection of error measures used to quantify the accuracy of
the models.
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1.2 Hypothesis and Objectives

The main objective of this work is to increase the reliability of data-
driven AI solutions for today’s industry. In general, due to the charac-
teristics of this data, this confidence is considered to increase with a
proportional increase in the quality of the end-to-end proposals, i.e.
the quality of the systems that are installed in industrial processes.

The three phases mentioned above are chosen to make this increase
in quality, as they correspond to the tasks of data scientists in time
series analysis, modelling and forecasting. In the development cycle
of data-driven solutions, DQ is part of the first task of preparation
and cleaning. Next, model quality is ensured by good feature ex-
traction and algorithm choice. Finally, the accuracy measure chosen
contributes to the quality of the errors provided by the model.

The hypothesis of this work is that improving the quality in these
three phases will help to increase the reliability of data-driven solu-
tions incorporating AI technologies in industrial environments. These
achievements contribute to the reduction of time and resources in
the analysis and to increase the explainability of the developments
and results. Finally, this improvement in confidence has a positive
impact on certain sectors apparently reluctant to AI relying on these
technologies for the optimisation of their processes and support in
decision making.

• A clear definition of the methodology and a standard usage is
essential to increase the quality of time series data. For this
purpose, an R package is considered appropriate to be added
to a modular application. This provides speed in the calcula-
tion of quality and allows its visualization. In addition, the
package would contain the implementation of useful solutions
to increase quality through appropriate modifications.

10 Chapter 1
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• Relying on improved models through proper feature extraction,
proper time series cross-validation and model selection that
considers the temporality of the data helps the deployment to
ensure less degradation over time.

• The comparison of different error measures, adding the elastic
distances between time series, ensures a choice of the method
that provides the most realistic results.

In order to validate the above hypotheses, four real case studies are
chosen from different industrial fields:

• The first case focuses on the agri-food sector where a decision
system had to be developed to support the production of poultry
meat in order to increase the final quality of the product. This
case is chosen for two main reasons: the first is that the quality
of data received by farm and animal transport operators is
often not adequate. Collaboration is more costly than in other
areas and missing data are often abundant in procurement.
This is therefore a clear case where increased DQ is needed;
the second reason is that the confidence this sector has in the
computing world is particularly low. The aim is to increase the
quality of the models by proposing simple solutions with a high
degree of applicability.

• The second case study of this work focuses on electricity con-
sumption forecasting. The aim is to develop a system for
estimating the electricity demand of buildings in order to adapt
the production curves to the end use and thus optimise energy
production. The quality of the data received by the sensors
in these installations tends to have connection losses, causing
stoppages in the acquisition and collection of high consump-
tion peaks. In addition, it is a suitable case for testing models
based on patterns due to the seasonality of these series. Finally,
validating elastic error measures on these data is an innovative
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challenge as static metrics predominate in the literature. For
these three reasons, it is an interesting case for the validation
work.

• The next case was oriented towards additive manufacturing
with the aim of developing a model for the detection and es-
timation of the porosity of parts manufactured by wire metal
deposition. This work was chosen for several reasons: firstly, in
relation to the quality of the data, the cost of having labelled
data in this industry leads to a lack of repeatability in the sam-
ples and, therefore, a lack of data with variability; in addition,
this case is chosen because of the innovation of the data-driven
approach in this industry and the challenge in the modelling
phase to achieve accurate pore estimation. It is an ideal op-
portunity to implement balancing and classification assessment
techniques on unbalanced assemblies as the number of pores
in the parts represents a very small proportion of the available
data.

• In order to validate the contributions made throughout this
research work, it is considered appropriate to have a use case
in which the data comes from a controlled scenario. Therefore,
the last case consists of the diagnosis of experiments carried out
in a test bed provided by the organisation of the PHME 2021
Congress. It is decided to participate because it is assumed
that the quality of the data provided is adequate to arrive at
an optimal solution and it is also assumed that such a solution
exists. That is, the search for a fault classification model is
possible using the data provided. Furthermore, the proposed
evaluation system took into account the imbalance of the data
and was an opportunity to validate that time series approaches
have an important role in the industry.
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1.3 Research Environment

During the development of this industrial thesis, I have been part
of the Tekniker Intelligent Information Systems team (Eibar, Spain)
that has worked in collaboration with the University of the Basque
Country on different European and national projects. In addition,
a doctoral stay was carried out at the Process and Engineering in
Mechanics and Materials laboratory of Arts et Métiers ParisTech
(Paris, France).

1.3.1 Tekniker

Tekniker is a technology research centre specialising in Additive
Manufacturing technologies, Surface Engineering and ICTs, located
in Eibar. Its main mission is to provide knowledge to society through
I+D+i, contributing in a sustainable way to the competitiveness
of business. Tekniker groups its capacities and technologies and
directs them to the market to apply them to different key industrial
sectors such as aeronautics, energy and infrastructure. Nevertheless,
due to the history of the Basque industry, Tekniker has focused part
of its dedication on the machine tool and manufacturing sector,
working on the design and simulation of machines, manufacturing
and optimisation of processes through monitoring the state of health
of the machine.

Tekniker is organised into 12 units that work horizontally to meet
the challenges presented by the industries. In particular, the Intelli-
gent Information Systems (SII) unit is a multidisciplinary team made
up of computer scientists, engineers, physicists and mathematicians
working mainly for reliability and maintenance optimisation of sys-
tems. The SII Unit is focused on the integration and management
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of existing data and information that enables prediction, optimisa-
tion and intelligent decision support related to different processes in
industrial sectors. A member of the analytical team of the SII unit
has co-led this research work, which has been carried out mainly at
Tekniker’s facilities.

1.3.2 UPV/EHU

The necessary knowledge for the development of data-based mod-
elling methods was acquired through the UPV/EHU’s master’s degree
in Modelling and Mathematical Research, Statistics and Comput-
ing. After that, during the development of this thesis, we had the
tools and support of the Computer Science and Artificial Intelligence
department of the Faculty of Informatics.

The direction of this work has been led by a member of the Robotics
and Autonomous Systems Group (RSAIT), specialists in ML and
data analysis techniques and applications, autonomous robots, robot-
human interaction and computer vision.

1.3.3 ENSAM

Part of the research included in this thesis was developed in collabora-
tion with the Processes and Engineering in Mechanics and Materials
(PIMM) laboratory from Arts et Métiers ParisTech (ENSAM). During
a fruitful doctoral stay from September to December 2021 in Paris,
new topological techniques for modelling time series in industrial
environments were learned.

The PIMM brings together a wide range of specialists ranging from
the mechanics of materials and structures to metallurgy and polymer
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chemistry, from forming and assembly processes to advanced meth-
ods of numerical simulation. The work focuses in particular on the
consequences of the processes on the properties of use, through the
defects and modifications of the generated microstructures. The activ-
ities developed in structural dynamics and in control and monitoring
of systems, beyond their own justification, allow making numerous
contributions to the understanding and simulation of processes.

1.4 Research Projects

The development of this thesis has been partially financed by research
projects whose objectives were aligned with the main purposes of
this work.

• The IoF2020 (Internet of Food and Farms 2020) 4 project was
dedicated to accelerating the adoption of IoT for securing suf-
ficient, safe and healthy food and to strengthen the competi-
tiveness of farming and food chains in Europe. The IoF2020
consortium of 73 partners, led by Wageningen UR and other
core partners of previous key projects such as FIWARE and IoT,
leveraged the ecosystem and architecture that was established
in those projects. The heart of the project was formed by 19
use cases grouped in 5 trials with end users from the Arable,
Dairy, Fruits, Vegetables and Meat verticals and IoT integrator
that demonstrated the business case of innovative IoT solutions
for a large number of application areas. Tekniker worked in the
Poultry Chain Management use case, whose aim is to increase
the poultry production efficiency and comfort of the animals by
designing prediction algorithms based on data extracted from
the chain of raising, loading and transporting.

4https://www.iof2020.eu/
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• The 3KIA (Propuesta Integral y Transversal para el Diseño e
Implantación de Sistemas Confiables basados en Inteligencia
Artificial) project was precisely and fundamentally oriented
towards useful and practical AI, building technological bridges
that face the challenges related to health, the environment,
energy, transportation, security or industry. Its main contri-
bution lies in addressing, jointly and comprehensively, each
of the design factors that will enable the massive adoption of
AI technologies in production sectors. Technical contributions
that promote a practical, useful and responsible AI were found,
with the objective of integrating methodologies that remove
the barriers associated with the implementation of AI. 3KIA
is not aimed at solving a specific problem or challenge in a
particular RIS3 sector but rather focuses on the AI technologies
themselves.

• RESPOND (integrated demand REsponse Solution towards en-
ergy POsitive NeighbourhooDs) 5 was a Horizon 2020 project
aiming to bring Demand Response (DR) solutions to neighbour-
hoods across Europe. In the last years, the need for energy
savings has increased. However, the Demand Responses initia-
tives have been available only for major energy users like the
industry. Some of the objectives of RESPOND included man-
aging to influence the daily life habits of users to change their
consumption, through these changes reduce peaks in demand
for high energy and adjust changes to electricity production to
maximise the exploitation of energy coming from renewable
sources. One of the tasks in which Tekniker was involved, con-
sisted in forecasting the electricity consumption of the users at
the unit building level as accurately as possible. Later, using
the results, tips or suggestions were obtained to provide users
to modify their consumption.

5https://cordis.europa.eu/project/id/768619
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• The REACT (Renewable Energy for self-sustAinable island Com-
muniTies) 6 project delivers a scalable and adaptable cloud-
based ICT platform for renewable energy sources (RES) and
storage-enabled infrastructures, supporting a holistic coopera-
tive energy management strategy at the community level. RE-
ACT combines an optimal control of community-owned energy
assets, both conventional and renewable, with cooperative DR
actions, both explicit and implicit, to maximally exploit the flex-
ibility of energy demand. To achieve that objective, Tekniker
developed data-driven models using AI time series algorithms
to predict short-term electricity demand. Furthermore, REACT
delivers effective business models making a synergy of the grid-
and community-centric approaches for sustainable RES solu-
tions, increased renewable energy exploitation, integrated and
digitalised smart grids, and DR programs. REACT solution was
validated in 3 demo islands, while replication plans were made
for 5 other islands across the EU.

• REDAMP (Real-time monitoring of dED Additive Manufactur-
ing Process for zero defect manufacturing) 7 is a 2 years pro-
gram aiming at adapting advanced on-line monitoring and
Non-Destructive Testing (NDT) techniques for early defects
detection, associated to AI techniques. Furthermore, it is an
educational and open platform for the dissemination of Di-
rected Energy Deposition (DED) processes and performance
demonstrations. Tekniker uses proven AI methods to analyse
the correlation between monitoring data and built part quality
by NDT technologies (Xray, ultrasonic inspection). The system
developed allows early defect detection allowing its immediate
repair, avoiding material waste and providing a pathway to

6https://react2020.eu/
7https://www.eitmanufacturing.eu/news-events/activities/real-time-monitoring-

of-ded-additive-manufacturing-process-for-zero-defect-manufacturing-2/
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certification of large-scale metal AM technologies that use an
arc welding process (WAAM) or a laser with powder (LMD).

• The AI-PROFICIENT (Artificial Intelligence for improved PRO-
duction efFICIEncy, quality and maiNTenance) 8 project paves
the way for the integration of advanced AI technologies to the
manufacturing domain through an evolution from hierarchical
and reactive decision making to self-learning and proactive
control strategies. The proposed approach is underpinned by
predictive and prescriptive AI analytics at both component
and system levels, by cross-fertilising edge and platform AI,
while leveraging human knowledge and feedback for reinforce-
ment learning (human-in-the-loop). AI-PROFICIENT aspires
to bring advanced AI technologies to the manufacturing and
process industry while improving production planning and ex-
ecution, and facilitating the collaboration between humans
and machines. Taking full advantage of AI capabilities and
human knowledge, AI-PROFICIENT will develop proactive con-
trol strategies to improve the manufacturing process over three
main vectors: production efficiency, quality and maintenance.
AI-PROFICIENT will increase the positive impact of AI tech-
nology in the manufacturing process at two pilot sites, under
different scenarios of significant economic value.

• The PRENERGET project aims to create a software service
for automatic periodic forecasts, evaluation of prediction er-
rors and retraining of the models in production if necessary.
Although the design consists of a modular tool that accepts
any time series data, the focus of the project is on building
electricity demand data.

8https://ai-proficient.eu/
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1.5 Contributions

Throughout this work, a reflection is made on the procedure of
analysing, modelling and forecasting time series data. The contri-
butions are organised into three groups corresponding to the three
phases of the analysis cycle mentioned above.

1. This research work highlights the negative impact caused by
low DQ on the conclusions drawn in the analysis of data and
the generation of forecasting models, both at the theoretical
and applied level. It addresses the need to unify the concepts
that have been emerging in recent years and defines the dimen-
sions in which they should be measured. For time series, and
specifically for data received by sensors, the need for specific
metrics to quantify the quality of the data sets being received is
detected. For this reason, a quality module is designed that can
be integrated into industrial systems for real-time integration.
The module consists of an R package containing a set of metrics
that provides information on the quality of the process data
in different dimensions of interest, quantified using indicators
between 0 and 1. Correction functions are also programmed
to manipulate the database values and prevent future analy-
ses from being influenced by errors in the capture. All this
development is available on GitHub, i.e. the R package is
openly available to the entire community 9. This facilitates the
implementation of quality indicators in data analysis studies
carried out with this software. All these advances in time series
DQ were published in 2022 in the Q1 quartile IEEE Access
journal under the title On the Evaluation, Management and
Improvement of Data Quality in Streaming Time Series (21).

9https://github.com/MeritxellGomez/dqts-R-package
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2. The second phase of this work pursues the hypothesis that sta-
tistical modelling or fitting of AI models in time series requires
a different treatment from that of data without temporal order.
This work visualises this need by comparatively demonstrating
the changes in the efficiency and effectiveness of the models
after considerations related to the expected behaviour of the
time series.

In the paper entitled An IoT Platform towards the Enhancement
of Poultry Production Chains published in 2020 in the Q1 quar-
tile Sensors journal, a proposal was made to extract time series
features from different sources and then combine them in a
decision tree algorithm (22). This helped to facilitate decision-
making in an unpromising scenario due to the lack of records
and highlighted the importance of extracting and selecting
appropriate features.

In the feature extraction phase, the importance of transforming
time variables with sine functions is demonstrated to allow
distance-based algorithms to use these inputs realistically. Fur-
thermore, as a contribution to time series modelling, an algo-
rithm has been proposed for forecasting future time series data
based on the patterns found in the historical data. This method
is called k-Nearest Patterns in Time Series (KNPTS) and has
been developed in R. Its use is open to the whole community
as the functions were collected in a package that was published
in Github 10. Both, the proposed cyclic transformations and the
use and effectiveness of the KNPTS method were presented at
the SGAI 2021 congress where it was awarded as the best appli-
cation paper by a student and was published in the proceedings
as Short-term Forecasting Methodology for Energy Demand in
Residential Buildings and the Impact of the COVID-19 Pandemic
on Forecasts (23). Later, the work was extended and further

10https://github.com/MeritxellGomez/knpts-R-package
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studied for publication in the Q1 quartile journal Energy and
Buildings under the title k-Nearest patterns for electrical demand
forecasting in residential and small commercial buildings (24).

Another contribution to the extraction of time series charac-
teristics is Topological Data Analysis (TDA). The application
of topological methods for time series modelling contributes
to the assertion that the occurrence of pores in additive man-
ufactured parts is a local event, which cannot be anticipated.
Therefore, the detection of such faults using supervised classifi-
cation techniques can be done in a time-independent manner,
which demonstrates that in some specific industrial cases, the
use of time series is limited to the nature of the data and events.

Finally, in multivariate time series classification, it is proposed
to use observation-by-observation classification algorithms that
provide a probability of belonging to each class. With the
support of a Kalman filter-type algorithm, the classes are prop-
agated to obtain a predominant class in each experiment. This
innovative contribution was published in the proceedings of
the PHME 2021 conference under the title Divide, Propagate
and Conquer: Splitting a Complex Diagnosis Problem for Early
Detection of Faults in a Manufacturing Production Line, after
winning the Data Challenge of the same year (25).

3. The third phase of this work is focused on the evaluation of
the models trained, i.e. measuring the quality of the results
provided by the supervised models. Elastic time series similar-
ity measures such as Dynamic Time Warping (DTW) and Edit
Distance for Real Sequences (EDR) are proposed as a more
suitable alternative to measuring the accuracy of regression
forecasts in some cases. Their use is encouraged in problems
where the frequency of acquisition is high, the data history is
large and there is a periodicity in the behaviour of the output
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(23; 24). In classification problems, the use of different pre-
cision metrics in cases of unbalanced data is emphasised and
the effect of each of them is studied with this objective. In
classification problems, it highlights the use of different accu-
racy metrics in cases of unbalanced data and compares some
decisions that would be made using Accuracy and Recall in
different scenarios. In unbalanced data, the use of metrics that
penalise this inequality is emphasised (25).

1.6 Thesis structure

After a general introduction and contextualisation that is done in this
chapter, the rest of the thesis is structured as follows.

Chapter 2 presents the main contributions done in time series analysis
in industrial environments. This chapter aims to collect proposals
for improving the reliability of intelligent solutions based on time
series data. Initially, definitions and basic concepts of time series are
introduced in Section 2.1. Then, the objective is addressed with the
three-pronged approach of improving the quality of data, models
and errors. First, a proposal for measuring DQ in time series data
can be found in Section2.2. In addition, the functionalities of the
R package dqts implemented for the treatment of time series DQ
are presented. Section 2.3 presents the procedures to follow for
modelling time series using AI algorithms that allow both continuous
forecastings in regression and classification problems. Finally, in
section 2.4 a reflection is made on how to assess the performance of
models based on time series data, both in the case of regression and
classification.

Chapter 3 is focused on industrial applications of time series analysis.
The contributions proposed in the previous chapter are applied in
four real areas of national and international research trends: poultry
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chain control management, energy demand forecasting, porosity
detection in additive manufacturing and manufacturing production
line diagnosis.

This work is concluded in Section 4 and new lines of research that
arise after the end of this project are proposed.

During the research process, scientific contributions have been made
concerning the issues addressed in this study. The main ones in
chronological order of publication are listed below.

The article titled An IoT Platform towards the Enhancement of Poul-
try Production Chains (22) in Section 5 explains a support decision
system based on data collected across different phases of the poul-
try production chain. Through the extraction of Key Performance
Indicator (KPI), a decision tree model was trained that allowed the
classification of the quality of poultry meat based on the historical
information collected.

Section 6 presents the research developed in a European project
focused on demand response. The article entitled k-Nearest Patterns
for Electrical Demand Forecasting in Residential and Small Commercial
Buildings presents a comparison of the effectiveness of predicting fu-
ture electricity consumption values with two different algorithms.

The contributions made to the quality of time series data are detailed
in the article On the Evaluation, Management and Improvement of
Data Quality in Streaming Time Series (21) found in Section 7. In
that work, the metrics needed to quantify the quality of data in time
series are explained. It was implemented in R and a library open
to the community was published. In addition, the importance of
controlling and rectifying the quality of the data is highlighted and
the use of this tool in the industry is proposed.

The last impact contribution in this work is titled Topological Data
Analysis and Supervised Classification for Porosity Prediction in wire
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Laser Metal Deposition Processes. Section 8 contains the work carried
out during the international stay in Paris. The article details how to
detect the internal pores that appear in metal parts manufactured
using a wire laser metal deposition process. Using historical data
from additive manufacturing processes, a model capable of detecting
pores with high precision was fitted, thus being able to replace classic
tomography with a predictive model based on data.

Finally, in Section 9 the proceeding papers of congresses in which
it has participated during this research and the awards that it has
received are added.
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Contributions to Time
Series Life Cycle

2

„Escriure bé costa. Per escriure bé entenc
dir amb la màxima simplicitat les coses
essencials

— Mercè Rodoreda
(Catalan novelist and poetess)

The analysis of experimental data observed over time leads to new
and unique problems in statistical modelling and represents a partic-
ular field of study in the AI paradigm. In this subject, the acquired
values require methods derived from this temporal characteristic
instead of being treated as independent observations.

In industry, the life cycle of a time series starts with the installation
of sensors that capture the data necessary for the study to be carried
out and ends with the implementation of the developed solution.
This process can be long and complex and for a correct drawing of
conclusions, the temporal characteristics of the data should be prop-
erly managed. As it is mentioned in Section 1.1, there are essential
steps in the analysis of time series that correspond to data scientist
tasks that are considered essential for their correct interpretation.

As the Catalan writer Mercè Rodoreda said, "Good writing is difficult
and writing essential things with the utmost simplicity is a hard
task". Considering this, with the aim of synthesising the concepts
and facilitating understanding, the contributions in this Chapter are
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structured around three key parts of the time series life cycle to
improve the reliability of AI systems involving them: data quality,
modelling and, evaluation.

Section 2.1 covers the primary concepts of time series data. These
definitions are essential for establishing the notation that is used
from this Section onwards and for understanding the essence of time
series data sets.

Section 2.2 focuses on time series DQ and provides a comprehensive
definition of metrics classified into five dimensions. These metrics
aid in quantifying the DQ for processing and subsequently improving
the quality using corrective functions. Additionally, Subsection 2.2.1
elaborates on the R dqts package, which encompasses all of these
functionalities.

Section 2.3 is dedicated to improving the reliability of data-driven
models based on time series data. It commences in Subsection 2.3.1
with an introduction to classical models and in Section 2.3.2 to ML
models, with a detailed explanation of the KNPTS algorithm and
the knpts R package presentation. Subsequently, Subsection 2.3.3
emphasises the use of cross-validation, Subsection 2.3.4 focuses on
creating appropriate features and their proper handling, and finally,
Subsection 2.3.5 discusses various forecasting strategies and their
impact on model development.

Finally, in Section 2.4 there is a reflection on the various error
measures available to evaluate prediction results. On one hand,
in Subsection 2.4.1, elastic similarity measures for time series are
introduced to quantify errors in regressions. On the other hand,
in Subsection 2.4.2, the impact of different techniques for measur-
ing classification accuracy in the case of imbalanced class data is
explained.
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2.1 Time Series Basics

Time series is a set of ordered data expressed by {Y (t)} for t =
1, ..., T , where Y represents the measurement variable and the index
t is the time that is measured from instant 1 to instant T . In some
cases, Yt is used instead of Y (t).

The primary classification of time series pertains to the number of
variables measured over time. Univariate time series pertains to a
data set with a single time-dependent variable, while multivariate
time series pertains to a data set with more than one time-dependent
variable. The analysis of both univariate and multivariate time
series is a critical tool in various fields, such as finance, economics,
engineering, and environmental science. While some definitions,
such as the correlation between variables, are specific to multivariate
time series, numerous concepts are elucidated using univariate time
series as they can be effortlessly extended to multivariate time series
by applying them to each measured variable.

A univariate time series can be decomposed into various compo-
nents (26).

• Trend: The long-term direction of the data. It reflects the
overall pattern or tendency of the data to increase or decrease
over time. The trend component at time t can be represented
by T (t).

• Seasonality: The regular and repeating pattern of fluctuations
in the data that occur over fixed intervals over time, such
as daily, weekly or monthly. This can be due to factors like
weather, holidays, or sales cycles. S(t) represents the seasonal-
ity component at time t.

• Cyclical: The irregular pattern of fluctuations that occur at non-
fixed intervals over a period of time longer than the seasonal
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pattern. The notation to represent the cyclical component at
time t is C(t).

• Residual or Error: The random fluctuations or noise that is left
over after the other three components have been accounted
for. These can be caused by unforeseen events or measurement
errors. The residual component or error term at time t is
represented by e(t).

A stationary time series is a time series where the statistical properties,
such as the mean, variance, and autocorrelation, do not change over
time. If a time series is not stationary, it can be transformed into a
stationary time series by applying techniques such as differencing or
logarithmic transformation. In particular White Noise (WN) is a type
of random signal that has equal intensity at all frequencies, meaning
it has no correlation or structure in the time series data. In other
words, the observations are generated independently and identically
from a distribution with a constant mean and variance.

Understanding the different components of time series data is impor-
tant for analysing and forecasting future trends. Different statistical
techniques and models can be used to identify and decompose a
given time series into its components, allowing for more accurate
predictions and insights into the underlying patterns of the data.

The most common method for time series decomposition is the
additive model, which assumes that the time series can be expressed
as the sum of its four individual components. Then, let Y (t) be
the value of the time series at time t, the additive decomposition is
expressed in Equation 2.1.

Y (t) = T (t) + S(t) + C(t) + e(t) (2.1)
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Similarly, the multiplicative decomposition model assumes that the
time series can be expressed as a product of its components, as shown
in Equation 2.2.

Y (t) = T (t) · S(t) · C(t) · e(t) (2.2)

Figure 2.1 shows the additive decomposition of a time series of
monthly gas consumption data for Australia. From top to bottom:
the original time series Y (t), its trend component T (t), the seasonal
component S(t) and the residual term e(t). This residual component
should be stationary or as stationary as possible given the charac-
teristics of the time series. In the trend graph, we clearly see an
incremental component that reveals the increasing behaviour of the
data. In the seasonal chart, the same pattern of length 12 is repeated
over time in the data, so it is understood that the gas consumption
series has an annual seasonality. This means that the data received
from year to year share a similar shape. In the graph below, the
residual component, also known as the error term or random term,
is the result of subtracting trend and seasonality from the original
series by the operation of Equation 2.3.

e(t) = Y (t)− T (t)− S(t) (2.3)

In the case of the multiplicative decomposition shown in Figure 2.2,
the error or residual component has a more stationary behaviour
than in the additive case, and it is obtained by Equation 2.4.

e(t) = Y (t)
T (t) · S(t) (2.4)

In essence, a time series is an ordered collection of data gathered
at regular time intervals that can be decomposed into the four men-
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Fig. 2.1.: Additive decomposition of monthly gas consumption time series
for Australia.

Fig. 2.2.: Multiplicative decomposition of monthly gas consumption time
series for Australia

tioned components of trend, seasonality, cyclical, and residual or
error.

2.2 Data Quality in Time Series

Data is a powerful source of information, yet despite its pervasive
presence in all industrial domains today, the correct use of data for
optimal exploitation remains a challenge for data scientists to develop
intelligent data-driven solutions. Part of the difficulty of integrating
AI solutions into industrial systems lies in the quality of the data
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collected. The goal of DQ is widely pursued due to the increase in
the amount of data that companies store in their databases. With the
popularisation of data-driven AI solutions, organisations are aware
of the importance of measuring their quality to identify errors and
face losses. The focus is set, thus, on reporting and improving DQ to
improve the reliability of industrial databases.

Understanding and measuring DQ with the right tools is necessary to
improve outcomes and increase confidence in data-driven decisions
(27). The development of such tools to measure the quality of time
series data requires a clear definition of the metrics that provide
values for DQ quantification. However, inadequate definitions of
DQ are prevalent throughout research and contributions in various
fields pertaining to DQ. Whereas some sources attempt to address
the wide variety of possible cases, others provide definitions for
specific fields and rarely the proposed approach can be used in other
areas. In short, there is a need for a concise definition that is both
sufficiently concrete to deal with the particularities of time series
data and sufficiently broad to be applied to all areas of research
involving time series, without the influence of the application or
solution to be sought with the data set.

One of the most common approaches in the search for a method
of measuring DQ is the use of metrics that quantify different areas
of quality. In other words, the aspects to be assessed are organised
into dimensions and each dimension, is composed of a set of metrics
whose values indicate the quality of the data. Regarding those, at
the beginning of the 20th century, dimensions such as Accuracy,
Timeliness, Interpretability and Accessibility were introduced, which
are the basis of future definitions to measure DQ (28; 29). Nowadays,
the use and definitions of the dimensions for measuring DQ have
evolved according to industry requirements and the characteristics
and quantities of data available (30).
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For the correct definition of the metrics, maximum domain knowl-
edge and a complete understanding of the issues involved are re-
quired. Then, the need to define complete methodologies for the
study of DQ arose, including the need to assess and improve DQ and
the possibility to monitor these methodologies (31; 32).

To fulfil this requirement, a new approach is proposed, which is
motivated by the recognition of the need to monitor quality metrics
in time series. This approach ensures a high DQ over time through
the capability of correcting quality issues (33). In this case, DQ
is defined as a combination of the quality scores obtained on 11
different metrics taking values from 0 to 1, where 0 represents the
lowest quality and 1 is the highest quality.

Those metrics are organised into 5 dimensions which cover the needs
identified in the literature in measuring the quality of time series
data: Conformity, Uniqueness, Timeliness, Accuracy and Completeness.
These dimensions and metrics are described below.

• Conformity dimension measures the amount of data correctly
stored according to the database standards. Two metrics are
used to quantify quality in this regard: Names and Formats.
The Names metric measures the proportion of variables labelled
with the correct name. In this sense, according to the data
standard, it is expected to receive a variable with an identifying
label, data that maintain that label over time are considered
high-quality data. As for Formats, the data received may be of
different typologies. For instance, variables can be measured
using numerical values or categorical labels can be received
for certain information. In this context, the Formats metric
calculates the proportion of data that retains the typology
corresponding to the standard. Thus, a high score on this
metric indicates that there has been no change over time in the
type of data being received.
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• Uniqueness dimension is widely used to control repetitions in
data. In the case of multivariate time series, repeated measure-
ments are generally assumed in most of the variables recorded.
However, repetitions in time measurements are not allowed,
and, thus, different data cannot be stored in the database at
the same time instants. Therefore, Time Uniqueness metric is
defined, which measures the proportion of unique timestamps
throughout the data set.

• Timeliness dimension defines the temporal possibilities pro-
vided by the data in terms of their frequency of acquisition.
In this case, there is a metric with the same name, Timeliness,
which quantifies the time delays by measuring the proportion of
registrations that are received without exceeding the expected
waiting time.

• Accuracy dimension is the degree of reproducibility of mea-
sured values that may or may not be close to real-world values.
Four metrics are defined in this dimension: Range, Consistency,
Typicality, and Moderation.

In general terms, Range is a metric that measures the propor-
tion of values that lie between the allowed values for each
of the variables collected. It is therefore necessary to set a
maximum and minimum value in advance to decide whether
the information lies within these ranges.

Variables that follow a Gaussian distribution have values that
are concentrated around their mean with a certain degree of
dispersion. This property enables the calculation of Confidence
Intervals (CI), which are boundaries established to ensure that
a certain percentage of the values fall within them. Consistency,
Typicality, and Moderation metrics are the proportion of val-
ues that anomalously lie outside the intervals with 80%, 95%
and 99% confidence levels. An example of a univariate time
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series with a Gaussian distribution and three CI can be seen in
Figure 2.3.

Fig. 2.3.: Example of simulated values following a Gaussian distribution
and the three boundaries of the CI with confidence levels of 80%,
95% and 99%

• Completeness dimension refers to the degree of present ele-
ments in the data set and it is one of the most important points
of DQ. The first metric, named Completeness, indicates the pro-
portion of elements received in the data set. In other words, it
is a complementary indicator to the overall missing value ratio.
Due to the importance of knowing if the information on a partic-
ular variable has stopped being received at some point in time,
Completeness by Variables metric is defined. This indicator is the
proportion of variables present in the data set with respect to
the number of variables expected to be received. Similarly, the
Completeness by Observations metric is also defined, which mea-
sures the proportion of records received against those expected
to be received.

To sum up, 11 different metrics from 5 dimensions have been defined
to measure DQ as can be seen in Table 2.1. The overall indicator of
the data set quality is obtained by a weighted combination of these
metrics. This technique allows giving more importance to specific
metrics by assigning them a higher coefficient.

34 Chapter 2

Contributions to Time Series Life Cycle



Tab. 2.1.: Summary of problems identified using each of the 11 proposed
DQ metrics grouped in 5 dimensions.

Dimension Metric Problem identification
Conformity Names Wrong variable names

Format Different data formats
Uniqueness Time Uniqueness Repeated timestamps
Timeliness Timeliness Excessive waiting times between observations

Accuracy

Range Values out of range
Consistency Values out of the 80% CI
Typicality Values out of the 95% CI
Moderation Values out of the 99% CI

Completeness
Completeness There are missing values
Compleness by Observations Some observations are lost
Completeness by Variables Some variables are lost

2.2.1 The dqts R package

The development of the DQ metrics defined in the previous section
was carried out with the statistical software R. The dqts R package
was developed to address the need for assisting data analysis in han-
dling low-quality data with a robust procedure. The dqts R package
is available in GitHub for its use by the entire R community1 and its
implementation and use is explained in more detail in Appendix A.
In summary, it contains four main functions:

• The DQ function provides the value of each quality metric and
the total quality indicator obtained from the weighted com-
bination of all metrics. It calculates DQ metric values in two
alternative ways: in the whole time series or by moving win-
dows.

• The plotDQ function allows the visualisation of the quality
metric scores and receives as input the output of DQ function.
There are two types of graphs depending on whether the DQ
function has been run on the complete data set or per window.
In the first case, the function shows a bar chart with a single

1https://github.com/MeritxellGomez/dqts-R-package
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score value for each metric, and in the second case, it displays
a line chart to see the time evolution of the metric values.

• The deepDQ function provides details about failures in the indi-
cated metric. There are two ways to execute the function: one
to provide the value of quality metrics for each variable, and
another to determine the position of the values that cause low
quality in a specific metric.

• The handleDQ function estimates solutions to faults and returns
a data set with the necessary changes for that metric to achieve
the highest quality score. For each metric, there are different
correction functions available. These functions range from
removing low-quality values to using various techniques for
imputing anomalous values with other values that improve data
quality. The correction techniques are explained in Appendix A.

The dqts package can be integrated into applications with an inter-
active user interface, that allows the selection of different actions
related to the execution of those four main functions. In this way, the
user is always aware of the evolution of the DQ index. Additionally,
the reasons behind the decline of the index are displayed, and the
user is allowed to choose the methods for resolving poor quality.
Real-time checks are performed to observe the influence of their
choices on the final quality of the data. An example implementation
is shown in Figure 2.4, where the different metrics to be treated
are displayed on the left along with a drop-down tab to select the
resolution methods. In the centre of the screen, the status of the data
after each of the decisions made is displayed.

Among the advantages of the dqts package, the calculation of the
quality of time series data is standardised to provide a numerical
value that allows the comparison of quality between different sets.
Furthermore, quantifying quality enables data users to discern when
data meets or not the minimum quality requirements. In addition,
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Fig. 2.4.: Example of integration of the dqts package in an industrial
system for the evaluation and correction of manufacturing data.

its deployment as a package allows for integration into systems that
facilitate the use of corrective functions to increase DQ.

Figure 2.5 shows an example of low-quality data with completeness
and temporality failures, and what a prediction using a time series
model (Autoregressive Integrated Moving Avarage (ARIMA)) that
learns the behaviour of the data from this set would look like. As
can be seen, the future forecast cannot achieve adequate accuracy
because the quality of the input data was low.

However, Figure 2.6 shows how the same algorithm manages to
estimate the future data more accurately after the use of the time
series quality correction functions. In this case, the out-of-range value
and missing values have been estimated using the KNPTS. After the
changes, the algorithm learns the behaviour of higher-quality data,
enabling it to make more accurate predictions that align better with
the result that would have been obtained with error-free data.
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Fig. 2.5.: One year ahead forecasting training ARIMA model with 0.95 in
Completeness and 0.99 in Range

Fig. 2.6.: One day ahead forecasting using fixed data with the highest
quality.

2.3 Time Series Modelling

Time series analysis is an essential method in emerging research
fields such as food health, energy demand forecasting or smart man-
ufacturing (19). As discussed above, recent monitoring of different
areas of industry leads to the capture of sensor data and these time-
ordered data require specific time series techniques for their analysis.
In many cases, the application of classical analytical methods without
taking into account the time structure can lead to erroneous decisions
that negatively influence the reliability of the models. In general,
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time series data cannot be treated as independent and identically
distributed data as in other types of analysis.

Time series modelling is a process to estimate a mathematical ex-
pression for the calculation of one or more collected variables in
order to make forecasts. Once such a model is found, it can be used
for forecasting future time series data and thus use the estimated
values for different purposes in the industry. Time series models
typically involve the use of time lags, seasonality, and trend compo-
nents, which are estimated from historical data and used to make
predictions for future time periods. There are different approaches
to modelling time series. On the one hand, classical techniques for
time series regression are based on statistical models and, on the
other hand, the most up-to-date ML models. Statistical analysis often
assumes linear relationships between input and output variables or
normal sampling distributions, but these assumptions are not always
fulfilled, especially in industrial environments. The classical regres-
sion models that assume the linearity of time series data are ARIMA
models and their derivatives. As for ML models, they can deal in a
general way with non-linearity. Examples of these ML models are
unsupervised clustering algorithms or k-Nearest Neighbours (KNN)
and Support Vector Machines (SVM) as supervised algorithms. In
addition, ML methods learn from past experiences based on the ac-
tual data collected and contemplate more complex scenarios that
fit reality more accurately in most cases. The following Sections
describe both approaches in detail.

2.3.1 Tradicional Forecasting Methods

The most common time series regression models are the ARIMA (Au-
toRegressive Integrated Moving Average) model and its variants (34),
which combine both autoregression and moving average components
to model time series data.
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Autoregression (AR) models use past values of the time series Y (t−1),
Y (t−2), ... as input to predict future values Y (t). The notation AR(p)
indicates an autoregressive model of order p. and it is expressed by
Equation 2.5

Y (t) = φ1Y (t− 1) + · · ·+ φpY (t− p) + e(t) (2.5)

where e(t) ∼WN(0, σ2) and φi constants for i = 1, ..., p.

As for Moving Average (MA) models use the error term (residuals)
from a time series forecasting model e(t− 1), e(t− 2), ... to predict
future values Y (t). The notation MA(q) is used to a moving average
model of order q as in Equation 2.6.

Y (t) = e(t) + θ1e(t− 1) + · · ·+ θqe(t− q) (2.6)

with e(t) ∼WN(0, σ2) and θj constants for j = 1, ...,m.

Then, the ARIMA model consists of three components:

1. The Autoregression (AR) model, uses the dependent relation-
ship between an observation and some number of lagged ob-
servations to make predictions.

2. The Integration (I) model, which takes differences between
observations to make the time series stationary.

3. The Moving Average (MA) model, uses the dependency be-
tween an observation and a residual error from a moving aver-
age model and applies it to lagged observations.

ARIMA models are typically denoted as ARIMA(p, d, q), where p is
the order of the autoregressive part, d is the degree of differencing
(the number of times the data have had past values subtracted from
them), and q is the order of the moving average part. The mathemat-
ical expression for ARIMA models is shown in Equation 2.7.
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(2.7)Y (t) = φ1Y (t− 1) + · · ·+ φpY (t− p)
+ θ1e(t− 1) + · · ·+ θqe(t− q) + e(t)

Seasonal Autoregressive Integrated Moving Average (SARIMA) mod-
els are similar to ARIMA models but can capture both the autocorre-
lation and seasonality of a time series by Equation 2.8.

(2.8)Y (t) = φ1Y (t− 1) + · · ·+ φpY (t− p) + θ1e(t− 1) + · · ·
+ θqe(t− q) + ϕ1Y (t− s) + · · ·+ ϕnY (t− sn)
+ ϑ1e(t− s) + · · ·+ ϑme(t− sm) + e(t)

where ϕ1, ..., ϕn are the seasonal AR parameters, which represent
the effect of the past seasonal values of the time series on its current
value; ϑ1, ..., ϑm, are the seasonal MA parameters, which represent
the effect of the past seasonal error terms on the current value of the
time series; and s is the number of time periods in a season.

There are several advantages of using ARIMA models for time se-
ries analysis. The ARIMA model is very flexible and can be applied
to a wide range of time series data, including data with trend and
seasonality. They are also relatively robust to non-stationary data
and simple to implement and interpret. That simplicity and the
non-precision of lengthy parameter estimation processing also make
them very computationally efficient models and can be very accurate
on data that are not strongly influenced by external agents. Finally,
ARIMA models can handle missing values and can interpolate them,
which is useful when the time series data is not complete. However,
ARIMA models make strong assumptions about the underlying data,
such as stationarity and linearity, which may not always hold in prac-
tice (35). They have other limitations, such as difficulty to handle
exogenous variables and complex data patterns, or a limited ability
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to handle non-stationary and non-normal data. In addition, autore-
gressive models require a more frequent release of forecasts due to
the accumulation of errors in long future forecasts. The following
lines provide an example that illustrates this phenomenon.

Daily data on electricity demand in Spain are used to adjust a
SARIMA model because a weekly periodicity is detected 2. The
data started to be recorded on 1 January 2004 and up to 31st De-
cember 2012. It is decided to use the data prior to 1st January 2011
for training and to use the consecutive data to illustrate the effect of
the accumulation of forecast error.

In Figure 2.7, the fitted SARIMA model is used to launch a single
prediction for a time window of one week, i.e. the 7 values after the
series are predicted by using the data up to 31 December 2010. The
forecast shown in red in the graph is in line with the actual values
and maintains its trend. In addition, the grey shading indicates the
95% CI that has been obtained for this forecast.

Fig. 2.7.: One-week-ahead forecasting in one execution using SARIMA
model for energy demand.

Autoregresive models are not suitable to estimate the future value of
a quantity of data greater than the periodicity of the time series. For

2https://rpubs.com/Peque/energy-demand-forecast

42 Chapter 2

Contributions to Time Series Life Cycle



instance, the ability to extrapolate is lost when a ten weeks ahead
forecast is requested, due to the weekly periodicity of the data. As
can be seen in Figure 2.8, this type of algorithm assumes that the
estimate made for the first 7 days is valid for the rest of the weeks
and makes an approximate copy of that pattern. In addition, the grey
shading spreads over time, leading to an accumulation of errors and
a loss of prediction accuracy.

Fig. 2.8.: Ten-weeks-ahead forecasting in one execution in weekly data
using SARIMA model for energy demand.

The solution to prevent such phenomena is the periodic release of
the forecast model. In this approach, each model run predicts a
portion of the future data and uses all the available prior actual
values. If only one of the future values is predicted in each iteration,
none of the estimated values is used as input. The forecasts made
with this methodology are shown in Figure 2.9, in which the graph
shows the forecasts for the next 10 weeks with significantly higher
accuracy than in the previous case. In addition, this type of approach
avoids error propagation, which remains approximately constant.
The prediction window and the deployment mode of the model may
influence the decision of the model to be used, despite their accuracy
results.
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Fig. 2.9.: Ten weeks ahead forecasting in seventy executions in weekly
data using SARIMA model.

ARIMA models are widely used in various industries for time series
analysis and forecasting, such as: finance, to forecast stock prices,
currency exchange rates, and interest rates; economics, to analyse
and forecast economic time series data such as inflation and unem-
ployment; or marketing to analyse and forecast time series data such
as sales, customer behaviour, and market trends. ARIMA models can
be also used in the energy domain to forecast energy consumption, as
seen in the example below. These models are able to identify trends
in energy usage and optimise the operation of power plants and other
energy infrastructure. However, such techniques are efficient when
data have an identifiable trend and seasonality and do not depend
on other external factors that are not included in the model. This is
the main reason why the use of ML models on time series data has
become widespread in a variety of complex environments.

However, the study of ARIMA models and their extensions contin-
ues in order to adapt them to industrial environments. This is the
case of the ARIMAX (AutoRegressive Integrated Moving Average
with eXogenous inputs) model, which allows the inclusion of ad-
ditional exogenous variables, which may help improve the model’s
predictive accuracy (36). Also, Vector Autoregression (VAR) models
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consider multiple time series as input and are useful for modelling
relationships between multiple time series and Vector Autoregression
Integrated Moving Average (VARIMA) models consider multiple time
series as input and have both autoregression and moving average
components to model time series data (37). Finally, State-Space
models (SSM) are a class of time series forecasting models that are
based on the state-space representation of a system, which is a math-
ematical model that describes the internal state of a system and how
it changes over time (38). It is commonly used in a variety of fields,
including engineering, physics, economics, and finance, to model
complex systems that are not easily described by a simple mathemati-
cal equation. A state-space model consists of two equations: the state
equation and the observation equation. The state equation describes
how the state of the system evolves over time, while the observation
equation describes how observations of the system are related to the
underlying state.

In combination with state-space models, the Kalman filter is intro-
duced as a predictor for time series. The Kalman filter is a powerful
mathematical algorithm for estimating the underlying state of a time
series in the presence of noise (39). It is widely used in control
systems, signal processing, and risk management in finances. In the
context of univariate time series analysis, the Kalman filter can be
used to estimate the state of a time series given noisy observations.
The state vector in the Kalman filter for univariate time series anal-
ysis includes the true value of the time series at each point in time,
as well as the error terms for the AR and MA components of the
model. The observation vector includes the noisy measurements of
the time series. The Kalman filter operates by combining information
from the previous estimate of the state, the new observation, and the
model equations and recursively updating its estimate of the state
based on the available observations and the model equations.
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The Kalman filter can be used to generate both filtered and smoothed
estimates of the state of the time series. The filtered estimate is the
estimate of the state at each point in time based on all the available
observations up to that point. The smoothed estimate is the estimate
of the state at each point in time based on all the available obser-
vations in the entire time series. In short, this algorithm calculates
the different probabilities of the system state and then superimposes
them on the different measurements taking into account their added
noise component.

2.3.2 Machine Learning in Time Series

Forecasting future values in time series can be reduced to a supervised
learning problem by creating features. Those values used as inputs
to the model can be either the past values of the time series or other
external explanatory variables. Time series can be used in both
regression and classification problems, depending on the objectives
of the task. The output of the model varies depending on the type of
problem being addressed: in the case of a regression problem, the
model’s output is the estimation of future values of the time series,
and in the case of a classification problem, the output can be the
class to which the time series belongs or the next future class in a
time series.

Both strategies can be applied to time series data as long as an ap-
propriate cross-validation (CV) process is considered, the extraction
of the features mentioned above is done in a successful way and
cyclical transformations are taken into account when necessary. Also
important is the strategy to avoid error propagation and to ensure a
realistic deployment. All these considerations are explained in detail
below.

Regression
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ML regression is the subset of ML algorithms that are used to model
the relationship between variables in order to make predictions or
forecast numerical values. Thus, those algorithms can be used more
concretely in time series if appropriate decisions are made in the
procedure. In addition to the patterns in the variable of interest, it
may have relationships with other features that are not identified
with classical time series regression models. Continuing with the
previous notation, Yt is the value of the time series at time t, and
the n features used as inputs in the model at time t are denoted by
X1
t , ..., X

n
t .

The most common ML-based regression algorithms are the follow-
ing:

• Linear Regression (LR) models the linear relationship between
a dependent variable (output or target) and one or more
independent variables (inputs or features) as shown Equa-
tion 2.9 (40). LR finds the best-fit line that minimises the error
between the predicted (Ŷt) and actual values (Yt).

Yt = β0 + β1X
1
t + . . . βnX

n
t (2.9)

LR makes certain assumptions, such as linearity, independence
of errors, homoscedasticity (constant variance of errors), and
normality of errors. In this sense, the violation of these as-
sumptions may affect the accuracy and reliability of the LR
model.

Another characteristic of LR models is that these models are
highly interpretable, in which the coefficients β0, β1, . . . , βn rep-
resent the direction and magnitude of the relationship between
the features and the target variable. However, it is important
to scale the features before applying LR to prevent the features
with larger values from dominating the regression equation.
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• The SVM algorithms are particularly well-suited for tasks where
the data is not linearly separable and requires non-linear de-
cision boundaries or hyperplanes (41). When this technique
is used for regression tasks where the output is numerical it is
often referred to as Support Vector Regression (SVR).

SVR finds the hyperplane that best fits the data with a certain
tolerance while minimising the error between the predicted
values and the actual values of the target variable. Furthermore,
it incorporates a regularisation termC to control the complexity
of the model and prevent overfitting. A smaller value of C
results in a wider tolerance band, allowing for more errors,
while a larger value of C results in a narrower tolerance band,
allowing for fewer errors. It is also possible to handle non-linear
data using a technique called the "kernel trick". A kernel is a
mathematical function that maps the data points into a higher-
dimensional space where non-linear patterns can be captured
in the data. SVRs are generally efficient for small to medium-
sized data sets. The training time can increase significantly with
large data sets and the computational complexity can be further
increased with the use of kernel functions. In Figure 2.10, a
classic two-dimensional example can be seen illustrating the
idea behind the kernel trick. In this case, the tolerance bands
with an ξ width only exclude one of the training set values.

The interpretability of SVR models can be limited compared
to LR, as the decision boundary is often non-linear and can be
complex in higher-dimensional feature spaces. However, fea-
ture importance measures and model visualization techniques
can still provide insights into the importance of different fea-
tures in the model.

• The KNN is a type of instance-based or lazy learning algo-
rithm that makes predictions based on the values of the k most
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Fig. 2.10.: Two-dimensional example showcasing the effect of the kernel
trick in the input space of the SVM model.

similar records in the training data. No explicit model or pa-
rameters are learned during the training phase. When making
predictions for new, unseen data points, KNN regression finds
the k-nearest neighbours to the query data point based on a
distance metric in the feature space. Once the k closest obser-
vations are identified, KNN regression takes a combination of
the output values of these neighbours as the predicted value
for the new data point (42).

The main disadvantage of KNN regression is that it can be
computationally expensive, especially when dealing with large
data sets, as it requires calculating distances between the query
data point and all training samples. Nevertheless, KNN is a
widely used algorithm in regression, especially when the data
has localised patterns or when interpretability is important.

• Decision Tree (DT) regressor is a type of regression algorithm
that uses tree structures to model the relationship between
variables (43). It is a non-parametric, supervised learning algo-
rithm that can model both linear and non-linear relationships
in the data. DT starts with a root node, which represents the
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Fig. 2.11.: Graphic representation of the operation of a DT with a maxi-
mum depth of 3.

entire dataset and then it splits the data into branches based on
the values of a chosen feature and a chosen splitting criterion
such as gini impurity. The root node then branches out into
decision nodes, each representing a possible outcome of the
chosen attribute. This process, represented in Figure 2.11, is
repeated until a stopping criterion is met and a leaf node is
reached. The predicted value for a new data point is found by
navigating down the tree from the root node to a leaf node
and it is the weighted average of the training samples in the
corresponding leaf node. The maximum depth of a DT refers
to the longest path from the root node to the leaf node. It rep-
resents the number of decision nodes and attribute evaluations
required to reach a prediction. Controlling the maximum depth
of a tree can help avoid overfitting, where the model becomes
too specific to the training data and performs poorly on new
data.

DTs can handle missing values, which makes them robust in
that sense and they are highly interpretable, as the decisions
made at each splitting node can be easily visualised and un-
derstood. However, DTs are prone to overfitting if the correct
hyperparameters are not decided upon.
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• The Random Forest (RF) regressor is an ensemble learning
algorithm that combines multiple DT to improve prediction
accuracy and robustness (44).

RFs are less prone to overfitting compared to single DTs be-
cause the averaging of predictions from multiple trees helps to
reduce noise and variance in the predictions. However, over-
fitting can still occur if the trees in the forest are too deep or
too numerous. Proper tuning of hyperparameters, such as the
maximum depth of trees, the number of trees in the forest, and
minimum samples in leaf nodes, can help mitigate overfitting.
RF may not always be as interpretable as a single DT but it
can provide estimates of feature importance based on the de-
crease in impurity, which can help identify the most important
features for making accurate predictions.

• Gradient Boosting Machines (GBM) are an ensemble learning
technique that combines weak learners (e.g., DT) to create a
strong learner. Gradient Boosting Regression iteratively adds
DTs to the model, with each tree correcting the errors of the
previous ones, and results in an ensemble model with improved
prediction accuracy.

GBM use a technique called gradient descent to update the
model parameters in each iteration. It calculates the gradient
of the loss function with respect to the predicted values, and
then the model parameters are updated in the direction of the
negative gradient to minimise the loss (45).

This complex algorithm has several hyperparameters that need
to be tuned to optimise the model’s performance and also
provides options for regularisation techniques to prevent over-
fitting. As with the RF model, GBM is typically not as inter-
pretable as linear regression models, as they are an ensemble
of multiple weak learners. To understand how the model is
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built, the feature importance can be calculated based on the
contribution of each feature in the decision trees.

Extreme Gradient Boosting (XGBoost) is an optimized and
efficient implementation of GBM that incorporates several en-
hancements and additional features. It introduces regular-
ization to avoid overfitting, uses tree pruning techniques to
improve generalization, handles missing values in the data,
supports parallelism in processing, and provides a measure of
feature importance. These improvements make XGBoost faster
and more accurate compared to traditional implementations of
Gradient Boosting Machines.

The algorithm choice depends on the data characteristics, problem
requirements, and desired performance metrics. It is important to
evaluate and compare different algorithms to select the one that best
suits the specific problem and data at hand and to properly validate
and fine-tune the chosen model for optimal performance.

In data with identifiable cyclical behaviour where the input-output
relation cannot be detected with classical ML techniques, an efficient
alternative is the KNPTS algorithm. This method proposes the use of
moving windows to find similar patterns in the historical time series.
KNPTS, therefore, bases future estimates on the similarity to past
events.

The KNPTS method can be considered as a variant of the KNN where
the nearest neighbours are defined as the most similar subsets of
data in the time series. Given the window size W ∈ N, the last values
of the output variable (YT−W , ..., YT ) are used as a reference pattern
in the training process. This subset of data is compared with all the
other subsets of length W in the series, that is, Y j = (Yj , ..., Yj+W ),
for all j = 1, ..., T − W − H. Similarity can be measured with
different strategies such as Euclidean distance or DTW. Therefore,
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Fig. 2.12.: Nearest-neighbour three-step-ahead forecasts. A window of
length five is selected and one neighbour is used to estimate
the next three values.

the K nearest neighbours patterns are the K subsets with the lowest
distance value (46).

An example of KNPTS for multiple-step forecasting is shown in Fig-
ure 2.12. It represents a simple case with W = 5, that is, 5 previous
values are used as reference patterns to find the most similar data
subset in the time series. In this case, the number of neighbours is
fixed as K = 1, so the most similar pattern is used to forecast three
future values of the time series, so H = 3.

The estimation of future values YT+1, ...YT+H is calculated by the
weighted average of the next values of each nearest neighbour λ =
1, ...,K, as shown in Equation 2.10 where ωλ is the weight of the
h-th point following the λ-th neighbour Y λ

λ+W+h.

YT+h =
∑K
λ=1 ωλY

λ
λ+W+h∑K

λ=1 ωλ
(2.10)

This argument is applied to all h = 1, ...,H horizon values to be
forecast. The rationale behind this method is that, in two different
periods of time with similar values, the following value should be
similar as well.

2.3 Time Series Modelling 53



Fig. 2.13.: Two different approaches of time series classification problems.

The KNPTS method is implemented in an R package that is available
for installation from Github 3 and it is explained in more detail in
Appendix B.

Classification

Time series classification refers to the task of assigning labels or cate-
gories to time series data based on their patterns or features. Time
series classification problems can be divided into two main types,
which are summarised in Figure 2.13: label-ahead classification and
classification of the entire time series. The picture on the left shows
the problem of forecasting the label of the unknown future value of
the time series based on the labels of previous values. The example
includes a univariate time series that takes two possible classes, 0 or
1. Therefore, it is a binary classification of the next value in the time
series. In addition to using information from the previous labels, it is
possible to add information as inputs from other types of features. In
general, ML models used in regression tasks are similarly applicable
in this type of classification. However, in classification tasks, the
output is not a continuous value but rather a categorical value that
can take two or more classes.

3https://github.com/MeritxellGomez/knpts-R-package
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The problems associated with labelling entire time series using in-
formation from other previously labelled series are illustrated in the
right of Figure 2.13. To address this task, two approaches are pro-
posed, which are selected based on the problem objectives and the
available data characteristics. On the one hand, the characterisation
of the entire time series by extracting a finite number of features
to which a class is assigned. On the other hand, a point-by-point
classification of all observations in the time series followed by a
global assessment of the labelling based on the obtained classifica-
tions (47). The selection of either approach is made according to
problem requirements.

The first approach involves extracting a fixed number of features from
each time series, which are then used as inputs to the classification
model. This reduces each time series to a feature vector and the
time series data set to a multivariate data set that represents its
behaviour, with as many observations as time series available for
training. Therefore, feature extraction and selection are critical in
this process, as the likelihood of capturing the unique behaviour
that characterises the series decreases for long-time series or those
with a high acquisition frequency. This approach is applicable to
both univariate and multivariate time series, with the only difference
being the number of features created.

Alternatively, in the second approach, each observation in the time se-
ries can be individually classified by using the appropriate features as
inputs for the classification model. The resulting classification is then
used to assign labels to each observation in the time series. In order
to obtain a final label for the entire time series, a criterion must be
established. One possibility is to use the mode of the obtained classes,
i.e., the most frequent class. Another option is to use a propagation
algorithm based on the Kalman filter operation, which assumes an
equal probability of the time series belonging to each class. For
instance, for binary classification problems, the initial assumption is
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that the time series has a 50/50 probability of belonging to either
class 0 or class 1. After obtaining the labels for each observation in
the time series using an ML model that provides the probability of
belonging to each class, the resulting vector of observations is used to
iteratively update the probability of the time series being labelled as
class 0 or class 1. The time series is run through this iterative process,
and it is assumed that after convergence, the class with the dominant
probability is assigned as the label for the entire time series.

Both classification problems with time series data are very common
in industrial environments. To give an example, they are the basis
of many machine diagnosis problems. In this context, time series
are typically signals collected during an industrial process, and it is
often necessary to label the processes according to their quality in
order to determine the status of the machine. For instance, the goal
may be to identify in real-time when the process is going to exhibit
anomalous behaviour, while in the other case, the goal may be to
classify completed experiments according to a quality indicator that
can take on different values. Furthermore, time series classification
has applications in numerous fields, including finance, healthcare,
and speech recognition. For instance, in healthcare, time series
classification can be used to predict the onset of a disease or identify
patients at risk of adverse events.

An imbalance of the available data is a commonly encountered issue
when applying data-driven techniques for time series classification.
Data imbalance refers to a situation in which the number of instances
in different classes of a data set is not evenly distributed. This means
that some classes have significantly fewer instances than others,
making it difficult for ML models to accurately predict the underrep-
resented classes. There are several techniques that can be used to
deal with data imbalance depending on the specific characteristics
of the data set and the problem at hand. The most commonly used
approach is re-sampling although one can also choose to modify the
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cost matrix of a classification algorithm to give higher costs to mis-
classifications of the minority class or training a classifier to identify
instances of the minority class as anomalies or outliers in the data.

Re-sampling involves either oversampling the minority class or un-
dersampling the majority class to balance the data set. Oversampling
techniques include randomly replicating instances of the minority
class or generating synthetic examples using algorithms such as
Synthetic Minority Over-sampling Technique (SMOTE) (48). Under-
sampling techniques include randomly removing instances from the
majority class or selecting instances using a variety of methods such
as Tomek Links (49) or Edited Nearest Neighbours (50). Another
approach to data balancing is the combination of undersampling and
oversampling techniques. For example, the combination of SMOTE
and Tomek links is known as SMOTE-Tomek or SMOTE-TL (51).

In both regression and classification problems, the reliability of ML
models can be increased by the correct treatment of some of the
tasks performed during fitting. On the one hand, the choice of model
parameters is carried out by ensuring their generality and preventing
overfitting through appropriate cross-validation techniques. On the
other hand, those algorithms are trained using the information pro-
vided by the correct features. In addition, the forecasting strategy
is key when evaluating the effectiveness of the methods, as the per-
formance characteristics are considered in order to avoid unrealistic
error accumulations.

2.3.3 Time Series Cross-Validation

Regardless of the data-driven model and whether the objective is
regression or classification, it is advisable to reserve a certain amount
of data for testing and to use a higher percentage of the data for the
model fitting phase, known as training. In the training phase, the
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aim is to find an expression whose combination of parameters fits
the data as accurately as possible without losing the generality to
fit future data as well. For that purpose, cross-validation techniques
which have some particularities in the case of time series data are
used.

Cross-validation is a technique used to train and evaluate a data-
driven model by dividing the data set into multiple subsets (folds)
and training the model on one subset while testing it on the remain-
ing subsets (52). This technique is used to help ensure that the
model is able to generalise well to unseen data and to identify any
issues with the model, such as overfitting. By evaluating the model
on different subsets of the data, the accuracy is more representative
of the whole data set. This approach is useful to identify model issues
and improve the model’s performance.

There are several different types of cross-validation techniques, in-
cluding k-fold cross-validation, where the data set is divided into
k subsets and the model is trained and tested k times, each time
using a different subset as the test set. This procedure is done to
prevent overfitting and evaluate the model performance in a more
robust way than simple train-test partition (53). An example using
k = 5 is shown in Figure 2.14. A combination of the parameters
obtained in each of the five iterations is used to fit the final model
and validate it on the test set. Another popular method is the leave-
one-out cross-validation method. The procedure is equivalent to
the k-fold cross-validation technique but uses the same number of
folds as values in the training set. Thus, each fold has a single value
to test, which is predicted using the information contained in the
remainder.

These methods cannot be used directly in time series. Instead, time
series cross-validation involves splitting the data set into multiple
folds or subsets considering that each fold represents a different time
segment. Therefore, in order to be more representative of reality,
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Fig. 2.14.: 5-fold cross-validation.

the fold chosen for validation in each iteration cannot contain past
data. There are two ways to approach this validation technique:
using either sliding windows or expanding windows, as shown in
Figure 2.15 (54). On the left, a certain duration is chosen which fixes
the size of the training data window for each iteration. Validation
is performed at each step with subsequent data, also with a fixed
duration that is maintained at each iteration. It is common to keep
the proportion of the train-test partition done in the original time
series. The picture on the right shows cross-validation in time series
using an expanding window. In this case, the start of the training
sets in each iteration is fixed at the start of the original time series.
The size of the training window expands, adding future data to the
training set and the proportion of train and set data grows in each
iteration. In both cases, the size of the windows can be modified to
avoid overlaps between data from different iterations. An interesting
option is to force the training sets in each iteration to contain exactly
the training and test data from the previous iteration. This gives rise
to overlapping and non-overlapping versions of each of the methods
explained.
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Fig. 2.15.: Time series cross-validation using sliding windows and expand-
ing windows.

2.3.4 Time Series Feature Extraction

For the use of both supervised and unsupervised learning models,
explanatory variables are necessary for the estimation of the variable
to be predicted or to find relationships in data. These are known in
ML as features and there are multiple techniques for extracting and
selecting the most appropriate ones according to the problem to be
tackled.

Specifically, time series feature extraction is the process of identifying
and creating relevant features from time series data that can be used
as input to a ML model (55). Some specific methods of feature
extraction in time series include features based on signal data, date-
and time-related features, lag features or topological features. The
choice of a time series feature extraction method depends on the
type of data and the problem to be solved. This is a crucial step in
time series analysis and should be performed to ensure that the most
relevant features are selected.

Features based on signal data
These features are calculated from the raw time series data and
include statistical features, time and frequency domain features,
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correlation features and wavelet-based features. Some of the most
used features extracted from time series are listed below.

• Basic statistics such as the mean value of the time series, mini-
mum and maximum, that is the lower and the higher values; or
standard deviation to measure the variability,

• Skewness, a measure of the asymmetry of the data distribu-
tion or kurtosis, a measure of the "peakedness" of the data
distribution (56).

• Entropy, a measure of the complexity of the time series based
on its regularity (57).

• Correlation values as autocorrelation, a measure of the correla-
tion between the time series and a lagged version of itself.

• Features from some transformations such as the coefficients
of the Fourier series representation of the time series or the
coefficients of the wavelet decomposition of the time series (58).

Date- and Time-related features
The values extracted from the timestamp and the calendar such as
the day of the week, the hour of the day, the season or the public
holidays, among others; can be used as inputs of ML models.

Some of those features extracted have a cyclical behaviour and there-
fore, have to be transformed in an appropriate way in order to be
used in some of the ML algorithms that calculate distances between
observations. This process is executed to prevent the identification
of non-existent patterns due to the fact that values that are actually
close to each other can be considered distant and vice versa. The
most common transformation υ consists of using the sine and cosine
functions together with the period P of the data4. Once the periodic-
ity is found, Equation 2.11 is applied to each value Yt, t = 1, ..., T .

4https://www.avanwyk.com/encoding-cyclical-features-for-deep-learning/
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Tab. 2.2.: Values of the hour variable to be used as input to the KNN
algorithm.

t hour Y Distance
1 1 Y (1) 0
2 2 Y (2) 1
3 3 Y (3) 2
... ... ... ...
22 22 Y (22) 21
23 23 Y (23) 22
24 24 Y (24) 23
25 1 Ŷ (25)

υ : [0, P ] −→ [−1, 1]

Yt → υ(Yt) =
(

sin
(2πYt

P

)
, cos

(2πYt
P

))
(2.11)

Two variables are obtained from each of the transformations made
(one from the sine and the other from the cosine). The distance
between consecutive bivariate data obtained after this transformation
is constant.

This procedure is illustrated with a simple example using the KNN
method and the cyclical input variable hour. There are only 24 hourly
values available for a single day and the periodicity of the hour is
P = 24. The output variable is labelled Y (t), and then the values
from t = 1 to t = 24 are used to estimate the value of Y (25). The
number of neighbours is fixed as k = 3. The variable hour takes value
H = 1 when t = 25, so its three nearest neighbours are the values
hour = 1, hour = 2 and hour = 3; as can be seen in Table 2.2.

62 Chapter 2

Contributions to Time Series Life Cycle



Tab. 2.3.: Values of the sine and the cosine of the hour variable to be used
as inputs to the KNN algorithm.

t sinhour coshour Y Distance
1 0.2588 0.9659 Y (1) 0
2 0.5 0.866 Y (2) 0.2611
3 0.7071 0.7071 Y (3) 0.5176
... ... ... ... ...
22 -0.5 0.866 Y (22) 0.7654
23 -0.2588 0.9659 Y (23) 0.5176
24 0 1 Y (24) 0.2611
25 0.2588 0.9659 Ŷ (25)

The combination of Y (1), Y (2) and Y (3) is used to estimate Y(25)
using the average depicted in Equation 2.12.

Ŷ (25) = Y (1) + Y (2) + Y (3)
3 (2.12)

However, a correct understanding of the time variable would take as
a nearby value the midnight of the previous day, so that the cyclical
behaviour is not represented in this approach. Therefore, the hour
variable is transformed as in Equation 2.11 and the data in Table
4 are obtained. The right column shows the Euclidean distance
between the observation at t = 25 and each of the corresponding
data from t = 1 to t = 24. The minimum values correspond to t = 1,
t = 2 and t = 24.

Therefore, after trigonometric transformation, the values chosen to
estimate the value of Y (35) are Y (1), Y (2) and Y (24), as it is shown
in Equation 2.13.

Ŷ (25) = Y (1) + Y (2) + Y (24)
3 (2.13)

Lag features
A lag is the time interval between the current time period and the
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past time period used to make the prediction. For example, if the
value of a variable from two periods ago is used to predict its value
in the current period, a lag of 2 is introduced as input in the model.
The most common notations, in this case, are the use of Y (t − d)
or Yt−d for the lag of d periods in time series Y (t) or Yt. Lags are
important in time series forecasting because help to capture trends
and seasonality in the data in a similar way as ARIMA models do.
These features are calculated by shifting the time series data by a
certain number of time steps and including the lags of the output
variable and those of the input variables.

There are different ways of introducing lags into time series forecast-
ing models. The first has been discussed above and involves fitting
models of the ARIMA family. Another way is the manual creation of
the lags of the available variables to be used as inputs in classical ML
algorithms. Finally, the extension of the use of this type of feature
for training ML and Deep Learning (DL) models has given rise to
algorithms such as Recurrent Neural Networks (RNN) or, particularly,
Long Short-Term Memory (LSTM), that use the past values of the
time series to estimate future values (59).

In time series forecasting using lags, error propagation can occur
when errors made in predicting past values of a variable are carried
forward and affect the accuracy of future predictions. This effect
can be magnified as the number of lags used in the model increases.
As mentioned above for ARIMA models, one way to mitigate this
phenomenon is the periodic execution of the forecasting model.

Topological features
The topological features of a time series are mathematical structures
that can be used to describe the shape, structure, and complexity of
the data over time. These features are used in the field of TDA to
extract information about the underlying geometric and topological
properties of the data (60).
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Some of the topological features that can be extracted from a time
series include persistence diagrams (61), which captures the evolu-
tion of topological features, such as connected components, loops, or
voids, as time progresses; Betti numbers (62), which counts the num-
ber of connected components, loops, voids, and higher-dimensional
structures in a time series; or mapper graphs (63; 64) which captures
the topological relationships between different regions or clusters in
data, providing insights into the global structure.

The extraction of persistence diagrams from time series and the cre-
ation of persistence images from them are explained in detail in the
following lines. A persistence diagram is a graphical representation
of the evolution of topological features over time. It provides a way
to visualise the lifespan of topological features, such as connected
components or holes, as they appear and disappear in data. To con-
struct a persistence diagram, TDA algorithms first transform data
into a simplicial complex, a mathematical structure that encodes the
topological features of data. This simplicial complex is then analysed
using persistent homology, a mathematical tool that identifies the
connected components, holes, and higher-dimensional voids that
persist across different scales in the data.

The output of the persistent homology algorithm is a set of points
in a two-dimensional plane, where each point corresponds to a
topological feature and its position reflects its birth and death times.
Specifically, each point has two coordinates: the birth time, which
represents the scale at which the feature first appears in data, and
the death time, which represents the scale at which the feature
disappears or merges with another feature.

The persistence diagram can be visualised as a scatter plot, where
each point represents a topological feature and is coloured by its
dimensionality.
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First, let {Yt, t = 1, ..., T} a univariate time series (Figure 2.16a),
there are different topological approaches to obtain a point cloud (65).
The number of points P in the point cloud varies according to the
method determined.

Lover-star filtration or sublevel set filtration is a stable way of describ-
ing local minimums and maximums in a time series (66). Therefore,
P min-max pairs (b1, d1), ..., (bP , dP ) have been constructed where
b refers to the minimum or birth and d refers to the maximum or
death. This set of points represented in the plane defines the persis-
tence diagram (Figure 2.16b). As d values are always greater than
or equal to their b pairs, the points (b1, d1), ..., (bP , dP ) are grouped
in the upper part of the diagonal b = d and they can be represented
in the life diagram (b1, d1 − b1), ..., (bP , ..., dP − bP ) (Figure 2.16c).
Distances are possible between those clouds of points but applying
ML methods is still challenging. An alternative way is to associate to
each point from the lifetime diagram a bivariate normal distribution,
weighted and then, integrated into different patches on a square
domain covering the support of the regularised lifetime diagram,
leading to the so-called persistence images (Figure 2.16d) (67).

2.3.5 Forecasting Strategies

The strategies used for time series forecasting can be categorised
according to various criteria such as the size of the prediction horizon
or the number of estimated values provided in each iteration.

According to the forecast horizon, strategies can be classified as
short-term or long-term. Short-term forecasting, also known as
near-term or immediate forecasting, typically involves predicting
the values of a time series variable in the immediate future, usually
within a few days, weeks, or months. Short-term forecasting is useful
for operational decision-making, such as inventory management,

66 Chapter 2

Contributions to Time Series Life Cycle



(a) Simulated Univariate Time
Series

(b) Persistence Diagram

(c) Lifetime Diagram (d) Persistence Image

Fig. 2.16.: Process of creating persistence images of a univariate time
series using TDA

demand forecasting, and resource allocation. It uses simpler models
that are updated more frequently. Long-term forecasting, on the other
hand, involves predicting the values of a time series variable in the
distant future, usually beyond a year or more. Long-term forecasting
is useful for strategic decision-making, such as business planning,
investment analysis, and policy formulation. It may require different
approaches, such as econometric models, simulation models, and
ML techniques that are specifically designed for handling long-term
trends and patterns.

Another alternative classification is based on the number of steps
ahead being predicted in each model execution: one-step ahead
forecasting and multi-step ahead forecasting. A general problem is
assumed in which (F 1, ..., Fn) are used as the vector of extracted
features in addition to the previous M values of the time series
YT−M , ..., YT for the prediction of future values YT+1, ...YT+H . Using
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Fig. 2.17.: The five different forecasting strategies and their relationships.

this notation, F it is the value of feature i at time t, where i = 1, ..., n
and t = 1, ..., T .

One-step ahead forecasting, also known as single-step forecasting, in-
volves predicting the value of a time series variable typically the next
time period in the sequence. Then, H = 1 and {F 1

T+1, ..., F
n
T+1, YT −

M, ..., YT } are the values used to estimate the value of YT+1. One-
step-ahead forecasting is often used when the goal is to make imme-
diate short-term predictions or when the underlying patterns in the
time series change frequently, making longer-term predictions less
reliable.

Multi-step ahead forecasting is the approach that involves predicting
the values of a time series variable multiple steps ahead; that is,
beyond the next time period. Therefore, it consists of estimating
the next H values {YT+1, ..., YT+H} using the previous values {YT −
M, ..., YT } and the features {F 1

T+H , ..., F
n
T+H}. For example, if the

time series is measured in months, multi-step ahead forecasting may
involve predicting the values for the next 3, 6, or 12 months. Multi-
step ahead forecasting is used when the goal is to make medium- to
long-term predictions for planning and strategic decision-making, or
when the underlying patterns in the time series change less frequently
and longer-term predictions are more reliable. In order to predict
more than one value H > 1 in time series using ML algorithms, five
strategies can be chosen (68).
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Fig. 2.18.: Outline of the Recursive strategy for forecasting the next H
values of a time series using M lags and n features.

• Recursive Strategy. The Recursive strategy is also called Iterative
Strategy. This strategy trains a single model to forecast only
one future value. Then, it is recursively used to forecast all
the H future values as can be seen in Figure 2.18. The first
value YT+1 is estimated by applying the model to historical
data {YT−M , ...YT }. Then, this just obtained value is used as
a part of the input variables for forecasting the second value.
This process is repeated recursively to estimate the H future
values. An important consideration of the Recursive approach
is the use of estimated values as inputs in the following steps,
which causes the model to be prone to the accumulation of
intermediate errors. Depending on the noise present in the time
series and the forecasting horizon, the Recursive strategy may
suffer from low performance in multi-step ahead forecasting
tasks. Indeed, this is especially true if the forecasting horizon
H exceeds the number of past values used to train, as at some
point all the inputs are forecasted values instead of actual
observations.

• Direct Strategy. This strategy is also called Independent Strategy
because each future value is estimated independently from oth-
ers as it is shown in Figure 2.19. In this strategy, H models are
trained independently, one for each point to be predicted, us-
ing as inputs the values of {YT−M , ...YT , F

1
T+1, ..., F

n
T+1}. Then,
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Fig. 2.19.: Outline of the Direct strategy for forecasting the next H values
of a time series using M lags and n features.

model 1 is trained to predict the value ŶT+1, model 2 is trained
to predict the value ŶT+2, and so on, until training model H to
predict the value of ŶT+H .

In that case, models are immune to error accumulation because
they do not use prior estimates as inputs. However, training H
independent models can be a computationally more costly task,
in addition to not considering complex dependencies between
variables. A multi-step ahead forecast is done by concatenating
the H predictions obtained from each model.

• DirRec Strategy. This strategy, as its name suggests, combines
the Direct and Recursive strategies. It learns H different mod-
els for each value to be estimated and, at each step, the just
forecast value is added to the input set of the previous step.

• The Multi-Input Multi-Output (MIMO) executes one prediction
after learning a single multiple-output model. This strategy is
generally used for the prediction of several variables of interest
at the same time. However, in time series, the target vector
can be considered of length equal to the number of points to
be predicted H. The feature vector used as input contains
the M previous values and values from n features that can
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Fig. 2.20.: Outline of the MIMO strategy for forecasting the next H values
of a time series using M lags and n features.

be extracted from H different timestamps. Then, forecasts
are returned in one execution by a multiple-output model, as
shown in Figure 2.20.

• The DIRMO Strategy is a combination of the Direct and MIMO
strategies. It forecasts the H future values in b = H

s blocks,
each with an output of size s. Data from each block is fore-
casted using a MIMO approach. Then, b = H

s models are
trained in the DIRMO strategy. When s = 1, the number of
models to be trained is equal to H, corresponding to the Di-
rect strategy. On the other hand, when s = H, there is only
one model to be trained and this approach corresponds to the
MIMO strategy. Calibrating the parameter s enhances the flexi-
bility of the MIMO strategy by adjusting the dimensionality of
the outputs, striking a beneficial balance between maintaining
a higher level of stochastic dependency among future values
and increasing the predictor’s versatility.

Although generating forecasts for multiple steps ahead is a crucial
problem in modelling, it has received limited investigation (69). The
selection of an inappropriate strategy can result in the accumulation
of errors arising from the use of lagged variables. Moreover, the
model’s performance may appear unrealistic if it is evaluated in an
environment that differs from that of its subsequent deployment.
This issue is particularly significant for long-term forecasting, where
the choice of strategy can considerably bias the error calculation.
Therefore, special attention is given to this problem.
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2.4 Error Evaluation

A key issue in the development of AI or ML-based tools to solve
industrial problems is the validation of the proposed solution. This
process consists of deciding whether a model is good enough and
can be considered optimal in the developed scenario. The wide
range of methods proposed in the literature shows that this is an
open question of great current interest and there is no standard for
quantifying model validity (70).

The procedure for deciding the best prediction model (regression
or classification) is called evaluation, i.e. the quantification of the
accuracy of the chosen method. There are different techniques to
carry out this task, some of them are mentioned below. However,
this chapter is not a review of existing methods to evaluate ML
models in the literature, but rather a reflection on the impact that
the choice of one method over another can have on deployment and
exploitation.

Evaluating a model typically consists of comparing the values esti-
mated by the model against the actual values collected. The concept
of comparison in Mathematics is linked to metric functions. A metric
is a distance function defined in a metric space that satisfies the
following conditions.

1. d(x, y) = 0⇔ x = y

2. d(x, y) = d(y, x)

3. d(x, z) ≤ d(x, y) + d(y, z) (Triangle inequality)

To measure the similarity between two elements, different metrics or
distance functions can be calculated. In the case of ML models, the
vector of actual values and the vector of estimated values provided
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by the model are compared. The closer the two vectors are, the more
similar they are.

In time series, other similarity measures can be defined that do not
necessarily satisfy the triangular inequality, i.e. they are not distance
metrics (71). In what follows, the performance measure or the error
measure is used to refer to evaluation measures of models in order
to cover them all in a general way, both metric and non-metric.

The error measures used in regression problems are different from
those proposed in classification problems. However, in both cases,
it is important to choose well the measure to use, to know how to
interpret it correctly and to act accordingly with the result obtained.
There is a relevant risk of focusing on the numerical value of the
accuracy obtained by an error measure rather than on the business re-
sult (72). The main idea is that one measure may give an objectively
better numerical result than another but the prediction obtained by
that model does not correctly satisfy the requirements of the prob-
lem and vice versa. This may be due to the context, the number of
estimated values, the frequency of the time series data acquisition,
or other reasons that are not reflected in a measure calculation.

2.4.1 Regression Performance

The output in regression problems is one or more numerical variables
that take values in an interval and are therefore continuous in that
interval. The comparison between prediction and reality is done
using a function that takes as inputs both the actual and the estimated
values and provides as output one or more values that quantify the
difference between them.

Error measures for evaluating the regression model and validating
the solution can be classified into two groups: static measures and
elastic measures.
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(a) Euclidean Distance (b) Dynamic Time Warping

Fig. 2.21.: Comparison of two different ways of mapping two time series

Static measurements compare the vector of observations and the
vector of predictions on a point-by-point basis. The most commonly
used regression error measure is the Mean Squared Error (MSE),
which measures the average of the squared differences between the
predicted and actual values, shown in Equation 2.14 (73).

MSE(Y, Ŷ ) = 1
H

T+H∑
t=T+1

(Yt − Ŷt)2 (2.14)

In the case of time series data, using static measures involves compar-
ing actual and estimated values by aligning both vectors over time.
The alignment of the values to be compared with a static measure
based on the Euclidean distance is shown in Figure 2.21a.

Other regression metrics similarly based on the Euclidean distance
between predicted and actual values are: the Mean Absolut Error
(MAE), the Mean Absolut Percentage Error (MAPE) or the Root Mean
Squared Error (RMSE). Static measures are widely used in industrial
application areas (74).

MAE(Y, Ŷ ) = 1
H

T+H∑
t=T+1

|(Yt − Ŷt)| (2.15)

MAPE(Y, Ŷ ) = 100
H

T+H∑
t=T+1

(Yt − Ŷt)
Yt

(2.16)
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RMSE(Y, Ŷ ) =

√√√√ 1
H

T+H∑
t=T+1

(Yt − Ŷt)2 (2.17)

On the other hand, elastic similarity measures for time series can
be used to measure forecasting error in an ML model (75). These
measures allow for many-to-one point comparison in time series.
Therefore, the actual vector and estimated vector may be similar but
have differences in length, scaling, and time shift (76). The most
popular elastic similarity measure is the DTW, which measures the
distance between two time series by finding the optimal alignment
between them, allowing for warping in time and scaling, as can be
seen in Figure 2.21b. DTW considers all possible alignments and
chooses the one with the minimum distance.

Another example of elastic measure is the EDR that measures the
distance between two time series by allowing insertion, deletion,
and substitution of points in both series. The aim is to quantify the
number of these three operations necessary to obtain the real series
from the estimate provided by the model. The Edit Distance (ED)
was initially used to calculate the similarity between two strings.
In order to define matching between numerical series, different
adaptations are proposed (77). Given a positive threshold ε, the
distance between two points is reduced to 0 or 1 using Equation 2.18.
The lower the number of operations required, i.e. the lower the EDR
value, the more similar the time series of actual and predicted values
are.

dε(ŷt, yt) =

0, d(ŷt, yt) ≤ ε

1, d(ŷt, yt) > ε
(2.18)

There are other time series similarities measures such as the Longest
Common Subsequence (LCSS), the Shape-Based Distance (SBD) or
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(a) Forecasting result of the time se-
ries using model 1 which obtains
MSE = 1.56 and DTW = 1.3.

(b) Forecasting result of the time se-
ries using model 2 which obtains
MSE = 1.56 and DTW = 10.9.

Fig. 2.22.: comparison of two time series forecasts with the same value of
MSE but different DTW.

the Time Warp Edit Distance (TWED), a combination of the time
warp and the edit distance measures.

Simple results simulated from two different forecasting models are
shown in Figure 2.22 in order to illustrate the effect of measuring
the accuracy of models with static or elastic approaches.

When using static metrics for the decision of the best prediction
model, both cases would provide the same value for the MSE or any
other metric based on the Euclidean distance measured point-by-
point. It can be observed that both predictions provide an estimated
series with different behaviours. In the case of model 1, there is a
shift in the prediction compared to the real values of the time series.
On the other hand, model 2 provides estimated values that are very
different from reality, which does not adjust to the real series even
correcting for the displacement. However, the value of the MSE does
not report that difference, and it is necessary to employ other elastic
measures such as DTW. This difference is reflected in the value of
the DTW measure, which obtains a value of 1.3 in Model 1 and a
value of 10.9 in Model 2. If this measure of time series similarity is
used as a quantifier of the accuracy of the forecasting model, model
1 is chosen because it has an error approximately eight times smaller
than model 2.
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In this way, the elastic error measures do not penalise in the case
that the forecast is shifted in time. This is particularly useful in real
industry problems where the frequency of data acquisition is high
and such cases are more likely to occur. The use of these measures
for quantifying the accuracy of time series regression models is not
widely available in the literature. However, in some problems where
their use is being introduced, it has proved to have many advantages
for the correct interpretation of the developments.

2.4.2 Classification Performance

A ML classification problem involves assigning a label to an input
data set. That is, the output variable of the model is categorical and
the way to measure the performance of the approximation is the
success or failure of the class assignment.

Time series classification consists of labelling chronological data
sets. The simplest problem is binary classification, when the output
variable can only take two values, commonly the absence or presence
of an event, represented by 0 or 1. Once the predictive model
provides an estimated labelling of the validation observations, it is
possible to construct the confusion matrix, which is a comparison of
the predicted and actual values, as shown in Table 2.4. Each row of
the matrix contains the information on the actual observations and
each column represents the prediction made. The confusion matrix is
used in industrial environments to represent the classification result
and, from it, the performance indicators are extracted.

Tab. 2.4.: Confusion Matrix in a Binary Classification

Predicted
0 1

Actual
0 True Negative (TN) False Positive (FP)
1 False Negative (FN) True Positive (TP)
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The rest of the measures to evaluate classification processes are
explained (78) from the confusion matrices. To emphasise the im-
portance of choosing the appropriate metrics for each problem, the
best-known measures are defined and the results they provide in
different cases are compared below.

• The Accuracy is a general measure of the correctness of the
model in both classes and it is calculated by using Equation 2.19.

Accuracy = TN + TP

TN + FP + FN + TP
(2.19)

It can be extended to cases of multiclass classification by calcu-
lating the proportion of labels that have been assigned correctly.

• The Precision is the proportion of TP in the observations classi-
fied as positives and the Recall is the proportion of TP in the
set of observations that should be classified as positives because
they really are. Therefore, the expressions used to calculate
them are Equation 2.20 and Equation 2.21, respectively.

Precision = TP

TP + FP
(2.20)

Recall = TP

TP + FN
(2.21)

• The F1 score is the harmonic mean of precision and recall. By
the definition in Equation 2.22, the F1 score is high when both
precision and recall are high and, analogously, the F1 score is
low if both are low.

F1 = 2 · Precision ·Recall
Precision+Recall

(2.22)
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Tab. 2.5.: Two different binary classification results with the same accu-
racy.

Predicted
0 1

Actual
0 100 0
1 9 1

Predicted
0 1

Actual
0 91 9
1 0 10

Accuracy is a widely used metric to quickly and generally know the
performance of the prediction. However, this measure assigns the
same importance to each of the classes, which can cause confusing
values of the metric when the data sets are unbalanced.

The example of confusion matrices in Table 2.5 shows two different
binary classifications. In both cases, the accuracy value is 0.9182 as
101 out of 110 samples are correctly classified. However, it is clear
that the classification of elements with label 1 is not equally correct
in both cases. In the table on the left, only 1 of the 10 samples
is correctly classified and in the table on the right, all of them are
correctly classified. Therefore, an accuracy-based criterion could
choose either of the two results as valid since it would evaluate that
metric with the same value. In cases where the minority class is 1,
it is advisable to compare the recall which in this case goes from
0.1 on the left to 1 on the right. A recall-based criterion chooses
the prediction model whose results are summarised in the confusion
matrix on the right in the Table.

Time series classification techniques have different applications in
industrial environments that include fault detection in manufacturing
processes or pattern recognition to monitor patients’ health condi-
tions, among others (79). The use of metrics other than accuracy is
recommended in all classification problems, as in industry most of
the data sets to be labelled are unbalanced due to the small amount
of data from failed experiments in industrial processes.
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Industrial Applications 3
„With applications involving data, so

often the data refuses to cooperate.

— Nan M. Laird
(Mathematician and Statistician)

Nan’s scientific path was not clearly defined from the start. Due
to her religious upbringing and the fact that at her school women
were not encouraged to become prestigious scientists, she abandoned
mathematics very early to study French. Later, she began to study
computer science but statistics soon fascinated her due to a course
where she learned that math formulas can be used to make mundane
life decisions, like whether or not to take your umbrella to work.

After graduating in statistics, Nan worked on Kalman filtering for the
Apollo Man to the Moon Program at MIT Labs. She joined the faculty
of Harvard School of Public Health upon receiving her PhD, and
remains there as a research professor, after her retirement in 2015.
She has made fundamental contributions to statistical methods for
longitudinal data analysis, missing data and meta-analysis and she
has received many awards for them.

Although she was always interested in looking for a general frame-
work, she admitted her interest in developing methods applicable to
problems with specific conditions and concluded: "With applications
involving data, so often the data refuses to cooperate. The answers
you get can depend more on the characteristics of the data and not
the statistical method" (80). Thus, in order to increase reliability in
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AI-based systems for industrial process optimisation, decisions are
made considering that the characteristics of the problem hold the
keys to a correct solution proposal.

3.1 Introduction

The use of AI has been rapidly increasing across various fields over
the last decades, transforming the way society lives and works. In-
deed, the positive trend in the commitment to ML and DL techniques
is reflected in the industry. Recently, research has been extended
to new domains of Industry 4.0 such as Food Safety, Energy Effi-
ciency, Zero Defect Manufacturing and Predictive Maintenance. The
results obtained in those areas thanks to data-based solutions are
very promising, especially those using ML techniques. However, de-
spite being important advances for the scientific community, they
continue to lack interest for industrial practitioners and their actual
application in the industry remains a challenge, and indeed there are
concerns about the reliability of AI solutions. This is mainly due to
the lack of confidence of more classical industries towards innovative
AI techniques and the limited quality that data-driven solutions are
able to achieve in terms of accuracy, computational efficiency and
development costs.

The most explored ML techniques in industrial problems are based
on supervised learning (81) and are used to solve both prediction
and classification problems. Some of the factors that contribute to
the low reliability of this type of approach are low DQ; the lack of
transparency and robustness of the models and their bias; and the
difficulty in interpreting solutions and their accuracy.

The main problems in industry related to DQ are due to incomplete-
ness in collection causing biases, noise and inconsistency. In addition,
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the correct application of supervised learning methods requires la-
bels in the data that are often invalid, due to both class mismatches
and labelling failures caused by the systems in charge. Regarding
labelling tasks, data imbalance is a classic challenge encountered
in industrial environments, that occurs when the distribution of dif-
ferent classes or categories in the training data is not equal. This
can result in biased or inaccurate predictions, as the model may be
biased towards the majority class or under-represented classes may
have insufficient data for learning.

On the other hand, correct extraction and detection of data char-
acteristics are essential to provide the model with the necessary
information without causing overfitting. That helps to maintain
robustness in the deployment of the solution. Furthermore, the adap-
tation of the models to the time series data in both training and fitting
is crucial to maintain accuracy in the validation and to achieve a
less biased development. Finally, the transparency of the solutions is
based on the interpretability and explainability of the developments
made. Many AI models, such as DL models, are often considered
"black boxes" as their decision-making processes may not be easily
interpretable by humans. A lack of model interpretability and ex-
plainability can result in low trust and confidence in model forecasts,
especially in industries where accountability is crucial. Improving
the reliability of AI models in the industry requires addressing these
challenges rigorously.

The most common challenge related to measuring errors in AI solu-
tions is choosing the right evaluation metric. Different approaches
may be suitable for different types of tasks or applications, and the
choice of metrics can significantly impact the error measurements.
Especially in the case of time series obtained from real industrial
processes, it is important to consider alternatives to the classical
techniques used to evaluate the performance of AI models. In this
regard, it is important to consider the sample size and representa-
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tiveness and the uncertain or ambiguous situations where the correct
prediction or decision is not well-defined. That refers to the compari-
son of the results obtained from forecasting and classification errors
against other methods that can be used as benchmarks. This allows
quantifying the improvement of the metrics in proportion to other
results and increases the reliability of the error measurements. In
summary, it is important to carefully select appropriate evaluation
metrics, address uncertainty and ambiguity, consider sample size and
representativeness, and create benchmark data sets when possible.

Robust testing, validation, and verification of AI models, as well
as ongoing monitoring and feedback loops, can help improve the
reliability of AI solutions. There is also a concern about the ethics of
AI solutions, especially those involving human-machine interaction
where the focus is on operator safety. However, that part of AI
reliability is beyond the scope of this research and is not discussed
in depth. Therefore, addressing the low reliability of AI solutions
requires efforts to improve DQ, reduce bias, increase transparency
and enhance robustness.

The rest of the chapter is organised into four sections for the solution
of four industrial cases in which supervised learning techniques have
been applied to improve reliability in AI developments involving time
series.

• In Section 3.2, a case of a search for rules relating data col-
lected during the poultry production chain to meat quality is
presented.

• In Section 3.3, a case of regression to forecast electrical con-
sumption data is explained.

• In Section 3.4, a case of classification of porosity in an additive
manufacturing process is developed
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Tab. 3.1.: Classification of use cases in industrial applications based on
data quality and number of samples.

Small nº of samples Large nº of samples

Low DQ
Poultry Chain Control

Management
Energy Demand

Forecasting

High DQ
Porosity Detection in

Additive Manufacturing
Manufacturing Production

Line Diagnosis

• In Section 3.5, a diagnosis problem in a manufacturing line
that continuously tests fuses and suffers from several failures
is presented.

Regarding the available data for each of these cases, they have been
chosen to cover the four combinations between low and high-quality
data and cases where there are sufficient repetitions or samples and
cases where there are not. This classification is shown in Table 3.1.

In the modelling part, there is a regression problem related to fore-
casting electricity demand and three classification problems. The
first one is the poultry chain case, which is a classification problem
for designing a decision-making system. It employs a signal-based
feature extraction strategy to model a tree that provides interpretabil-
ity. In the case of porosity in additive manufacturing, two different
classification strategies are compared to classify the dataset point by
point using more complex algorithms. Lastly, the experiment diag-
nosis case involves classifying complete time series in the shortest
possible time.

Finally, in the error measurement, the impact of elastic measures is
compared in the regression case. For classification, there are three
different cases. The first case involves a small number of repetitions
in the poultry chain. The second case deals with sufficient samples
with a controllable imbalance in healthy experiments. Lastly, there
is an extreme case of imbalance in the majority class, which could
have a devastating effect if not appropriately addressed.
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In summary, the reason for choosing these cases is twofold: on the
one hand, this selection brings variability as each one presents a
different problem in the three areas to be improved and on the other
hand, the cases belong to different fields of the current industry for
which research is invested and innovative solutions are required in
recent years.

3.2 Poultry Chain Control Management

3.2.1 Context and Motivation

The sustainability of the world’s demographic, social and economic
systems are issues that arise along with the growth of the global
population. One of the main challenges that governments are fo-
cusing on in recent times is related to agriculture. The sustainable
optimisation of plant cultivation and animal breeding both for direct
consumption and for other products is being pursued. In this context,
meat production is one of the most important agricultural sectors in
Europe.

AI technologies are also being introduced in the agri-food sector due
to the growing trend of digitalization. In particular, the data col-
lected hides patterns that help decision-making for the optimisation
of poultry-rearing processes. However, the task of coordination with
the agricultural sector is particularly challenging as it is historically
so far removed from computing areas. As a result, the quality of
the data reaching the analysts is often low, incomplete and late, as
it requires the collaboration of farm and slaughterhouse operators.
In addition, the reliability of results in this sector is more demand-
ing due to the low confidence in the farming industry. To break
down this barrier, communication between operators and analysts
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is considered essential, with the latter providing intuitive explana-
tions and inexpensive implementations. The reason for choosing this
case, therefore, is composed of two challenges: the development of
explanatory predictive models to make simple decisions in poultry
farms, loading and transport, and obtaining reliable results when the
quality of the available data is low.

3.2.2 Use Case Presentation

In accordance with the tasks set out in the H2020 Internet of Food
& Farm 2020 (IoF2020) project, the objective was to develop an
information system for operators involved in the poultry chain to
enable them to make decisions for the improvement of the final
meat quality. To this end, the different stages of the process were
monitored to acquire data and train ML models. The objective
of the supervised learning task was to provide decision rules for
the optimisation of the process in order to increase meat quality.
Fitting transparent and easily explainable models contributes to
increasing confidence in data-driven solutions applied in the agri-
food industry.

The research project involved 4 different poultry farms that provided
data from the production chains at four different phases: breeding
in the farm, load to trucks, transport and reception in the slaugh-
terhouse. In the first three phases, time series data are collected
from different sources and in the last phase, multivariate data are
available for each of the breeding.

• Breeding comprises the approximately 7 weeks from animals
arrive at the farm until they are considered to be of the right
size. Two-time series data (temperature and humidity) are col-
lected every 30 minutes from 6 environmental sensors installed
at different points.
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• Loading is the procedure in which the operators load the chick-
ens into the truck and it is monitored by electronic wristbands.
Arm sway acceleration in three axes is acquired during the
whole loading phase with a frequency of 1 ms. Therefore three
signals with a time series structure are collected during the
loading phase.

• Transport comprises the truck journey from the farm to the
slaughterhouse and has a different duration depending on the
location of the farm. To monitor animal transportation, trucks
are equipped with sensors that measure temperature, humidity
and acceleration in three axes. Those five-time signals are the
data available for the analysis of the poultry transport phase to
the slaughterhouse.

• Finally, approximately 15 indicators are collected at the slaugh-
terhouse from a random sample of 200 chickens from each
truck. Included in the set of KPIs are some to assess the phys-
ical condition of the animals on arrival and others related to
the performance of the processing and packaging tasks of the
chickens. One of the indicators is a categorical variable to mea-
sure meat quality, that takes two values: A if the quality of the
final meat is considered to be of high quality and B otherwise.
The remaining indicators are numerical. The number of sam-
ples from each farm varies according to the farm’s production.
Initially, information was available for 12 to 16 poultry flocks
that completed the chain.

3.2.3 Proposal Solution

Initially, the R dqts package is used for the evaluation of DQ in the
time series available for the analysis of the problem.
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• To calculate DQ metrics of the time series received on the farm,
the maximum temperature is set to 33 ºC and the minimum to
20 ºC. Those values are agreed with operators who decide that
values outside that range can be considered erroneous sensor
measurements. On the other hand, humidity is measured in
percentages and an anomalous value is understood to be any
outside the range [0, 100]. The execution of the DQ metrics
returns failures in Range and Timeliness, with respective values
of 0.97 and 0.99. In Range it is detected an average of 19
outliers for the temperatures of the 6 sensors on the farm.
As the number of out-of-range values is considered small in
proportion to the length of the time series and they occur at
non-consecutive points, it is decided to correct those values by
replacing them with a linear interpolation between the previous
and next values. In addition, the sensors lose connection on a
few occasions causing a decrease in the Timeliness metric score.
Those stops lead on average to a loss of 8 observations, which
are also imputed by linear interpolation. Figure 3.1 shows the
imputed values in the temperature series received by sensor 2
in one of the farms using the handleDQ function of the dqts
package. In total 13 out-of-range values were found, above
33ºC or below 20ºC. The horizontal bands on the graph limit
these bands and the corrected values are shown in green on the
graph. Missing values were imputed in red on the graph after
identifying five waiting times longer than 30 minutes between
consecutive observations.

The remaining DQ metrics reach the maximum score so that
after those two corrections, the temperature and humidity time
series in the rearing data are of the highest possible quality.

• None of the three signals recorded during loading showed
failures in the quality metrics. In this case, the Range was not
evaluated as the detection of abrupt movements was the main
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Fig. 3.1.: Temperature time series of sensor 2 after DQ correction with the
dqts package of R

objective of this phase. Each of the loads corresponds to a data
set of 8700 to 9500 values captured every second, i.e. with a
duration of approximately 2.5 hours.

• In the case of acceleration in the transport phase, it makes
no sense to set strict ranges since it is precisely the abrupt
acceleration values that correspond to peaks in the signals that
are to be detected. DQ achieves the highest value in all cases
so, no technique for quality management is required.

• The data sets sent from the slaughterhouse was generated by
the operators by means of a simple questionnaire. In this way,
the information collection procedure is standardised and the
quality of these data is high. However, there are four fea-
tures related to the neck and knuckles of poultry for which
no information is available. In that case, the quality correc-
tion technique is elimination as there are no values for these
variables to be imputed.

For the generation of rules to make decisions in the production chain,
the strategy of extracting features from each of the available time
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Fig. 3.2.: Temperature and comfort bands captured in one of the farms.

series is chosen. A feature extraction task is carried out to obtain
KPIs that characterise the signals and can be used as inputs in the
ML models. This process is customised at each stage of breeding,
loading and transport. In the last phase, operators already provided
values for different numerical quality indicators when animals arrive
at the slaughterhouse.

• The comfort requirements of the farm vary with the growth
of the animals and five KPIs are defined from this premise
for each signal during breeding. First Temperature Warning
and Temperature Alarm measure the percentage of values that
deviate abnormally from the expected optimum temperature.
An example of the temperature captured by one of the sensors
during rearing on one of the farms is shown in Figure 3.2.
The optimum temperature at which the farm should be is
shown in green. That temperature varies depending on the day
of rearing, as the animals need different comfort conditions
depending on their maturity. The orange bands limit the values
for the calculation of the Warning indicator. Values outside the
red limits will be counted in the Alarm indicator. As can be
seen, maintaining the optimal temperature inside the farm is a
difficult task, especially in the hottest months of the summer.
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Fig. 3.3.: HSI boundaries used to evaluate the risk of heat stress in poultry.

Furthermore Alert Situation, Danger Situation and Emergency
Situation indicators are percentages of different stress levels
calculated from a combination of farm temperature and hu-
midity. It is known that the effect of humidity on the quality of
poultry meat depends on the temperature at that time. Those
three indicators are based on the data in the table of Figure 3.3
of the Heat Stress Index (HSI) taken from studies by experts in
the field (82).

One of the answers provided by the decision system when
introducing these five inputs is the impact of the anomalous
values of temperature during rearing. Based on the results of
the model, it is evaluated whether these indicators could be
defined more loosely.

• Three KPIs are defined in the loading phase from the accelera-
tion calculated from its three components. Saturation Rate is
the average of the amount of acceleration data that exceeds
the sensor range per minute. Furthermore, Mean Accumulation
and Standard Deviation are based on the amount of accelera-
tion every minute, calculated from the maximum value of the
acceleration module every second.
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• Four environmental KPIs are defined based on expert knowl-
edge in the transport phase: Low Temperature (below 18ºC),
High Temperature (aver 31ºC), Low Relative Humidity (below
60%) and High Relative Humidity (over 80%). In addition,
from the module of the acceleration of the truck, a percentage
of abrupt movements can be calculated and is used as a fifth
indicator. This indicator is calculated using a peak detection
algorithm applied to the time series of the acceleration signal
called The Smoothed Z-score Peak Detection Algorithm. This
algorithm has three input parameters. The first one indicates
the size of the moving window, i.e. it determines the number
of values used for smoothing. In this case, it is set to 30 to use
the previous half hour, as the data are acquired on a minute-by-
minute basis. The threshold parameter, set to 3, indicates the
number of standard deviations from the mean to construct the
bands. Finally, the influence can be set to 0 or 1 depending on
whether an update of the threshold throughout the calculation
is allowed. In that case, the threshold remains constant, so
the influence is 0. The result of the algorithm applied to one
of the sensors on a truck can be seen in Figure 3.4. The KPI
extracted from this algorithm is named Abrupt Movements and
it represents the percentage of out-of-band values with respect
to the total number of observations collected.

After the feature extraction process, each of the poultry rearings
corresponds to multivariate data with values from each of the stages
of the chain. Specifically, 27 indicators are defined from each poultry
chain as can be seen in Figure 3.5. KPIs in grey are used as inputs
and the binary indicator of final meat quality shown in blue is used
as the output to be estimated. The observations are considered
independent, so that after this pre-processing no special time series
treatment is required.
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Fig. 3.4.: Boundaries for detecting anomalous peaks in the truck accelera-
tion module

Fig. 3.5.: Summary of features extracted from the time series at different
poultry chain steps.
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Initially, between 12 and 16 data sets of breedings are available for
each of the farms. This information is considered inadequate for the
training of a supervised learning model due to the small number of
observations available to identify patterns of behaviour. Therefore,
to increase the reliability of the classification model, the observations
are replicated five times by adding noise to create a more variable
data set that helps generalisation.

As the objective was to create rules that allow decisions to be made
at different stages of the chain, a DT algorithm called CART was
chosen. That is a supervised learning algorithm that uses a branching
structure to partition the data and obtain relationships between the
input variables and the output variable, in that case, the final quality
of the meat.

All development is implemented in R and for the adjustment of the
parameters of the DT of the rpart package, a partition of 70% of the
data is made for training and 30% for testing using a 5-fold cross-
validation. The Gini impurity is used as the splitting criterion, and
the other control parameters specified are the minimum number of
observations required to split a node (minsplit = 8), the minimum
number of observations required in a terminal node (minbucket =
5), and the maximum depth of the tree (maxdepth = 3).

With the information from the best tree obtained after the fitting
process, the final model is built using all the data. Figure 3.6 shows
an example of an initial DT for one of the farms. The tree starts at
the top with 100% of the data in the training set, where 75% belongs
to class "A" and 25% to class "B". The colour of the nodes is related
to the label assigned to the data of that group. Two partitions are
performed by taking the Abrupt Movements and Low Temperature
variables and classification into three groups is reached in the final
ramification. On the left, the first group labelled "A" contains 72%
of the data with no representation of class "B". The second group
labelled "B" contains 9% of the total input data and 71% of that group
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Fig. 3.6.: Initial DT for one of the farms simulating data adding noise to
replications.

actually belongs to class "B", i.e. the predictions in this rectangle
have an accuracy of 71%. Finally in the last group labelled "B" there
are 19% of the data and no values classified as "A". The result can be
interpreted as: "if the percentage of Abrupt Movements is less than
29% and the percentage of Low Temperature is less than 39%, the
final meat quality is A; and otherwise, the final meat quality is B".

In this case, the positive class corresponds to meat quality "A". The
importance of the decision support system based on algorithms pre-
dicting the quality of the poultry meat is focused on identifying
animals with quality "B" that can be removed from the flock. The
objective of the problem is to identify all "B" values and not allow
any batch of "B" quality poultry to be considered "A" quality. The
opposite risk of losing any batch of "A" quality by being labelled as
"B" is considered acceptable. Then the objective is to reduce the False
Positive values as much as possible. That is, the classification model
has to provide the highest Precision value. The confusion matrix
obtained in the test set with the above tree is shown in Table 3.2
with a Precision score of 1.
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Tab. 3.2.: Result of the classification on the test set.

Predicted
B A

Actual
B 3 0
A 1 22

The simulated observations are replaced by new records as data from
other poultry chains become available. In this way, each time new
data is received, the training set is modified to provide a DT with
increasingly fine-tuned rules. The more poultry chain data provided,
the higher the reliability of the generated rules.

The exploitation of those indicators and the prediction algorithm is
done through a Shiny application that allows the visualisation of the
collected chain data and the DT built from this information. The
complete decision support system (DSS) is named PUMA (PoUltry
Management Advisor), an Artificial Intelligent system inspired by
the inherent requirements of the improvement of the whole poultry
production chain. A screenshot of the final step for one of the farms
participating in the project is shown in Figure 3.7. The tool allows
the selection of the variables involved in the DT. This allows decisions
to be made at different stages of the chain, avoiding the addition
of indicators belonging to past stages. As can be seen, the model
has been enriched with more data and the complexity of the rules
reflects the variability in the set.

3.2.4 Conclusions and Outcomes

The PUMA decision support system and the methodology used for
its development provide easy handling of the classification models
and easy interpretation of the results. By improving the data set em-
ployed in the AI-based system, its reliability is increased by providing
a more comprehensive and representative sample of the real-world

3.2 Poultry Chain Control Management 97



Fig. 3.7.: Capture of the DT for quality improvement in the poultry pro-
duction chain provided by the PUMA tool.

scenario. Furthermore, the use of a classification tree provides signif-
icant advantages in terms of explainability. Unlike other complex ML
models, classification trees are inherently interpretable and transpar-
ent in their decision-making process. This is particularly valuable in
applications where comprehending and justifying the decisions made
by the system are necessary.

The experimentation and results of this research work were pub-
lished in the Q1 quartile journal Sensors. The article entitled An IoT
Platform towards the Enhancement of Poultry Production Chains is
attached in Section 5 (22).
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3.3 Energy Demand Forecasting

3.3.1 Context and Motivation

Demand Response (DR) activities including load shifting or peak
shaving have a huge potential to match energy demand with the
energy supply side, thus avoiding these undesirable peaks (83). The
first stage in the design of such systems is the accurate forecasting of
electricity demand in order to avoid unnecessary investments. Short-
term forecasting is used to adapt electricity production and optimise
costs based on hour-ahead, day-ahead and week-ahead studies.

Forecasting energy demand at the household, building or even com-
munity level is a difficult challenge due to the number of param-
eters involved and their variability (84). This problem is usually
approached from a univariate time series analysis point of view since
consumption data are collected over time and a forecast for a future
time is requested. The data-driven approaches applied are diverse
and range from classical statistical time series algorithms such as
ARIMA (85) to ML such as Support Vector Machines (86; 87) or DL
algorithms such as Neural Networks (88; 89; 90).

Different types of data are often used as inputs for such models,
depending on their availability. The most relevant are weather vari-
ables such as temperature and humidity (91; 92), building occupancy
information (93; 94) or calendar variables such as day of the week
or type of day (95; 96).

Quality issues in energy consumption data acquisition are primarily
caused by sensor disconnections, resulting in short or prolonged
periods of missing data and negatively impacting the collected infor-
mation. When the sensors reconnect, there is often a consumption
peak due to the accumulation of values that were not saved during
the disconnection. Furthermore, in the case of electricity demand
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forecasting, there is a significant cyclical component, with historical
patterns being more repetitive than in other industrial forecasting
problems. This cyclicality makes electricity demand forecasting an
interesting case study.

3.3.2 Use Case Presentation

One of the main tasks of the RESPOND project mentioned in Section
1.4, was forecasting hourly electricity consumption for the subse-
quent day to optimise the energy production based on demand.
The project used data from various single-family houses located
in Madrid (Spain), Aran Islands (Ireland), and Aarhus (Denmark),
where sensors were installed in each house to capture hourly electric-
ity consumption data in kWh, with a univariate time series structure.
The data was available from autumn 2018 to July 2020, the period
during which this study was conducted. For the study, 24 dwellings in
Madrid were selected to test different algorithms based on historical
electricity consumption data.

In the REACT project, the activity was focused on island communities,
so data from buildings located on the island of Lanzarote (Spain)
have been used for the experimentation. Data on hourly electric
consumption have been provided by the Spanish utility Fenie Ener-
gia2. The buildings have a label that identifies them as dwellings or
small commercial, but it is not possible to know the area, population,
number of rooms, opening hours, the lifestyle of the users, etc. The
date on which the data collection begins varies for each data set,
although the majority are from the second half of 2018. The data
export date was 2020/03/15 so all time series end on that date.
Hourly electrical consumption data (Wh) are collected for each of
the buildings. Therefore, 364 data sets with records of very different
duration from 1 week (168 records) to more than 2 years (18253
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Fig. 3.8.: Outlier produced after the temporary disconnection of the sensor
in one of the houses in Madrid.

records) are available. The main objective, in this case, remains the
same: forecasting future electric demand for the upcoming days.

3.3.3 Proposal Solution

The main quality issue detected in the data was the loss of data due
to signal connection loss with the sensors, which is a common issue in
industrial problems. When the connection was reestablished, a peak
was detected due to the accumulation of data during the shutdown
period. This phenomenon can be observed in Figure 3.8.

Using the dqts time series DQ package explained in Section 2.2, it is
instantaneous to know the reliability of the available data, prior to
analysis. This example gives a Timeliness value of 0.9865 and a Range
value of 0.9999. Using the deepDQ inspection function, Table 3.3
is obtained, so it is known that in this case there have been four
signal disruptions of varying durations. In total, 153 values have
not been received. In addition, 3 out-of-range values are detected
in the positions listed in Table 3.4, which correspond to three of the
sensor reconnection timestamps. The value for the loss on November
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Tab. 3.3.: Output of deepDQ function executed in Timeliness metric

Loss Start Loss Finish Waiting Time Missing Amount
2019-06-20 14:00:00 2019-06-20 17:00:00 3 hours 2
2019-07-05 07:00:00 2019-07-05 14:00:00 7 hours 6
2019-11-07 18:00:00 2019-11-07 20:00:00 2 hours 1
2019-12-12 14:00:00 2109-12-18 15:00:00 145 hours 144

Tab. 3.4.: Output of deepDQ function executed in Range metric

Variable Date
Energy 2019-06-20 17:00:00
Energy 2019-07-05 14:00:00
Energy 2019-12-18 15:00:00

7, 2019, was not detected as an outlier because the accumulation
produced in two observations was not considered sufficiently high.

The handleDQ function is used to generate and impute missing values,
as well as correct out-of-range values using the KNPTS method.
Figure 3.9 shows an example of the correction performed on July 5,
2019. After this correction process, the electricity consumption time
series data achieves the highest quality score.

After obtaining the desired DQ, several models are compared to
evaluate their forecasting accuracy. The relationship of the data
to past hourly consumption records suggests the use of ARIMA-
derived models. The SARIMA model is also selected because it is
suitable for data with daily periodicity. The additive decomposition

(a) Low quality data (b) High quality data

Fig. 3.9.: Example of the process of increasing DQ with the dqts package
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Fig. 3.10.: Additive decomposition of one month’s data from hourly elec-
tricity consumption series

in Figure 3.10 corresponds to one month’s data from one of the
electricity consumption series. The third graph shows the clearly
daily seasonality hidden in this type of data. The problem with time
series models that do not admit other external features as inputs
are that some behaviours are not easy to capture. On weekends or
holidays, electricity consumption may vary in relation to the rest
of the days. Another particularity occurs on holiday days when no
consumption takes place in the house, as can be seen between the
24th and 26th of this example.

The parameters of the SARIMA model can vary considerably de-
pending on the training data selected. For example, using the values
shown above, the best model would be a SARIMA(4,0,0)(2,0,0,0)[24]
using only autoregressive variables, which would cause early degra-
dation of the model due to error accumulation. The prediction for
the next 10 days is shown in Figure 3.11.

However, a SARIMA(1,0,1)(2,1,0)[24] model is fitted if the training
set has no notable behaviours such as those observed during the
holidays. For instance, if the training set comprises data from the

3.3 Energy Demand Forecasting 103



Fig. 3.11.: Hourly forecast of electricity consumption data for ten days
using SARIMA(2,0,0)(2,0,0)[24].

Fig. 3.12.: Hourly forecast of electricity consumption data for ten days
using SARIMA(1,0,1)(2,1,0)[24].

10th of January and data up to the 25th of February, and a forecast for
10 days ahead is conducted, the outcomes presented in Figure 3.12
are achieved. In this instance, the error accumulation was less
apparent, but the model failed to capture variations in the time series
patterns as it was not trained on the available data.

If the forecast horizon is longer than the seasonal pattern of the
data, the model tends to replicate comparable patterns each time a
period is finished. This phenomenon was addressed in Section 2.3.1,
which concluded that a different model training strategy should be
considered to achieve a good fit. In this scenario, long-term forecasts
are required, and there is no plan to retrain the models on a daily
basis. For that reason, SARIMA models may not be a suitable choice
for addressing such problems.
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In addition to SARIMA models, three ML algorithms commonly used
in the literature for this type of problem are compared: LR, SVM,
and KNN. Date and time features, including the day of the week,
day of the month, the month of the year, and the hour of the day as
numerical features, the season of the year as a categorical variable,
and a binary variable indicating if the day is a working day or not,
are used as input variables for the ML models. The hour and month
variables are transformed using the trigonometric transformation of
Equation 2.11 to preserve their cyclic behaviour in the distance-based
algorithms.

In this case, sliding windows cross-validation is used, as it is deemed
more appropriate than the expanding window method, given the
considerable historical data available. The training windows are set
to last for one month, while the testing windows last for ten days,
which corresponds to the prediction horizon size.

Accuracy was measured in this case using RMSE only and the algo-
rithm that provided the lowest error was KNN. An example of future
data forecasts using the KNN with k = 9 neighbours is shown in
Figure 3.13. With this technique, the algorithm is capable of esti-
mating future values by taking an arithmetic mean of the 9 most
similar values in terms of calendar data. This similarity is calculated
based on the Euclidean distances between each future point and all
available data in the historical record. As can be seen, some of the
consumption peaks cannot be accurately captured. This fact suggests
that more historical data may be necessary, or that there is a random
component that the algorithm is unable to capture with the available
information.

To continue research along these lines, emphasis was placed on
the data from the 10 houses in Madrid. After repeating the data
cleaning procedure to improve DQ, it was observed that electricity
consumption data for private residences tend to repeat patterns
over time. The behaviour of users has a cyclical component that is
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Fig. 3.13.: Hourly forecast of electricity consumption data for ten days
using the KNN with date and time features.

Fig. 3.14.: Extract from the electricity consumption data for households in
Madrid

reflected in repetitions in historical consumption values, as can be
observed in Figure 3.14.

Therefore, a comparison was conducted to evaluate the effectiveness
of two different KNN-based algorithms: the classical KNN using time-
and date-related features as inputs named KNFTS and the KNPTS
which employed the consumption of the last 24 hours as the pattern.
In this case, the chosen strategy was MIMO to provide the estimated
values for the next 24 hours in a single run. The performance of the
two algorithms was evaluated using three measures of error: RMSE,
DTW, and EDR. The DTW was evaluated by allowing the alignment
of predicted and actual data with a unit of time margin, i.e. the
predictions are compared with the actual value at that instant of
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(a) Comparison of the forecasts (b) Error measurements

Fig. 3.15.: Evaluation of one-day ahead forecasting with KNFTS and
KNPTS.

time, in the hour before and in the hour after. The threshold in the
calculation of the EDR metric is set at ε = 30Wh, considering that
two points that are less than this value apart can be considered equal.
The results indicated that for this type of data, KNPTS provided
more accurate forecasts in terms of similarity between the actual and
estimated daily consumption.

This solution was implemented with a daily periodicity in Madrid
households, and it was observed that after the outbreak of the COVID-
19 pandemic, consumption patterns changed. The impact of con-
finement on the model results was evident from a reduction in the
variability of the historical data. As this change could be associated
with the containment measures arising from the pandemic, the date
was known, and the models were retrained using only data from the
new period. This further increased the accuracy of KNPTS, which
now reflected the Spanish date of confinement.
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Later on, the comparison between KNFTS and KNPTS was repeated
on data from different households and small commercial establish-
ments in Lanzarote, Spain. In this case, predictions were made for
one day ahead and one week ahead and the error measures used
were the same as in the previous case: RMSE, DTW and EDR. In both
cases, it was concluded that the pattern-based algorithm provided
more accurate results. Therefore, KNPTS was deployed as the opti-
mal solution for one-day ahead forecasting of energy consumption
data.

Another line of research in energy demand concerns the degradation
of deployed models. Following the observed change in Madrid’s
energy consumption data with confinement, the development of
PRENERGET was initiated. This is an automatic training tool for
electricity consumption forecasting models capable of detecting the
drift in the prediction error with two objectives. The first is to inform
the user that the model in production is suffering a degradation in
its accuracy. On the other hand, the re-training of the model with
a new training set to try to minimise the impact of the variability
that has occurred in the historical set. This modular tool allows the
incorporation of data from different sources, the implementation of
different ML models and the measurement of forecast error using
different techniques. Currently, the solution implemented to solve
model degradation is to update the input data by means of a sliding
window that discards the oldest data and incorporates the most
recent data. However, the modular structure of PRENERGET allows
other techniques to be implemented to solve this drift.

3.3.4 Conclusions and Outcomes

DQ issues related to connection losses resulting in missing values and
consumption peaks are automatically resolved using the functions
implemented in the dqts package in R. This type of solution reduces
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data preprocessing costs and significantly improves the quality of
input data for the models.

The initial comparisons conducted help guide the selection of al-
gorithms to be used and rule out less accurate or computationally
expensive techniques. The results of those comparisons provided by
each of the initial models were presented at the Sustainable Places
2020 conference. The complete experimentation was published in
the Proceedings of the conference with the title Short-Term Electric
Demand Forecasting for the Residential Sector: Lessons Learned from
the RESPOND H2020 Project and the article can be read in Section
9.

After selecting KNN as the most effective base algorithm, the pro-
posal of KNPTS as a prediction algorithm provides simplicity to the
problem, as it relies solely on historical data as input. The experi-
mentation done in Madrid data to compare KNFTS and KNPTS and
the results of these predictions were presented at the 40th SGAI
International Conference on AI. The article entitled Short-Term Fore-
casting Methodology for Energy Demand in Residential Buildings and
the Impact of the COVID-19 Pandemic on Forecast received the Best
Application Student Paper award. This publication can be read in
Section 9.

That experimentation was extended to validate the conclusions ob-
tained on a more extensive and varied data set, demonstrating the
efficiency of KNPTS for this type of problem. This development was
published in the Q1 journal Energy and Buildings under the title
k-Nearest Patterns for Electrical Demand Forecasting in Residential and
Small Commercial Buildings. This article can be found in Section 6.

Finally, the development of the PRENERGET tool provides a con-
trolled methodology for deploying prediction models. With this
development, the detection of drifts in prediction errors is monitored,
contributing to increased reliability of the solution by detecting its
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degradation. PRENERGET was presented at the 2022 European
Conference on Computing in Construction and it was published in
the EC3 2022 Proceedings. The article entitled A Framework for the
Inclusion and Adaptation Strategies of Machine Learning Models for
Energy Demand Forecasting in Buildings can be found in Section 9.

3.4 Porosity Detection in Additive
Manufacturing

3.4.1 Context and Motivation

Additive Manufacturing (AM) consists of material deposition layer
by layer following a sliced Computer-Aided Design (CAD) geometry.
Multiple metal AM processes can be found in the literature with
different degrees of development and which are classified based on
the feedstock format and the energy source. This use case is focused
on the direct deposition of material in wire format and a laser beam
that melt both the added material and the substrate, called wire Laser
Metal Deposition (wLMD). This manufacturing process achieves a
balance between the advantages of AM and makes it an appropriate
technology for the manufacture of medium and large parts, obtaining
near net shape geometries (97; 98). However, due to the complexity
of the material deposition process, it has not yet been mastered
enough to enable the industrialisation of wLMD.

The complexity increases in 3D geometries, where instability in con-
dition definitions can lead to process failures or defects as pores (99;
100). Porosity is one of the most significant defects in metal AM
that affects the mechanical performance of parts, especially fatigue
properties (101). The Computed Tomography (CT) analysis is a
Non-Destructive Testing (NDT) method that provides information
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Fig. 3.16.: Part manufactured by a wLMD process.

about the internal pores in the manufactured part (102). However,
the in-situ inspection is not possible, and the efforts are focused on
the development of alternatives based on data and AI algorithms to
generate porosity detection models.

Researchers have dedicated tremendous efforts to monitoring defects
during printing to store large amounts of data to train ML mod-
els (103). However, these types of techniques require a high amount
of data from both healthy and defective parts, and the number of
parts with faults is usually not high in the industry. This limitation
makes ML models less reliable since they cannot properly validate the
proposed solution. In this case, treating the observations separately
can enrich the data set as long as the time series approach is not
necessary. That is, if the appearance of defects is considered a local
failure, the evolution of features over time is not considered essential
for defect detection, and therefore observations can be treated as
independent records.

3.4.2 Use Case Presentation

This problem aims to identify the most effective data-driven mod-
elling technique, i.e., models trained using in-situ and post-manufacturing
characterisation, for two objectives: local detection of porosity and
early porosity prediction. The data is obtained from the manufactur-
ing of three 3D geometry parts, as depicted in Figure 3.16.
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These parts consist of 12 rectangular layers with dimensions of ap-
proximately 16 by 40 mm each, manufactured using a predetermined
material deposition trajectory that includes a perimeter strategy and
zigzag for interior filling. The manufacturing time for each part
ranges between 18,2 and 18,8 seconds. The high-frequency moni-
toring of the process generates a data set of approximately 19.000
observations per part containing information on the following fea-
tures:

• The position over time is recorded, which defines the material
deposition trajectory performed by the robot. The signal is
composed of three univariate variables: X, Y, Z, and Time. Both
variables serve as the reference to merging all acquired data,
as it includes the relation between space and time information.
From the position record, the Vertical Movement during material
deposition is extracted. This variable describes the positioning
inaccuracy of the robot in the vertical direction. It is measured
in the Z axis with respect to the preset height value of each
layer.

• During the material deposition process, two types of signals
are acquired with reference to the processing time. On the
one hand, the signals that control the laser power and the wire
feed speed are recorded by the Programmable Logic Controllers
(PLC). On the other hand, images of the area where the mate-
rial is being added are acquired by coaxial monitoring of the
melt pool. The homogeneity of the growth across the manufac-
turing process is obtained through geometric scanning. Since
the manufacturing is carried out layer by layer, after each layer
is deposited, the resulting surface geometry is scanned. The
resulting 3D point cloud that represents the surface is spatially
referenced to the trajectory and the manufactured part.
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The Overlap Factor variable is calculated from the overlapping
conditions between the beads that form each layer. In fact, the
trajectory recorded describes the distance between adjacent
beads, which affects the uniformity and effectiveness of the
filling of the layers. A bigger gap between two adjacent beads
means less overlap between them and therefore less material
in that area. Thus, the Overlap Factor is calculated based on
the distance of the beads to each other along each layer.

After manufacturing of each layer, the surface geometry is
scanned and compared with the theoretical growth, from which
the geometric deviation is computed. Two variables are ex-
tracted when merging the information with the trajectory. On
the one hand, if linked to the movements of the last layer
deposited, the variable Z Distortion describes the resulting ge-
ometric distortion. On the other hand, if it is linked to the
trajectory of the next layer, the information refers to the ge-
ometric conditions of the base surface on which the material
is deposited, which is named Base Distortion. Notice that in
the first layer, this value should be 0 because the material is
deposited on a flat surface.

• After the completion of the manufacturing of each part, the
porosity is measured offline. The 3D CT shown in Figure 3.17
provides data on the location of the centre of each pore as well
as its volume and shape, which is spatially referenced to the
part geometry. This information is used to label the recorded
data sets and distinguish the pore observations.

Based on the porosity information, each pore is simplified and
visualised by ellipsoids calculated from their corresponding
length, width and height data. The trajectory and the ellipsoids
are analysed together and the points of the trajectory that lie
within the volume of the ellipsoids are located. Therefore, two
labels are created regarding porosity. The Inside Pore variable
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Fig. 3.17.: Scanned part provided by the CT.

takes the value 1 if the observation is within a pore and 0 if
not.

3.4.3 Proposal Solution

These data acquisition systems are very accurate, and despite analysing
the DQ with the dqts package, no waiting times, repetitions, anoma-
lous values, or missing values are identified. Therefore, no DQ
improvement technique is needed.

In summary, the data sets available contain the data acquired in-
process, some processed signals and the CT scan information as a
binary variable that takes values 1 or 0 whether the observation has
a pore or not. As previously mentioned, one of the challenges with
these industrial cases is that the proportion of failures is minimal
compared to the amount of correct data. Table 3.5 displays the
number of observations labelled with a pore for each component
and the percentage it represents in the entire data set. In none of
the three parts does this percentage even reach 1%, which is an
inadequate amount of information that could potentially lead the
algorithm to make more classification errors than intended.
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Tab. 3.5.: Percentage of pores in each of the three parts

Part ID Nº Records Nº Pores Nº Non Pores Percentage
1 13 19196 109 19087 0.57%
2 16 19070 144 18926 0.76%
3 18 19281 36 19245 0.19%

To overcome this challenge, a balancing technique is suggested. This
approach includes randomly undersampling a large percentage of
data from the majority class, followed by employing the SMOTE-
Tomek strategy to equalize the two classes. The class imbalance is
deemed substantial, where applying SMOTE-Tomek directly would
lead to a replication of pores without adding valuable and high-
quality information to the study. Hence, the initial decision is to
reduce the number of observations without pores, ensuring that
relevant information for the classifier’s learning is preserved. Each
of the classification strategies explained below involves a distinct
number of values in the training set. Subsequently, this combined
balancing strategy is applied to the processed data to extract the
relevant features.

During the phase of creating and selecting the best predictive model,
two key aspects are tested. Firstly, three different strategies are
proposed for classifying observations to detect porosity: local clas-
sification, time series features classification and persistence images
classification, which are explained in detail below. Secondly, three
methods are suggested for validating the results by employing var-
ious train-test splits on the data sets: using the information from
the parts separately, mixing them all, or using some parts to train a
model that predicts pores in the remaining part.

Each of the classification strategies leads to different conclusions, and
the results of all three are compared to determine whether porosity
is a manufacturing defect that can be anticipated by analyzing values
prior to its occurrence or if, on the contrary, the pores need to be
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detected retrospectively after they have already happened. That
is, when past features are related to the current failure, it can be
concluded that there is a temporal relationship manifested in the
values captured before the appearance of the porosity. On the other
hand, if the classification is done observation by observation, it is
understood that porosity in the parts is a local failure that cannot
be anticipated but can be estimated with data-driven models that
replace classical CT.

In each of the strategies, the results of four of the most commonly
used ML models in this type of classification problem are compared:
KNN, SVM, RF, and XGBoost. Each of these algorithms requires
a different parameter tuning process, which also depends on the
chosen strategy.

1. Local classification is performed in the entire data set to esti-
mate the pores in parts by classifying the captured data during
the manufacturing observation by observation. Therefore, raw
data shown in Figure 3.18, graph 1, is classified point by point
using ML algorithms. In this case, the values of the 4 signals
of Z Distortion, Base Distortion, Overlap Factor and Vertical
Movement are used as inputs, and the presence of the pore is
estimated as a binary classification output.

The data balancing in this case is achieved by randomly reduc-
ing 80% of the data from the majority class, followed by the
application of SMOTETomek to equalise the observations of
both classes. This number is chosen due to the large number
of values without pores compared to the few values with pores,
as mentioned before.

The model tuning is done through an exhaustive search for
parameters that provide the highest recall. For each algorithm,
an appropriate grid search is designed. For KNN, the optimal

116 Chapter 3

Industrial Applications



Tab. 3.6.: Percentage of pores in each of the three parts after rolling win-
dow processing.

Part ID Nº Records Nº Pores Nº Non Pores Percentage
1 13 339 23 316 6.78%
2 16 336 51 285 15.18%
3 18 338 5 333 1.48%

choice of k is tested from 1 to 15. In RF, the set of the num-
ber of estimators is {50, 200, 500} with a maximum depth of
{4, 6, 10}. The minimum number of samples required to be at
a leaf node is tested with values of {5, 10, 20}, and the Gini
criterion is used to evaluate efficiency. The regularisation pa-
rameter C of SVC is tested with {0.1, 1, 10, 100}. The chosen
kernel is the exponential function, and its parameter is tested
with values of {0.01, 0.1, 1}. Finally, for XGBoost, different
numbers of estimators are tested {60, 160, 260, 360, 460, 560}
with maximum depths of {2, 4, 6, 8, 10}. The learning rate is
tested for values {0.01, 0.1, 0.5}.

2. A rolling window of size 100 is applied in the multivariate time
series skipping 50 values to avoid unnecessary overlaps. Each of
the sub-series is labelled according to the presence or absence
of pores, regardless of the quantity. Table 3.6 summarises
the number of available sub-series for each part and indicates
which contain pores.

The class balancing in this case is done considering the number
of sub-series available in the data set, which are 336, 338,
and 339 for each part, and the percentage of these sub-series
that contain pores. The 40% observations without pores are
randomly removed from the data set, and the remaining are
balanced using SMOTETomek to have an equal number of
sub-series with and without pores.

3.4 Porosity Detection in Additive Manufacturing 117



The model tuning is different in this approach because the
number of training instances is not the same. Due to the
varying sizes of the datasets in different classification strategies,
the process of tuning and optimizing the models may need to
be adjusted accordingly. The changes made compared to the
local classification strategy are as follows: the depth of the RF
is tested for {1, 3}, and the number of estimators is adjusted to
{5, 10, 20}. For the XGBoost the number of estimators is tested
for{10, 35, 60, 85, 110, 135, 160, 210, 235, 260}.

Then, from the set of sub-series, two different strategies of
time series feature extraction are tested: signal-based and
persistence images.

• A time series signal-based feature extraction is done to
create a set of inputs for ML algorithms from each window
shown in Figure 3.18, graph 2. The mean, the standard
deviation, the maximum, the minimum, the trend, the
entropy and the curvature values are used as explanatory
variables to predict porosity.

• The persistence images shown in Figure 3.18, graph 3,
are created using TDA for time series following the steps
explained in Section 2.3.4 and using ripser library for
Python (104). The persistence image of each of the avail-
able variables is extracted as an array of 20 by 20 pixels
dimension. Then, data sets are written as a vector of
length 400 and ML techniques to classify the vectorised
pixels, using each pixel as an input to the algorithm. Some
of these pixels have the same value for all persistence im-
ages, so columns with near-zero variance are removed to
reduce the size of the input data matrix. In total, informa-
tion from 367 pixels is retained.
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Fig. 3.18.: Creation of the persistence images from the multivariate time
series.
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As mentioned before, one of the recurring problems in the industry,
when classification cases are proposed for fault detection, is the lack
of repeated parts to experiment with in model training processes. For
this reason, validating data-driven models requires realistic strategies
that allow for the extraction of appropriate conclusions for general-
isation. For each of the strategies explained below, three different
validations are tested to evaluate the efficiency of the approaches.

• For each part, 2/3 of the data is used to train the models and
the remaining 1/3 of the part is used to test the fitted model.
In the case of classification using features extracted from the
sub-series, part 18 is not considered in this validation approach
due to having only 5 sub-series with pores.

• Data from all three parts are used together. 2/3 of the data is
used to fit the model in training and 1/3 for validation.

• Three tests are done by training the model with the data of 2
complete parts and reserving an entire part for testing.

The results of all the experiments are shown in Table 3.7. Classifi-
cation errors are measured by accuracy and recall metrics and the
mean of the results of the 5 different random train-test partitions are
shown.

In general, in any of the strategies and algorithms, classifications are
more accurate when using data from the same part to detect pores
in the rest of the part. When mixing the data from all three parts
and treating them equally, the accuracy tends to remain the same
although the recall slightly decreases. However, when using the data
from two parts to predict the third part, the recall drastically drops,
providing estimations that cannot be considered reliable.

Regarding the forecasting strategies, local prediction achieves promis-
ing results in porosity detection. The results obtained with this
forecasting strategy and validation approaches are similar for the
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Tab. 3.7.: Summary of the performance obtained by detecting porosity
using different approaches
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Tab. 3.8.: Confusion matrices from local classification part by part using
KNN algorithm.

Id Part 13 16 18
Predicted

0 1 0 1 0 1

Actual
0 6052 309 5544 762 6258 155
1 4 34 5 46 1 13

Accuracy 0.951 0.879 0.976
Recall 0.895 0.902 0.929

Tab. 3.9.: Confusion matrices from time series features classification part
by part using XGBoost algorithm.

Id Part 13 16
Predicted

0 1 0 1

Actual
0 97 8 77 17
1 1 7 4 14

Accuracy 0.951 0.813
Recall 0.895 0.778

four algorithms. For instance, the confusion matrices in Table 3.8
show classifications performed with KNN in a specific train-test par-
tition. The number of neighbours used are k = 5, k = 7 and k = 3,
respectively in parts 13, 16 and 18.

In the case of classifications performed on the features extracted
from the temporal subseries of the signals, the difference in results
is more noticeable. For instance, the recall obtained with SVM in
the first validation strategy is 0.408, the lowest of the four. However,
with the same features and validation, XGBoost achieves a recall of
0.755. In the latter case, Table 3.9 displays the classification in one of
the train-test splits. In this strategy, the classification remains binary,
where 1 indicates the presence of some pore in that time subseries,
without specifying the quantity or positions.
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Tab. 3.10.: Confusion matrix from time series features classification using
the three parts and the RF algorithm.

Predicted
0 1

Actual
0 197 115
1 6 20

If all the extracted subseries from different parts are considered
independent and used to predict porosities, in the second validation
strategy, it can be seen that the RF achieves a good classification
result with an average accuracy of 2 and an average recall of 9.
Table 3.10 displays an example of this classification in the confusion
matrix, combining the three parts in a specific train-test split.

Finally, it can be observed that with the extraction of topological
features instead of basic features from the signals, both accuracy and
recall decrease. This fact suggests that the presence of pores in the
parts is related to the absolute values taken by the captured signals,
rather than their shape.

3.4.4 Conclusions and outcomes

The accuracy and recall results obtained by all the tested algorithms
in the local classification are promising, suggesting an approach for
pore detection based on data that could lead to the replacement of
the costly tomography techniques currently used for this purpose.

The results obtained by classifying the temporal subseries conclude
that there is a way to classify pores using smaller datasets. In this
case, the accuracy would decrease as the simplicity of the computa-
tion increases.

The poor performance of pore estimations when using information
from two parts to predict a third part is due to the context in which
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these parts were manufactured. The conclusion that can be drawn in
this case is twofold. On one hand, it is necessary to replicate experi-
ments under the same conditions to contextualize the manufacturing
process. On the other hand, the variables collected for this problem
are incomplete as the algorithms should have some input regarding
the manufacturing parameters that make the parts different.

The most relevant results that allowed conclusions to be drawn
for future work in this line of research were detailed in Section 8.
The article entitled Optimizing Porosity Detection in wire Laser Metal
Deposition Processes through Data-driven AI Classification Techniques
is submitted in 2023 to Engineering Failure Analysis Journal and is
now waiting for publication.

3.5 Manufacturing Production Line Diagnosis

3.5.1 Context and Motivation

The diagnosis of manufacturing production lines is a rapidly ad-
vancing field, thanks to advances in technology and data analytics.
One of the key trends in this area is the increasing use of Predic-
tive Maintenance (PdM), which allows manufacturers to identify
potential equipment failures before they occur, minimising downtime
and reducing maintenance costs. Another significant development
is the incorporation of sensors into production equipment, enabling
real-time monitoring of essential KPIs such as temperature, vibration,
and power consumption. PdM is a strategy that relies on advanced
data analytics techniques, such as ML and AI, to analyse sensor
data from production equipment and detect anomalies or deviations
from normal operating conditions. By detecting these issues early
on, manufacturers can take proactive measures to repair or replace
equipment before it fails (105).
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In addition, the use of ML and AI tools can analyse large volumes of
data from multiple sources, identifying patterns and trends that may
not be immediately apparent to human operators. Therefore, the
state of the art in manufacturing production line diagnosis is focused
on leveraging advanced technologies to increase efficiency, reduce
costs, and improve overall product quality.

The choice of algorithm depends on the specific application and the
nature of the data being analysed (106). Among the most widely
used approaches for their computational efficiency and explainability
of results are algorithms such as DT and RF (107). These types of
models allow the extraction of the feature importance to understand
the influence of the inputs in the predictions. Neural networks such
as LSTM are also widely used in this field, especially when data are
acquired at high frequency and large data sets are available (108;
109). Hybrid techniques that combine more than one algorithm can
also be a good approach to increase model performance (110).

One of the main challenges in PdM, and more specifically in machine
diagnosis, is dealing with imbalanced data. Imbalanced data refers to
a situation where the number of examples in one class (e.g., healthy
equipment) is significantly greater than the number of examples in
another class (e.g., faulty equipment). When training an ML model
on imbalanced data, the model may become biased towards the ma-
jority class, resulting in poor performance in detecting the minority
class. This leads to a poor generalisation of the model as it may
result in a high number of false positives, as the model may classify
healthy equipment as faulty due to the lack of examples of faulty
equipment in the training data. To address these issues, various
techniques have been developed, including data resampling meth-
ods (e.g., oversampling and undersampling), cost-sensitive learning,
and ensemble methods. These techniques aim to balance the data
distribution and improve the performance of the model in detecting
the minority class.
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Fig. 3.19.: System of the experimental rig

3.5.2 Use Case Presentation

Numerous associations, universities and industries are putting their
efforts and resources into advancing PdM. Among them, the Euro-
pean Conference of the Prognostics and Health Management Society
(PHME) 1 presented in 2021 a diagnostic problem for its annual
data analytics challenge 2. The experimental bed, courtesy of the
Swiss Centre for Electronics and Microtechnology (CSEM) 3, gener-
ates data similar to a real-world industrial manufacturing line. The
line consists of a 4-axis SCARA robot with a vacuum gripper that
picks up fuses from a feeder to a fuse-test-bench. On the test bench,
fuse current conductivity is measured, and, if the conductivity is
appropriate, heating is applied to the fuse while a thermal camera
measures during the heating process. Once the fuse is tested, it is
sent back to the feeder with two conveyor belts. Figure 3.19 shows
the experimental rig with the flow that the fuses follow during the
tests.

1https://phm-europe.org/data-challenge
2https://github.com/PHME-Datachallenge/Data-Challenge-2021
3https://www.csem.ch/
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Participants were tasked with developing data-driven algorithms to
accurately predict the remaining useful life (RUL) of the end-effector,
with evaluation based on prediction accuracy and computational
efficiency. The testbed featured various sensors capturing 50 sig-
nals measuring physical properties such as pressure, vacuum, and
humidity, with statistical descriptors computed every 10 seconds
instead of raw measurements. These descriptors included counts
(Cnt), frequency (Freq), maximum (Max), minimum (Min), standard
deviation (Std), Trend, and Value, and were not computed for every
signal. The experiments lasted between 1 and 3 hours and included
disturbances simulating eight different system failure conditions (la-
belled 2, 3, 4, 5, 7, 9, 11, and 12), resulting in a total of nine classes
including a healthy class (labelled 0) with no disturbances intro-
duced. The ultimate objective was to correctly classify each data set
corresponding to the different experiments in the shortest possible
time.

3.5.3 Proposal Solution

Using the dqts package, the quality of the data sets was evaluated
and data losses were detected. It was observed that in some variables
when the Cnt indicator was 0, the rest of the indicators had no
associated value. This implied a large number of missing values in
some indicators and it was understood that these indicators could
be eliminated from the set. Thus, indicators with more than 80%
missing data were eliminated. For the rest, the handleDQ function
was used for the Completeness metric and missing data were imputed
with the LOCF method, and in the case of a loss at the beginning of
the series, the NOCB method is used. In order to do so, it is necessary
to have at least the initial amount of data up to the first observation
without missing values. Thus, the minimum initial amount of values

3.5 Manufacturing Production Line Diagnosis 127



that the algorithm needs to be able to execute the NOCB imputation
is saved as TNA.

During the modelling stage, there are 99 data sets comprising 357
to 1081 observations collected over time to carry out the training
task, where 70 were healthy experiments. More than two hundred
features that are extracted and have passed DQ checks are utilised
for the multivariate time series multi-class classification problem.
The general approach is based on the idea of dividing the problem
into different subproblems and classifying each observation one by
one is applied to classify the entire data set, and then the resulting
classes are combined to label the data set.

First, an unsupervised classification algorithm called CLARA (Clus-
tering Large Applications) (111) is used to discern two different
operating contexts in healthy tests. The CLARA result confirmed that
the values taken by one of the variables (Smart Motor Position Error)
were sufficient to separate the two operating conditions in which the
experimental rig had been operating as can be seen in Figure 3.20.
Thus, within class 0 there were data with clearly different behaviours
in some of the variables but which did not induce any faults. That is
the initial partition: experiments conducted with the SP1 and SP2
parameter configurations. The time required to determine the opera-
tion under which the test is performed, i.e., the system configuration
parameters, is denoted by TO. As can be seen, in most cases, this
value is expected to be 1, since the separation rule is 100% reliable
at least in the training set. This means that with a single value of the
separation variable, the algorithm is able to determine whether the
experiment is executed with an SP1 or SP2 configuration.

Due to their simplicity and capability to handle multicollinearity,
DTs are chosen for the classification task. The features used as
inputs for the model are those provided in the initial sets to which
quality has been improved through imputations. In addition, to
select relevant features, avoiding those that lack useful information,
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Fig. 3.20.: Box plots displaying the Smart Motor Position Error for 70
healthy test with a red line indicating the decision rule for the
operation configuration.

a process based on principal components is carried out and those
that do not contribute to DTs are eliminated. In addition, as it
was challenging to identify some classes from the raw data, feature
engineering is utilised to create more meaningful features that can
help to disambiguate them for classes 5 and 7.

To address the issue of imbalanced data, a combination of SMOTE
and Tomek Links was used to create a balanced data set. SMOTE
was used to oversample the minority classes, while Tomek Links
were used to removing the samples that were close to the decision
boundary. This ensured that the algorithm would not penalize the
failure classes for being underrepresented in the data set.

In order to ensure the robustness of the trees, the tree depth is
limited to 5 to avoid overfitting and to use only the most significant
signals. Additionally, the minimum number of observations per leaf
is set at 450, ensuring that each leaf contained at least one complete
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Fig. 3.21.: Example of label assignment using the most probable class
resulting from the classification algorithm.

experiment, as the shortest experiment consisted of 360 observations.
These values are chosen to achieve a generalised solution, although
other values are tested and yielded similar results. The Gini impurity
function is used as the measure of the quality of a split. Leave One
Group Out cross-validation is used instead of random training/testing
partitions to avoid experimental noise and ensure a more reliable
estimation of the error. Specifically, one experiment of each class was
left out of the training phase, and all of them are used for validation
at each iteration, preventing data leakage from the same experiment
to the testing set.

The required solution consists of a single class for the entire data set,
but the algorithm classifies all the records collected during each ex-
periment observation by observation. However, the output provided
by a DT can be the probability of belonging to each of the classes.
When the algorithm selects a class for a set instance, it chooses the
label that is most probable. This process is illustrated in Figure 3.21,
which presents a straightforward example where nine features are
used to assign a distinct class for each observation. On the right side
of the figure, the probability of belonging to each of the classes is
displayed, along with the final class assignment as the most likely of
the eight contenders.

To determine the overall classification label of an experiment, the
initial assumption is that each experiment has an equal probability
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Fig. 3.22.: Execution Floe of the Final Classification Algorithm

of belonging to any of the available classes. As such, at the start of
the test run, each experiment is assigned a probability of 1/8 for
each of the eight possible labels. Therefore, using the probabilities
provided by the classification algorithm, a propagation process is
performed in order to decide the final class label to be assigned to
the experiment.

Starting from an equal probability of each class, the Kalman filter
with a gain of K = 0.752 is initially applied taking as the matrix of
observations the probabilities of the output of the DT. Over time,
one of the classes prevails over the rest, and this is the label that
the algorithm decides on for the entire test. Figure 3.22 shows
an example of the solution provided by the DT on the left and on
the right, the propagation of that classification using this technique.
Class 2 can be seen to prevail over the rest at an early point in the
experiment. That is, in a set of 1000 observations, with one-fifth of
the data, the type of failure can be determined with a probability of
about 0.6.

Using this approach of concatenating a DT with class propagation
using the Kalman filter provides a sufficiently accurate classification
to address this problem. In the case of classes 0, 5 and 7 in SP2
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an additional DT is necessary to achieve maximum accuracy. In
addition, this type of approach allows for early detection of failures,
another of the objectives proposed in the challenge as one of the most
sought-after requirements in today’s smart industry. The minimum
number of observations required to determine the predominant class
is extracted from each run and used as an indicator of the time
required to make the appropriate labelling decision. The number of
observations required to establish the predominant class is labelled
as TD′ , and in case it belongs to classes 0, 5, or 7 of SP2, TD′′ is also
added.

The final flow for the classification of the tests according to their fail-
ure can be seen in Figure 3.23. In summary, the resulting algorithm
was a concatenation of the operation separation rule and several
DTs. Each of these estimates would go through a Kalman filter-style
propagation system to reduce the decision time, i.e. classify using as
few observations as possible. The algorithm was able to accurately
detect the status of all tests in both the training set and the final
validation set of the challenge, except for the type 4 failure.

Due to the imbalance of the classes in the training of the models (70
healthy tests and 3 or 4 tests from each fault), the recall is used to
evaluate the effectiveness of the classifications. However, accuracy is
the metric used to evaluate the goodness of the algorithm as only the
proportion of tests that are correctly labelled versus those that are
not is considered. Figure 3.24 shows the two confusion matrices from
the application of the final classification algorithm. On the left, is
the result obtained on the training data sets, which can be controlled
during the development tasks. On the right, are the final results of
the validation data sets, which are scored in the competition. In both
cases, the classification is perfect, except for case 4 which that are
forced to be labelled as healthy. Thus, the accuracy in training is
0.9697 and in validation is 0.8824.
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Fig. 3.23.: Final classification algorithm to determine the type of fault
present in the shortest possible time.

(a) Training results (b) Testing results

Fig. 3.24.: Confusion matrices of the final classification algorithm in train-
ing and testing tasks.
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The minimum time required to traverse the splitting algorithm in
each case without encountering execution errors Tc is the maximum
of the observations required to complete each of the concatenated
tasks. That is, Tc = max{TNA, TO, TD′andTD′′}.

3.5.4 Conclusions and Outcomes

The provided solution consists of the concatenation of different DTs.
This algorithm stands out for its added advantage of being under-
standable. In addition, as a novelty in the case of time series clas-
sification, the propagation of class probabilities was tested using a
Kalman filter algorithm, which achieved the early classification of the
experiment. Both the simplicity of explanation, as well as the speed
and accuracy in classification, make this proposal a highly reliable
data-driven system.

The prediction results provided by the algorithm achieved the high-
est accuracy with the lowest number of observations compared to
other participating teams. For that reason, we were awarded as the
winners of the PHME Challenge 2021 and we presented our work at
the congress that was held online due to the COVID-19 pandemic in
July. In addition, the article Divide, propagate and conquer: Splitting
a complex diagnosis problem for early detection of faults in a manufac-
turing production line (25) is attached in Section 9. This work was
published in the conference proceedings, where the development of
our solution can be found as well as an explanation of the challenge
and the evaluation system applied.

Despite that, this proposal does have some limitations. Firstly, con-
cerning the strategy employed to determine the shortest time needed
for classification, it should be noted that while it aligns well with
the context of the challenge, it is not applicable in a real-world sce-
nario where there are no multiple runs for each test. Secondly, the
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interpretation of the proposed solution, in this case, should take
into consideration that the problem was designed in a controlled
environment. Therefore, the available information was limited to
what was provided by the organizers, and the development time was
constrained. For those reasons, it has not been possible to detect all
faults, rendering this solution incomplete.
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Closing Remarks 4
„Reserve your right to think, for even to

think wrongly is better than not to
think at all

— Hypatia
(Mathematician, Inventor, and

Philosopher)

Hypatia was a Greek mathematician, astronomer, and philosopher
who lived in Alexandria, Egypt, during the fourth century AD. She
received an education from her father, who imparted all his knowl-
edge to her, leading to her developing a deeper understanding of
thoughts and ideas beyond his own. Hypatia wrote texts on algebra
and geometry, conducted classes, and invented scientific instruments;
becoming one of the pioneering women in science.

As a philosopher, Hypatia emphasised the importance of critical and
independent thinking. She encouraged her students to question
assumptions and to pursue the truth through rational inquiry. She
maintained that it was better to think independently and run the risk
of being wrong than to accept ideas without criticism or to abstain
from thinking altogether.

Hypatia was renowned for her lectures on mathematics, astronomy,
and philosophy, and enjoyed a high level of respect within the sci-
entific community for her intelligence and knowledge. However,
certain influential individuals rejected mathematicians, whom they
viewed as deceitful or magical.
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Tragically, an angry mob killed Hypatia, feeling threatened by her
advanced scientific ideas. Nevertheless, Hypatia always defended
that individuals should be free to explore ideas and make mistakes, as
long as they are committed to the pursuit of truth and knowledge.

4.1 Conclusions

Improving reliability in AI systems for the current industry requires
different phases and interventions that depend on professionals from
various fields. Specifically, the tasks corresponding to data analysts
have a significant influence on data-driven solutions. Therefore, their
involvement is considered essential in the phases of data preparation,
exploration and modelling, and evaluation.

In particular, time series in industrial environments are data sets
received throughout a process that can be monitored to obtain or-
dered information that holds dependencies with past and future
information. Therefore, there is an intrinsic characteristic to this
type of ordered data that requires specific treatment and a particular
approach to improve the quality of time series-based systems.

The proposal to increase reliability in three phases allows us to
arrange the interventions temporally and understand that certain
actions should be considered in each phase to improve the quality of
data, model, and errors separately.

• To improve the quality of the data, the existing gap in the liter-
ature has been addressed by unifying the extensive definitions
of DQ, allowing them to be applied in different fields. That is,
a way to measure the quality of time series data independent
of the use case. The R package dqts provides a quick and easy
way for users from different specializations to execute, analyze,
and improve the quality of the data sets they work with.
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On the one hand, ensuring high DQ in an early stage of analysis
increases the quality of results from AI-based models. On the
other hand, saving time and resources in data preprocessing
adds efficiency to the tasks of data analysts who often invest
significant efforts in cleaning and preprocessing information.

Furthermore, the R package can be embedded in industrial
systems and can be used for different purposes. On the one
hand, the outputs of the DQ, deepDQ and plotDQ functions
allow the automation of periodic quality reports that provide
insight into the status of time series data received over time. In
addition, it is possible to programme alerts that enable swift
action to address any issues that may arise. On the other
hand, the handleDQ function saves analysis time and facilitates
decision-making to increase DQ by modifying the data. This
part of the package can be used within a loop to modify or
duplicate the database allowing it to store equivalent data but
with optimal quality.

Currently, dqts allows the reading of data with two types of
structure: time series or R data frames. However, thanks to the
modular structure with which the package has been designed,
it is envisaged to extend its use to other data structures. This
would be possible by adding the appropriate transformations
that standardise the reading of the data in a step prior to the
execution of the metrics. Moreover, thanks to the connectors to
different databases available in R, this access to the data could
be direct without the need to download the time series to the
computers beforehand.

The package has been tested in different industrial scenarios,
both simulated and real, and is currently a powerful tool for
efficiently knowing the quality of the time series used in dif-
ferent industrial projects. In particular, dqts has been used in
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the application cases of this research work, as can be seen in
Section 3.

Beyond the scope of this work, dqts has been integrated into
Shiny applications for interactive use by users without specific
knowledge of data analytics. In this manner, colleagues in
mechanical engineering are capable of comprehending the DQ
of their building cooling systems and making the necessary
modifications to attain the required DQ in their equipment.

Therefore, it is concluded that the interventions carried out in
this work to improve the quality of time series structured data
received in industrial environments contribute to increasing
the reliability of AI systems. Furthermore, in the long term, the
benefits of organisations designing such solutions as well as
users implementing and exploiting them are increased.

The advances made in DQ throughout this research work were
published in August 2022 in the IEEE Access journal. That
article can be read in Section 7.

• There is a wide range of methods for modelling time series,
and a proper selection of the modelling approach is essential
to achieve accurate results that provide reliability and allow
for generalisation.

The efficiency of time series regression methods as well as
their limitations in long-term forecasting problems have been
emphasised, particularly when the prediction horizon exceeds
the periodicity of the data or the number of regressive variables
to be used.

In addition, feature engineering and selection tasks have been
highlighted as crucial when using classical ML prediction mod-
els. Furthermore, they have been classified into statistical,
temporal, lagged, and topological features. Each of them has
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been used in different industrial problems, demonstrating that
there is no intrinsic superiority in any of them, but rather their
selection depends on the problem to be addressed. Particularly,
cyclic transformations of temporal variables such as hour, day,
or month are considered an essential step in preparing the
data to be used as inputs for the models. Applying these trans-
formations helps to numerically bring explanatory variables
closer to their real behaviour, thus avoiding distance-based
algorithms from drawing erroneous conclusions and ignoring
nearby values.

Therefore, in addition to the classic methods of time series
regression and ML techniques, the use of KNPTS method has
been proposed. This algorithm allows the estimation of future
data based on the patterns present in the historical time series.
It is a useful strategy in univariate time series with significant
seasonality, where a periodic repetition of the data behaviour
is expected.

The creation of the R package knpts allows for the execution of
this algorithm in a simple and robust way, including different
strategies and validations to test and choose the most accurate
approach.

For proper algorithm validation, it is essential to use time
series data in an appropriate manner. In other words, in
cross-validation of the algorithm, past data cannot be used,
so techniques specific to time series are essential: using sliding
windows or using expanding windows. This approach avoids
overfitting due to the use of information available in training
that cannot be used later because it belongs to future data.

Finally, in the modelling phase, the effect of the prediction
strategy on the efficiency of the models has been demonstrated.
Especially in cases where delays are used as inputs to the model

4.1 Conclusions 141



and in those cases where the forecasting strategy is recursive,
error accumulation is a problem that must be approached with
great caution. The use of a training strategy different from the
deployment strategy can lead to incorrect conclusions due to
the selection of an inappropriate model. This error would lead
to a lack of reliability in the modelling phase by not obtaining
the expected results in the proposed solution.

• Applying ML methods to industrial problems without proper
validation is doomed to fail. In fact, in numerous studies, it
has been observed that deploying seemingly good solutions
may not accurately represent reality. This can be avoided by
choosing an appropriate and rigorous validation method and
being aware of the representation that these numerical values
have in the problem being addressed.

Industry 4.0 is moving towards the automation of systems
and providing equipment with intelligence for independent
decision-making. However, for these systems to be able to
efficiently replace human decisions, all phases of reasoning
must be programmed. Therefore, it is not enough to calculate
an accuracy metric and choose the one that provides the lowest
error to decide the best solution. As discussed in Section 2.4,
it depends on the problem we are dealing with. In most cases,
the analyst’s review is essential in order to understand the
decisions made.

In numerical forecasting problems, the use of similarity mea-
sures in time series as performance metrics has been proposed.
Unlike static metrics such as MSE, these elastic strategies al-
low for the comparison of non-aligned values over time. This
increases reliability by selecting algorithms that provide good
predictions based on the shape of the predicted time series,
rather than comparing the real and predicted values using
Euclidean distances. As an example of these new prediction
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error calculation strategies, DTW and EDR have been used,
demonstrating their efficiency for this purpose, especially in
high-frequency data or in series where the displacement of the
prediction should not be penalised, such as the daily electrical
consumption.

In classification problems, the impact of using one metric or
another when making decisions has been explained, especially
in problems with imbalanced classes. It is important to con-
sider metrics such as Recall, Precision, or F1 score, which take
into account the imbalance by weighting in favour of one of
the classes. This type of decision increases the reliability of
classification problems, especially in cases such as predicting
machine failures, where detecting the failure is prioritised and
customers focus on predicting breakdowns, for example.

In general, the reliability of AI systems has been improved in four
current and complex industrial cases through the application of these
three phases. Despite the great progress made in the research of
complex algorithms, it is essential to keep in mind that the choice
of prediction method is not the core of the analysis. In the life cycle
of a time series, there are different phases where there are no estab-
lished rules, and the efficiency of solutions depends on the context
and purpose of the problem, DQ and structure, data frequency and
periodicity, system deployment and exploitation, etc.

Current research on AI-based systems focuses on the development of
automated solutions that can interact with the environment and learn
and adjust as new information becomes available over time. However,
the tasks of analysts remain essential and solutions still depend on
the use case, so automation carries a risk of loss of reliability.
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4.2 Future Work

The increase in reliability in AI systems is constantly being researched,
as it is considered that high-quality solutions have not yet been
achieved in many areas.

Although the gap in standardisation for measuring the quality of time
series data using the same criterion has been covered, more research
in this direction is necessary. Firstly, the modular structure of the
R package dqts allows for the incorporation of new quality metrics
that can be designed after the detection of new needs. Additionally,
the incorporation of new metrics also allows for specialisation. The
majority of the research into time series DQ has a primary focus on
financial and economic time series data. It is imperative to undertake
further research into DQ issues in other domains, such as healthcare,
energy, and manufacturing. Additionally, there is a requirement
for further research into the impact of DQ issues on downstream
tasks, including forecasting, anomaly detection, and decision-making.
Furthermore, it is necessary to explore the human factors that impact
DQ, such as data entry errors, user interface design, and training for
data entry personnel.

In the modelling phase of the time series, problems in predicting
random peaks have been detected. Most time series modelling re-
search is focused on forecasting and pattern recognition, but there is
a lack of research on causal relationships between variables. Greater
comprehension of these causal behaviours would enhance the de-
pendability of time series-based models. In addition, further research
is required to investigate the integration of domain knowledge, such
as expert opinions or physical laws, into time series models to im-
prove their precision and interpretability. Along similar lines, there is
a requirement to develop time series models that are more accessible
and comprehensible to a broader audience.
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Remaining the measures used to quantify the error of time series
forecasting models, more research is needed to cover uncertainty
issues associated with the estimate. For example, the use of elastic
time series similarity measures allows the alignment of the prediction
with the actual series to minimise the effect of predicting peaks with
delays. However, there is a need for error measures that are more
robust to outliers that can significantly affect the decision by making
results less informative.

4.2 Future Work 145
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Abstract: As a consequence of the projected world population growth, world meat consumption is
expected to grow. Therefore, meat production needs to be improved, although it cannot be done at
any cost. Maintaining the health and welfare status of animals at optimal levels has traditionally
been a main concern of farmers, and more recently, consumers. In this article the Poultry Chain
Management (PCM) platform is presented. It aims at collecting data across the different phases
of the poultry production chain. The collection of this data not only contributes to determine the
quality of each phase and the poultry production chain as a whole, but more importantly, to identify
critical issues causing process inefficiencies and to support decision-making towards the holistic
improvement of the production chain. Results showed that the information gathered can be exploited
to make different suggestions to guarantee poultry welfare, and ultimately, improve the quality of
the meat.

Keywords: IoT; agriculture; poultry welfare

1. Introduction

The population of the world is growing at exponential rates and, according to United Nation’s
Revision of World Population Prospects https://esa.un.org/unpd/wpp/), it is projected to reach
a number of over 9.7 billion by 2050. This population growth poses issues that may affect the
sustainability of demographic, social and economic systems. More specifically, one of the main
challenges consists of finding a way to feed all these people and agriculture, which can be understood
as the cultivation and breeding of animals and plants to provide food and other products to sustain
and enhance life, plays a vital role in addressing this issue.

Due to the aforementioned population growth, world food consumption will increase accordingly,
and consequently, so will meat consumption. As a matter of fact, meat consumption per capita is
expected to increase from 38.7 kg in 2005, to 49.4 kg in 2050 and overall meat consumption, is expected
to grow by 70% in the period of 2000–2030 and by 120% in the period of 2030–2050 [1]. Meat production
is one of the most important sectors at a worldwide agriculture level and also in Europe. According to
Eurostat http://ec.europa.eu/eurostat/statistics-explained/index.php/Meat_production_statistics
there are almost 7 million livestock farms in the EU, and the four main types of farms are those rearing
pigs, bovine animals, poultry, and sheep and goats. However, in order to satisfy the future meat
demand increase, there is a dire need to increment meat production.
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However, this meat production improvement cannot be made at any cost. Maintaining the health
and welfare status of livestock at optimal levels has traditionally been a main concern of farmers [2],
and more recently, consumers [3–5]. Comfort is one of the main factors that influences the well-being
and health of animals during their lifetime [6], hence it cannot be neglected. Providing a comfortable
environment not only maximizes the profit garnered from each animal, but also reduces mortality,
which in turn allows the amount of wasted water and feed resources to be reduced. However,
ensuring livestock comfort within farms may not be enough to guarantee their well-being and
optimal meat quality when arriving at slaughterhouses. The way animals are transported from
farms to slaughterhouses and the way they are loaded and unloaded in transport vehicles are stressful
operations that might affect welfare and increase animal mortality [7]. Therefore, all these facts
reinforce the need to ensure comfort of livestock through the whole production chain, from their
breeding in farms until their arrival at slaughterhouses.

In the context of the Internet of Food & Farm 2020 (IoF2020) H2020 project https://www.iof2020.eu/,
one of the trials is aimed at optimizing animal health, production chain transparency and traceability.
Within this trial, there is a poultry production chain use case. In 2014, poultry meat production in
the EU reached 10.5 million tonnes, representing around 12% of world production [8] and, similar
to the meat production of other livestock farms, the poultry meat production is expected to grow at
a worldwide level, reaching 181 million tonnes in 2050 [1]. 70% of EU poultry meat production is
concentrated in seven member states (Poland, France, United Kingdom, German, Spain, Italy and the
Netherlands) and chicken consumption has overtaken that of the pork or beef in some places such as the
USA https://www.nationalchickencouncil.org/about-the-industry/statistics/per-capita-consumption-
of-poultry-and-livestock-1965-to-estimated-2012-in-pounds/.

Nowadays, poultry chain managers get paid according to the quality of the meat that is obtained
at the slaughterhouse. Therefore, one of the main criteria used to evaluate the whole production chain
is the final quality of the meat. However, the quality of meat is strongly influenced by the stressful
situations to which poultry is exposed throughout the production chain phases [9], even though market
pressure does not sufficiently encourage breeding companies to give welfare traits greater weighting
in their programs [8]. Consequently, a platform where information throughout the whole production
chain is collected, establishes how to exploit that information to evaluate the quality of each phase
and support the decision-making towards improving the final meat quality while ensuring animal
welfare. Nevertheless, the development of such a platform is not an easy task due to the different
inherent characteristics of the data sources (e.g., heterogeneity in terms of format and structures) to be
integrated, and the need to ensure a secure data exchange environment.

In this article the Poultry Chain Management (PCM) platform is presented. It aims at collecting
data across the different phases of the poultry production chain. The collection of this data not
only contributes to determine the quality of each phase and the poultry production chain as
a whole, but more importantly, to identify critical issues causing process inefficiencies and to support
decision-making towards the holistic improvement of the production chain. Although it is motivated
by the IoF2020 project, the PCM platform is based on open-source components and open standards
towards its replicability in other projects and other livestock production chains. The rest of this article
is structured as follows. Section 2 reviews related work. Section 3 presents the PCM platform and
describes the flow of the data throughout the whole poultry production chain. Section 4 explains the
KPIs used to evaluate each poultry production chain phase and showcases them in a real-world use
case. Section 5 demonstrates the exploitation of the collected data with an analytical tool. Finally,
the conclusions of this work are presented in Section 6.

2. Related Work

Nowadays, food industries invest a considerable part of their resources to ensure the quality of
their products [10], and the poultry industry is no exception. As a result, many research efforts have
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been dedicated to studying the influence that situations occurring in the different poultry production
chain phases have in the poultry welfare and final meat quality.

Different solutions are proposed for ensuring poultry welfare and good rearing conditions within
farms. A study used infrared images to discover that poultry under cold stress conditions spent about
four times more energy trying to maintain body temperature [11]. Infrared thermography has also
been used to evaluate metabolic heat loss of poultry fed with different energy densities [12]. There is
work that develops predictive models to predict poultry growth [13] and death rates [14] within farms.
Furthermore, the effect the indoor conditions of the farm has on poultry welfare has been researched.
A laboratory experiment determined the influence of different temperature and humidity combinations
on the physiological response of poultry [15]. Another study proposed the diagram shown in Figure 1,
indicating how the relationship between ambient temperature and relative humidity affects poultry
heat stress [16]. Towards ensuring optimal poultry rearing conditions, there is a system combining
Knowledge Discovery and Semantic Technologies [17]. This system sends farmers notifications when
a stressful thermal situation is predicted, so that they can anticipate such undesirable situations by
taking actions on the farm beforehand.

Figure 1. HIS (Heat Stress Index) for poultry [16].

Few scientific studies have been conducted to analyze the effect that catching and loading has
on the welfare of poultry, although it is reasonable to assume that it generates a particular pattern
and level of injury and stress. A study recorded reduced heart rates and catching damage in birds
when using a semi-automatic loading system, in comparison to 3 other manual catch and loading
approaches [18]. Other studies compared the death rates between a mechanical poultry catching
system and a manual one, registering an increase in the manual system [19,20]. Furthermore, the rate
of injuries has also been compared between manual and automatic poultry catching systems. There are
studies that recorded significantly reduced injuries for mechanically caught poultry (3.1%) compared
with manually caught (4.4%), especially with respect to leg injuries [19]. However, another study
found no differences in the percentage of bruises, meat quality or corticosterone levels between manual
and automatic catching methods [20]. There are studies that also attribute the decrease in injury rates
to the reduction in speed of conveyors in automatic loading systems [19]. According to another study,
the slower catching of automatic systems compared with manual catching may result in more heat
stress mortality [21]. Furthermore, a study showed no significant difference between catching poultry
from one leg (grabbing 2–3 birds per hand) or two legs (grabbing a maximum of 2 birds per hand) [22].
Additionally, the benefits of training and incentivising farm operators to adequately interact with
animals in farms are recognized [23–25]. From these studies it can be concluded that, when properly
carried out, using optimal equipment and trained personnel, both methods can result in low levels
of injury and low levels of stress to the birds. Conversely, both manual and mechanical catching can
result in unacceptably high levels of bruises, fractures and other injuries, as well as high stress levels,
if carried out in an improper way [26].
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Although loading procedures are more likely to cause physical injuries, the transport phase has
also been reported to be stressful to poultry and have a direct effect on final meat quality. A research
focused on the effect of truck temperature and relative humidity [27]. A study conducted with
simulated electronic chickens suggested that ambient temperatures in the range of 11 ◦C to 25.1 ◦C
during transport phases are thermally comfortable as they allow poultry to regulate heat with their
metabolism in order to stay comfortable [28]. Conducted research also shows that poultry deaths on
transport differs depending on the geographical point and the season of the year. For example, a study
reported that poultry deaths increased from 0.28% in winter, to 0.42% in summer for transport in
a subtropical climate of southeastern Brazil [7]. Another research, in this case conducted in Italy, showed
that death rates in transport increased from 0.35% in winter months to 0.47% in summertime [29].
Transport duration has also a direct effect on the poultry welfare [30], as a study showed that the lowest
poultry death rates happened in journeys of less than 2 h (0.29%) and the highest when transport
times exceeded 5 h (0.46%) [31]. Additionally, in another different research, death rates also increased
from 0.24% (in routes of less than three and a half hours) to 0.45% (in routes of more than 5 h) [32].
Likewise, the transport distance traveled from the farm to the slaughterhouse influences the welfare of
the poultry. A study conducted in the Czech Republic recorded that for journeys up to 50 km death
rate was 0.15%, and 0.86% for distances exceeding 300 km [33]. Last but not least, the vibrations related
with the sudden acceleration of trucks have also been studied and showed a negative effect on poultry
welfare due to the impacts and muscle strain suffered [34–36].

A certain number of individuals from each flock may be rejected in the slaughterhouse due
to status as a result of poor welfare conditions, such as abnormal levels of contact dermatitis,
parasitism or systemic illness in the house [21]. Other causes for rejection include infectious diseases
such as colisepticaemia [37], skin injuries such as cellulite or dermal squamous cell carcinoma [38],
and fractures or bruises [39]. Furthermore, the tasks performed in the slaughterhouse phase may also
result in the rejection of the animal, such as contamination produced by evisceration [39].

According to the European Food Safety Authority, a monitoring system for animal welfare is
made up of the following steps: (I) identification of the goal; (II) identification of the population
concerned, and definition and selection of the survey population; and (III) selection of the indicators
and the systematic collection of data [40]. Furthermore, the systematic collection of animal-based
measures and its subsequent storage in well-defined databases could pave the way to better assessing
the validity and robustness of those measures, thus moving towards quantitative risk assessment of
animal welfare [41]. Moreover, in animal health research, the visualization of relationships between
risk factor and health outcomes is based on the correction of indicators, followed by an analysis to
investigate relevant associations. There are data collection systems at specific poultry production chain
phases, especially in the breeding phase [42–45]. However, to the extent of our knowledge, there is no
platform that collects information throughout the whole poultry production chain for its exploitation
towards poultry welfare improvement.

3. The Poultry Chain Management Platform

Chickens raised for meat (also known as broiler chickens) arrive at the farm around 21 days of
after hatching and it typically takes around 7 weeks until animals reach the proper size and weight
to be sent to the slaughterhouse https://www.chickencheck.in. In order to ensure adequate growth
and welfare, there are dietary needs and comfort requirements that need to be fulfilled. On the one
hand, these comfort requirements vary with age. For example, the first days of breeding, poultry
require a higher ambient temperature because their body temperature, metabolic rate, insulation from
feathering and thermoregulatory ability are relatively low [46,47]. On the other hand, these comfort
requirements may also change if, for certain reasons, the growth of the poultry flock is slower or faster
than expected. This phase, where poultry are raised, is referred to as the breeding phase. Once the
flock reaches the determined size and weight and they are ready to be sent to the slaughterhouse,
farm operators catch and load them into holding cages or modular bins. These cages are specifically
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designed to ensure that birds cannot hurt themselves or other birds, and that the air is able to circulate.
This phase is referred to as the loading phase. These cages are then placed on a truck which transports
the flock from farms to the slaughterhouse. This is the transport phase. Finally, once the animals
arrive at the slaughterhouse, they are unloaded and handled by slaughterhouse operators in the phase
referred to as the slaughterhouse phase.

Summarizing, there are four phases that comprise the whole poultry production chain from when
baby chicks arrive at the farm until they arrive at the slaughterhouse: breeding, loading, transport and
slaughterhouse phases. Figure 2 depicts the four main poultry production chain phases.

Figure 2. The four phases involved in a poultry production chain.

The variety of situations that may occur throughout the different phases has a direct impact on
the health and welfare of animals, as well as on the quality of their meat by the time they arrive at
the slaughterhouse. Therefore, monitoring each of these phases can provide relevant data that can
later be exploited to detect causalities behind these issues and adopt measures towards the holistic
improvement of the poultry production chain. Therefore, a platform that collects and manages
information across the whole production chain is considered of utmost importance.

3.1. The PCM Platform Workflow

The PCM is a cloud-based platform supported by FIWARE open-source components,
and implemented based on open standards in charge of collecting, processing and storing data
coming from different phases of the poultry production chain in a secure way. The PCM platform is
divided into four different stages as can be seen in Figure 3. It is worth mentioning that the exploitation
of the collected information is left out of the architecture.

Data Sources

This is the first stage of the platform where methods to access, assess, convert and aggregate
signals are employed by different devices, machines or systems to represent real-world parameters
as communicable data assets. In the context of the poultry production chain, data sources are
heterogeneous ranging from sensors to measure the environmental conditions within farms or trucks,
to wristbands measuring the way operators handle animals. Furthermore, each data source may have
its own method to collect the information.

Data Acquisition

This is the stage where the data coming from the various monitoring devices and systems is
received. This stage consists of different agents and components to enable the adequate data handling
coming from heterogeneous data sources.

The central component is the FIWARE Orion Context Broker https://fiware-orion.readthedocs.io/
(OCB), a C++ implementation of the NGSIv2 REST API binding. The OCB allows the management of the
entire lifecycle of context information including updates, queries, registrations and subscriptions.

The recurrent news about security breaches, private data leaks and the inappropriate use of
data, makes the security of the IoT platforms a vital requisite nowadays. Therefore, the security
of the PCM platform is of utmost importance. Due to the multitude of different devices, sensors
and services involved in the data flow, the security of the PCM platform has to be handled by
different agents. FIWARE Keyrock https://fiware-idm.readthedocs.io/ is responsible for identifying,
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authenticating and authorizing devices and systems to publish their information in the OCB,
by associating them rights and restrictions with established identities. It is based on OpenStack
Keystone https://docs.openstack.org/keystone, a service that provides API client authentication,
service discovery, and distributed multi-tenant authorization by implementing OpenStack’s Identity
API, and OpenStack Horizon https://docs.openstack.org/horizon/, which provides a web-based user
interface to OpenStack Keystone. Additionally, to complete the security module of the PCM platform,
the FIWARE PEP Proxy https://fiware-pep-proxy.readthedocs.io/ provides a security layer for adding
authentication and authorization filters, and it is combined with Keyrock to enforce access control to
backend applications.

Figure 3. The PCM platform data flow.

Furthermore, data coming from IoF environmental sensors (explained in Section 3.2) is collected
by a FIWARE IoT Agent https://fiware-iotagent-json.readthedocs.io/, which has a Mosquitto MQTT
broker https://mosquitto.org/ embedded. The MQTT protocol is envisioned as a high performing
solution for data acquisition, not only because of the low power and memory needed for the
implementation of different clients in small devices, but also due to the low bandwidth needed.
The FIWARE IoT Agent is used as a bridge to publish sensor data to the central OCB.

Last but not least, there is an Apache Tomcat server in charge of executing periodic tasks
for sending CSV-like files to store them in file structures, and get data from external sources
(e.g., meteorological prediction from weather forecasting services) in order to publish it in the
central OCB.

Data Processing

This is the stage where the data acquired in the previous stage is sent to be stored in the
corresponding data repository. The main component of this stage is a FIWARE Cygnus https:
//fiware-cygnus.readthedocs.io/ agent. Cygnus is a connector in charge of storing certain sources
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of data in certain configured third-party storage, creating a historical view of such data. Internally,
Cygnus is based on Apache Flume http://flume.apache.org/, a technology addressing the design
and execution of data collection and storage agents. An agent is composed of a listener or source in
charge of receiving the data, a channel where the source puts the data once it has been transformed
into a Flume event, and a sink, which takes Flume events from the channel in order to store the data
within its body into a third-party storage.

Data Storage

This is the stage where the collected data is stored and remains accessible for its future exploitation.
Two main data storage repositories are considered in this stage. On the one hand, MongoDB https:
//www.mongodb.com/, a NoSQL database which uses JSON-like documents and is the adequate
option to store data coming from heterogeneous sources. On the other hand, a file structure to store
files created in the different poultry production chain phases and that are not considered to be worth
passing through the OCB for various reasons. For example, the amount of data acquired during the
loading of the animals with the wearable devices is too big, and in this case, the CSV structure is more
suitable for data analysis tasks.

3.2. the Information Collection from the Different Phases

The poultry production chain is characterized by four phases: breeding, loading, transport
and slaughterhouse phases. In each of these phases, different information is retrieved, which could
potentially be exploited to both evaluate the quality of each phase and support the decision-making
towards improving the final meat quality while ensuring animal welfare. This section explains the
information collected from each phase, and the way in which data from each phase is obtained and
stored in the PCM platform.

Breeding Phase

This is the phase where chickens arrive at the farm 21 days after hatching and spend around
7 weeks until they reach the required weight and size. During these 7 weeks the comfort requirements
of the flock including temperature and humidity vary, and if they are not satisfied, animals may be
exposed to stressful situations that may result in deficient growth. For example, if relative humidity is
too low, there is a higher production of dust and an increase in the number of airborne microorganisms,
which may increase susceptibility to respiratory diseases especially during the early days of the broiler.
However, if relative humidity levels which are too high are combined with high temperatures, broilers
may die from hyperthermia or hypoxia [26]. Although there are different guidelines to set minimum
comfort requirements, in the context of the IoF2020 project, they are defined by farmers, and they can
be modified at any moment during the breeding phase for different reasons, including a slower or
faster rate of flock growth.

The information generated in the breeding phase is retrieved from different data sources. On the
one hand, IoF environmental sensors are installed throughout the farm to measure the climatic
conditions in different points of the farm. In the initial deployment plan of IoF2020 project, Tibucon
sensors (which were developed as part of the TIBUCON FP-7 project https://cordis.europa.eu/
project/rcn/95501/en) were deployed, which measured temperature, humidity and luminosity values.
These sensors were then upgraded in terms of hardware and software, and CO2 and ammonia level
measurement capabilities were added. The resulting IoF environmental sensors are easy-to-install,
have a battery supply and offer wireless connectivity. They measure farm conditions every 30 s and
this data is sent through a low-power multi-hop wireless network based on the standard IEEE 802.15.4
https://standards.ieee.org/standard/802_15_4-2015-Cor1-2018.html) to a gateway installed in the
control room next to the farm. The gateway then sends the data to the Mosquitto MQTT Broker of the
PCM platform which will in turn send it to the central OCB.
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In addition, there is an existing third-party Farm Management System deployed within farms.
This system collects information from different devices and sensors installed within farms, including
weight scales, temperature and humidity sensors. The information collected by these sensors is stored
in a centralized database. In order to integrate this information within the PCM platform, a Visual Basic
application periodically retrieves the latest data stored in the central database of the Farm Management
System and sends it to the FIWARE PEP Proxy. Once this Proxy authenticates and authorizes the data
delivery, it is forwarded to the central OCB.

The external weather conditions have a direct impact on the indoor conditions of the farm.
Therefore, a weather forecasting service is leveraged to retrieve this information. More precisely,
Tiempo.com https://www.tiempo.com/ service’s API is accessed executing a Java-based periodic
task which collects the weather forecasting for the location where the IoF2020 project’s use case farms
are located. Tiempo.com offers predictions with different time-horizons and formats, among which
XML files with hourly predictions for the next 5 days are leveraged. These files include the predicted
temperature, relative humidity, sky status (e.g., cloudy or sunny) and wind speed for a given location,
and this data is sent to the central OCB.

Loading Phase

In most European countries, poultry loading is performed by catching the birds by one or two
legs and carrying three or four birds in each hand [48,49]. The poultry handling is recommended to
be carried out in a careful and conscientious way in order to avoid stressful situations, injuries and
subsequent downgrading of the meat. However, in practice, the loading phase is often rather rough
due to the poor working conditions of the personnel, consisting of arduous and repetitive work in
a dusty environment [50]. In summary, the loading of animals into transport trucks has a direct effect
on the final quality of the meat and its supervision may ensure poultry welfare and prevent injuries.

In order to monitor how the flock is loaded into trucks, operators wear electronic wristbands which
measure arm sway acceleration. It is worth mentioning that operators work in an environment without
connectivity, so wristbands cannot send data periodically and are required to have large data storage
capabilities. Initially, operators used Wear OS smart watches https://wearos.google.com/, however,
they were later replaced by Axivity AX3 3-axis logging accelerometer wristbands https://axivity.com/
product/wrist-band due to difficulties capturing data at a continuous rate. The wristbands collect
information during the whole loading phase (which may last from 3 to 5 h) , and then these wristbands
are sent to the slaughterhouse in the transport trucks. Once they arrive at the slaughterhouse, a farm
operator plugs the wristbands into the USB port of a PC and the collected information is managed
using the OMGUI (Open Movement GUI) software. This software allows both the visualization and
the download of the collected data into a CWA binary format file. This file is not compatible with
Microsoft Excel or other third-party software, so the collected data needs to be exported into a CSV file
using the OMGUI. As these CSV files may be too large (up to 4 GBs of data), the storage of information
through the OCB is discarded. Instead, these CSV files are sent via WeTransfer to the PCM platform
managers. Next, they store these files in the adequate folder of a file structure where they remain
accessible to be exploited.

Transport Phase

This is the phase where the poultry flock is transported from farms to slaughterhouses.
The transport phase has become a cause for concern because of animal welfare consideration, associated
chicken mortality and consequential economic losses [9,51]. The transport journey duration is directed
linked to the fasting duration of the poultry , so it has to be correctly estimated to ensure that the
feed privation will be as short as possible. As a matter of fact, domestic birds can be transported
without food and water up to 12 h [52]. Furthermore, the transport vehicle must ensure the safety of
the animals and their welfare [53], for example by using side covers to protect birds from cold and wet
weather while not impeding the air circulation. Last but not least, the driving style is directly related
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to the amount of stress perceived by poultry. Smooth and consistent speed driving habits allow the
poultry to relax more during a journey, thus ensuring their welfare and the final meat quality [54].
Therefore, a good transport preparation is essential to avoid causing different degrees of injuries and
stress to poultry, ranging from mild discomfort to more severe situations that may terminate in death.

Trucks transporting animals from farms to slaughterhouses are equipped with sensors that
measure certain environmental properties. These are IoF transport sensors (similar to the IoF
environmental sensors installed within farms) and they are attached to the cages or modular bins
where poultry is previously loaded. The IoF transport sensors measure temperature, humidity,
acceleration, ammonia and CO2 values. Taking into account that the transport trucks are vehicles
without connectivity, sensors cannot send the collected information to the MQTT broker in real-time,
but instead, they record all the information until the trucks arrive at the slaughterhouse. Once there,
sensors are unloaded from the truck and placed near the slaughterhouse gateway. When the sensor
detects the wireless network created by the gateway, the previously recorded information is sent to it,
and afterwards, to the MQTT broker. From there, to the OCB and then, data is stored in MongoDB.

Slaughterhouse Phase

This is the phase where, once the poultry flock is unloaded from transport trucks, they are
processed and packaged. This stage includes, in turn, different sub stages [55]. First of all, chickens
are slaughtered and completely bleed. Then, in the scalding step, carcasses are immersed into hot
water to ease the elimination of feathers. Afterwards, the carcasses are submitted to gutting and
washing processes, and carcasses are classified according to their weights and quality. This process
is followed by the chilling of carcasses and entrails. Finally, the carcasses are sent to the cutting
stage where different pieces or products of poultry meat (e.g., wings and breasts) are produced and
packaged. Therefore, the overall quality of the slaughterhouse phase is based on the quality of the
final poultry meat.

Once the transported poultry flock is unloaded in the slaughterhouse, operators evaluate their
state. They take a random sample of 200 chickens of which the number of dead animals and
physical conditions (e.g., broken wings and bruises) are assessed. When the flock is processed and
packaged, the status of the plucking or evisceration is also evaluated. The overall quality of the
slaughterhouse phase is assessed based on the aforementioned criteria and it is registered in an Excel
file. This file contains information of flocks coming from different farms and belonging to different
poultry production chains and it is sent to the PCM platform managers once a week. Afterwards, this
file is stored in the file structure of the platform. It is worth mentioning that, within this file, each flock
is correctly identified so that it can be related to the corresponding information of the previous phases.

4. The Poultry Chain Quality Indicators

The data collected throughout the different phases of the poultry production chain remains
accessible in the storage systems of the PCM platform. As a matter of fact, this data is retrieved and
exploited by different data analytic services for various purposes. One of those services generates
quality indicators for each phase. These indicators are used to determine the overall quality of the
poultry production chain, and may support the adoption of specific actions towards the improvement
of future production chains.

An indicator is an objectively verifiable measurement which reflects the activity, assumption,
or effect being measured and allows for comparisons both between different populations or individuals
and between measures of the same population or individual at different points in time [56].
Furthermore, the crucial factors when defining an indicator are that it is valid (or appropriate) and
reliable (or trustworthy) as well as feasible to measure, given the resource constraints [40]. This section
details the exploitation of the data available in each phase for developing the indicators used to
determine their quality. In addition, a real-world poultry production chain use case is employed to
showcase the extraction and meaning of such indicators. Namely, one that started on 30 April 2019
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and ended on 01 July 2019 with a flock of around 33,000 chickens raised in the poultry farm shown in
Figure 4. For each of the four phases, the conditions evaluated are described, defined Key Performance
Indicators (KPIs) are specified and the results obtained for the aforementioned use case are detailed.

The KPI generation for each phase is automatized with R scripts that are automatically executed in
an Rserve https://www.rforge.net/Rserve/ version 3.2.5 deployed in a Docker https://www.docker.
com/ container. The only exception are the slaughterhouse phase KPIs, which are manually calculated
by slaughterhouse operators and saved in an Excel file. Furthermore, obtained KPIs are stored in
the MongoDB database of the PCM platform, thus remaining accessible for their analysis or further
exploitation. An example of the generated exploitation of the KPIs is described in Section 5.

Figure 4. Real-world poultry farm used for demonstration purposes.

4.1. Poultry Breeding Phase

In order to determine the quality of the poultry breeding phase, five KPIs are defined. The first
set of KPIs comprises two KPIs which are calculated based on the optimal farm temperature for the
flock rearing. These temperatures, which are provided by farmers, vary for the different poultry
growth stages (e.g., chicklings or adult stages) and other factors (e.g., a slower or faster growth pace
of the flock). Namely, the aforementioned two KPIs are Temperature Warning and Temperature Alarms.
The Temperature Warnings determines the percentage of time when farm temperatures deviate between
1.5oC and 3oC from the optimal temperature. This KPI determines the period of time in which animals
have been exposed to mild uncomfortable temperatures while they are in the farm. Temperature Alarms
is the percentage of time when farm temperatures deviate more than 3oC from the optimal temperature.
When this situation occurs, it is considered that the flock is exposed to severe thermal discomfort that
may terminate in considerable heat stress. Therefore, this KPI determines the percentage of time in
which animals have been exposed to severe uncomfortable temperatures in the farm. The second set
of KPIs is based on the HIS, which combine the effects of both temperature and relative humidity
of the air to determine the stress to which the flock is exposed within the farm [16]. Depending
on the value of the HIS, a level of stress is assumed for the flock. A HIS value between 70 and 75,
establishes the Alert Situation KPI where poultry may start to pant. A HIS value between 76 and 81
is considered a dangerous situation (Danger Situation KPI), meaning that a considerable heat stress
condition exists for the flock. A HIS value higher than 81 triggers an emergency state (Emergency
Situation KPI), indicating that extreme heat conditions exist.

The KPI values obtained for the previously presented case of real-world poultry production chain
use breeding phase are shown in Table 1. As shown by the Temperature Warnings KPI, 18.31% of the
time when the flock was within the farm, the temperature was moderately distant compared with the
optimal. Furthermore, for the Temperature Alarms KPI, a value of 34.48 was obtained, which means
that 34.48% of the time, the flock was exposed to potentially harmful situations where the temperature
within the farm was very different from the desired one. This means that, overall, the flock has been
exposed to undesirable temperatures more than half of the time it stayed in the farm. Regarding the
heat stress determined by the HIS, 7.89% of the time the flock has been exposed to alert situations,
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5.62% of the time to a more severe danger situation, and 68.30% to emergency situations. That is,
the flock has been exposed to undesirable heat stress situations a combined 81.81% of the whole
rearing period.

Table 1. KPI results obtained in poultry breeding phase.

KPI Value

Temperature Warning 18.31 %
Temperature Alarm 34.48 %
Alert Situation 7.89%
Danger Situation 5.62 %
Emergency Situation 68.30 %

4.2. Loading Phase

The objective of the loading phase indicators is to identify the quality of the conditions in which
the flock is loaded into transport trucks. Within the context of the IoF2020 project, the poultry catching
and loading is performed manually, so, in this phase, the force with which the operators carry out
these tasks is controlled. Force is directly proportional to acceleration (by Newton’s second law),
therefore, operators arm sway acceleration is captured with electronic wristbands. These wristbands
contain a sensor that measures acceleration on three axes, that is, they measure three components
of acceleration: ax, ay, az. The acceleration is measured in g-force, or the gravitational force, which
is a measurement of the type of force per unit mass that causes a perception of weight. A g-force
of 1 g is equivalent to the conventional value of gravitational acceleration on Earth, about 9.8 m/s2.
The wristband sensor has a range of forces that can measure, being −8.00 g the lowest measurable
value, and 7.98 g the highest. Furthermore, the sensor has a sample rate of 1000 Hz, that is, it logs data
with a frequency of 1 ms.

In order to determine the overall quality of a loading phase, 3 KPIs are defined. The first KPI called
Saturation Rate, is based on the aggregation of the acceleration data on every second, and determines
the average of the amount of acceleration data that exceeds the wristband sensor range of forces per
minute. In other words, the average of the amount of saturated status. The remaining two KPIs are
based on the acceleration module a, which is measured in g and is calculated as follows:

a =
√

a2
x + a2

y + a2
z (1)

Namely, these two KPIs are the Mean Accumulation and the Standard Deviation of acceleration.
They are both are based on the amount of acceleration every minute, calculated from the maximum
value of acceleration module every second.

The KPI values obtained for the previously presented real-world poultry production chain use
case’s transport phase are shown in Table 2. The 0.98 value for the Saturation Rate means that the
wristband sensor gets saturated almost once per minute.

Table 2. KPI results obtained in loading phase.

KPI Value

Saturation Rate 0.98
Mean Accumulation 121.67
Standard Deviation 48.99

4.3. Transport Phase

In order to determine the overall quality of a transport phase, five KPIs are defined, which can
be classified in two groups according to the environmental aspect that they specify. The first set of
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KPIs determines the flock’s thermal comfort and it is composed of 4 KPIs: High Temperature, Low
Temperature, High Relative Humidity and Low Relative Humidity. These KPIs determine the percentage
of the transport time under which the flock is exposed to temperatures over 31oC (High Temperature)
or below 18oC (Low Temperature) and to relative humidity of over 80% (High Relative Humidity) or
below 60% (Low Relative Humidity), which are considered to be stressful and harmful situations for the
animals. The fifth KPI, the Abrupt Movements KPI, determines the quality of the transport in terms of
the driver’s abruptness when driving. This KPI derives from the acceleration measurements of the IoF
transport sensor deployed in the transport truck and calculates the percentage of time in which flocks
suffer from the drivers sudden speed changes. In order to calculate this, a peak detection algorithm
called The Smoothed Z-score Peak Detection Algorithm [57] is defined, based on the theoretical normal
distribution of the acceleration. If a new acceleration measurement is a given x number of standard
deviations away from a given moving mean, the algorithm generates a signal for this value.

This algorithm requires three parameters to be configured: lag, threshold and influence. The lag
parameter is the size of the moving window and determines, on the one hand, the amount of data to
be smoothed, and on the other hand, how adaptive the algorithm is to the changes in the long-term
average of the data. The threshold parameter is the z-score at which algorithm generates signals, that is,
the number of standard deviations from the moving mean above which the algorithm will classify
a new data point as being a signal. Finally, the influence parameter indicates the effect of new signals
on the mean and standard deviation and it has a value between 0 and 1. That is, it determines the
effect of signals on the detection threshold of the algorithm. If value is 0, the signals have no influence
on the detection threshold, therefore, future signals will be detected based on a detection threshold
that is calculated with a mean and standard deviation that are not influenced by previous signals.

Let a be the acceleration module vector of length t, which is calculated with Equation (1), where
ax, ay and az are the acceleration components measured in g along the X, Y, Z axes.

lOnce the acceleration module is calculated, the peak detection algorithm works as follows shown
in Algorithm 1:

Algorithm 1: The Smoothed Z-score Peak Detection Algorithm.

1 a, lag, threshold, influence Signals, avgFilter, stdFilter
/* Initialize Variables */

2 set signals to vector 0, . . . , 0 of length of a;
3 set f iltered_a to a(1), . . . , a(lag);
4 set svgFilter to null;
5 set stdFilter to null;
6 set avgFilter(lag) to mean(a(1), . . . , a(lag));
7 set stdFilter(lag) to std(a(1), . . . , a(lag));
/* For loop to calculate signals */

8 for i ∈ lag + 1, . . . , t do
9 if a(i)− avgFilter(i− 1) > threshold ∗ stdFilter(i− 1) then

/* Positive signal */
10 if a(i)− avgFilter(i− 1) > threshold ∗ stdFilter(i− 1) then
11 set signals(i) to +1

/* Negative signal */
12 else if a(i)− avgFilter(i− 1) < threshold ∗ stdFilter(i− 1) then
13 set signals(i) to −1

/* Reduce influence of signal */
14 set f iltered_a(i) to in f luence ∗ a(i) + (1− in f luence) ∗ f iltered_a(i− 1)

15 else
/* No signal */

16 set signals(i) to 0
17 set f iltered_a(i) to a(i);

/* Adjust the filters */
18 set avgFilter(i) to mean( f iltered_a(i− lag), . . . , f iltered_a(i))
19 set stdFilter(i) to std( f iltered_a(i− lag), . . . , f iltered_a(i))
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The algorithm returns three vectors called signals, avgFilter and stdFilter. The first one takes the
values −1, 0 or +1 depending on whether the acceleration is considered stable (value 0) or not (values
−1 or +1). If a new acceleration point exceeds the threshold of standard deviations away from the
moving mean, it will assign +1 when it is above the upper limit, and −1 when it is below the lower
limit. Otherwise, the algorithm will assign the value 0 to the signal variable. The other two correspond
to the moving average (avgFilter) and standard deviation (stdFilter) of the previous data window,
and they are calculated each time a new acceleration point is analyzed by the algorithm.

With views to ease the understanding to the Smoothed Z-score Peak Detection algorithm,
an illustrative example will be provided next. Given lag = 25, threshold = 5 and in f luence = 0
as parameters of the Smoothed Z-score Peak Detection Algorithm, and a the acceleration module
calculated using the ax, ay and az data captured for 60 s, a simulation of that algorithm is computed.
Acceleration values are shown in black in Figure 5. The blue discontinued line is obtained from
avgFilter and two red discontinued lines are the limits of the confidence interval that is built using the
algorithm. Finally, the signal results are represented in Figure 6 using a simple line graph to illustrate
the abruptness score of the driver when transporting the animals.

Figure 5. Results of simulation of the Z-Peak Algorithm.

Figure 6. Representation of a driving abruptness score.

Table 3 shows KPI values for the case of the previously presented use transport phase. It can
be stated that temperature has been in comfort ranges as it has never reached values which are too
high or too low. As for the relative humidity values measured, 17% of the transport time they have
surpassed the upper comfort limit (i.e., 80%), thus exposing the flock to excessive relative humidity.
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Finally, the truck that transports the flock from the farm to the slaughterhouse has undergone abrupt
changes of acceleration during 9.32% of the whole journey time.

Table 3. KPI results obtained in transport phase.

KPI Value

Low Temperature 0%
High Temperature 0%
Low Relative Humidity 0%
High Relative Humidity 17%
Abrupt Movements 9.32%

4.4. Slaughterhouse Phase

In total, a set of 19 KPIs are defined to determine the slaughterhouse phase quality. This set
includes KPIs to evaluate the physical conditions of the flock on its arrival (e.g., broken wings,
bruises and broken bones) and the processing and packaging tasks performed (e.g., percentage of bad
eviscerated and bad showered poultry). The last KPI, Meat Quality, takes only two categorical values
depending on the quality of the product: A if the majority of the final meat is of a high-level, and B
otherwise. These KPIs are manually evaluated by slaughterhouse operators, and stored in an Excel file
that follows a predefined template.

Regarding the KPI values obtained for the slaughterhouse phase of the use case, they are shown
in Table 4. These results refer to a sample of 200 chicken from a lot of 5040.

Table 4. KPI results obtained in slaughterhouse phase.

KPI Value

Weight Range 3.42 Kg
Farm Weight 3.42 Kg
Total Hematoms 23
Broken Wing 21
Hematoma Wings 11
Hematoma Armpit 0
Breast 12
Broken Bones 9
Overscalded 0
Bad Extraction Viscera 1
Bad Plucked 0
Bad Wash 0
Scab 0
Crops 0
Knuckles 0
Dead in transport 3
Confiscated 8
Numbers of chickens 5040
Meat Quality A

5. PUMA: A Decision Support System for Poultry Chain Managers

The PCM platform stores both the data collected through the poultry production chain and the
generated KPIs in order to enable its further exploitation by different services and tools. One of those
tools is PUMA (PoUltry Management Advisor), an Artificial Intelligent system inspired by the inherent
requirements of the improvement of the whole poultry production chain. Namely, it is a Decision
Support System for poultry chain managers developed with Shiny https://shiny.rstudio.com/, an R
package that supports the building of interactive web apps straight from R. A screenshot of PUMA is
shown in Figure 7.

183



Sensors 2020, 20, 1549 15 of 20

PUMA is based on machine learning algorithms to extract knowledge from the KPIs generated
through the different poultry production chain phases (explained in Section 4). It leverages a Decision
Tree type of algorithm, namely Classification and Regression Tree (CART), which is a supervised
learning method that uses a tree structure in order to go from features of an item (represented as
branches) to conclusions about the item’s final value (represented as leaves). The CART algorithm is
implemented using R’s Recursive Partitioning And Regression Tree (RPART) package https://www.
rdocumentation.org/packages/rpart/versions/4.1-15. Decision trees can be thought as a disjunction
of conjunctions that result in IF-THEN-ELSE type of rules. These rules can also be represented in a more
formal way by means of Disjunctive Normal Forms (DNF). Furthermore, the use of a Decision Tree
favors the transparency and the explainability in decision-making, thus aligning with the European
Commission’s Ethics guidelines for trustworthy Artificial Intelligence systems https://ec.europa.eu/
digital-single-market/en/news/ethics-guidelines-trustworthy-ai.

With views to making PUMA flexible and applicable to different use cases, it is developed so
that it allows the manual selection of the variable to be predicted and the set of explanatory variables
to be used for creating the decision tree. Furthermore, data used for the creation of the decision tree
can be retrieved from a database or a CSV file. For example, a PUMA user may select the “number of
deaths" variable as the feature to be predicted, and the transport phase KPIs to see how the transport
conditions may influence the number of deaths of poultry in transport. For demonstration purposes,
let us consider the following scenario: a chain manager wants to receive recommendations for the
different poultry production chain phases in order to maximize the final meat quality. To do so,
the Meat Quality variable will be selected as the feature to be predicted, and the Breeding, Loading
and Transport KPIs as the explanatory variables.

Figure 7. Screenshot of the PUMA tool.

PUMA leverages rules generated from decision trees derived from historical KPIs. As more
poultry production chains are observed and the corresponding KPIs are calculated, decision trees and
the derived rules are updated. The more the poultry production chains that are observed, the bigger
the reliability of the generated rules. These rules capture the real behavior of the breeding carried
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out on that farm, their respective loads of the animals in the trucks, transport to the slaughterhouses,
and their physical status on arrival as well as the final meat quality.

For the purpose of demonstrating PUMA, a set of poultry production chains were simulated and
the corresponding set of KPIs were generated. The decision tree shown in Figure 8 is the result of
this simulation.

Furthermore, the following rules expressed in DNF can be derived by searching a path through
the created decision tree:

• Rule (1): ES > 65%∧ AM > 40%∧ HH > 20% −→ MQ = B
• Rule (2): ES > 65%∧ AM > 40%∧ HH ≤ 20% −→ MQ = A
• Rule (3): ES > 65%∧ AM ≤ 40%∧ HT > 50% −→ MQ = B
• Rule (4): ES > 65%∧ AM ≤ 40%∧ HT ≤ 50% −→ MQ = A
• Rule (5): ES ≤ 65%∧ LT > 35% −→ MQ = B
• Rule (6): ES ≤ 65%∧ LT ≤ 35% −→ MQ = A

where ES: Emergency Situation, AM: Abrupt Movements, HH: High Relative Humidity, HT: High
Temperature, LT: Low Temperature and MQ: Meat Quality.

In order to showcase the use of this decision tree, the KPIs generated from a real-world poultry
production chain use case (described in Section 4) will be used. In this use case, the value of ES is
60.30%, the preconditions of rules (5) and (6) cannot be satisfied and therefore they are discarded.
The objective of the chain manager using PUMA is to get the A value for variable MQ, so rules (2) and
(4) are those followed. Depending on the quality of the transport trucks and the routes followed by
them, experts will decide between giving some recommendations or others. There are two ways to get
meat to reach quality A, either AM > 40 and HH ≤ 20 (2) or AM ≤ 40 and HT ≤ 50 (4).

Let us consider that an optimal form to control the temperature is available in trucks but there
is no adequate relative humidity control, so following the rule (4) is the best option to get high meat
quality and the decision is made to take the truck along a smoother road, such as a highway, so that
the AM KPI does not exceed 40%. The simulation results show that AM = 9.32% and HT = 0%, so
this lot will be cataloged with the meat quality of type A.

Figure 8. Decision Tree obtained training the algorithm with a simulated KPI.

6. Conclusions

The population of the world is growing at exponential rates and one of the main challenges
consists of finding a way to feed all these people. One of the potential answers to this challenge
considers meat production improvement, although it cannot be done at any cost. Maintaining the
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health and welfare status of animals at optimal levels has traditionally been one of the main concern of
farmers, and, more recently, consumers. One of the most relevant types of meat is poultry, which is
expected to grow at a worldwide level, reaching 181 million tonnes in 2050.

Although there are solutions that aim at monitoring different poultry production chain phases,
there is no existing solution that collects data throughout the whole chain. In this article, the Poultry
Chain Management (PCM) platform is presented. It collects data across the different phases of the
poultry production chain in a centralized and secure way. The collection of this data establishes the
base for the definition of a set of KPIs that determine the quality of each phase. Specifically, a total
of 32 indicators are defined: 5 in the breeding phase, 3 in the loading phase, 5 in the transport phase,
and 19 in the slaughterhouse phase. These KPIs contribute to determining the quality of each phase
and the poultry production chain as a whole.

Furthermore, the exploitation of these KPIs paves the way towards the identification of critical
issues causing process inefficiencies. As a matter of fact, this exploitation is demonstrated with
services which exist already such as PUMA, which supports the decision-making towards the holistic
improvement of the poultry production chain.

Last but not least, the PCM platform is based on open-source components and open standards,
with views to make it reusable for other livestock production chains with minimum modifications that
can be methodically approached and are expected to be of bounded complexity.

Future Work

The contribution presented in this article tries to enhance the poultry production chain phases as
well as the chain as a whole. However, it also opens up new paths for research and improvements of
the existing solution.

On the one hand, the data collection of the poultry production chain in some phases could
be automatized and better integrated with the PCM platform. Namely, the data generated in the
slaughterhouse phase should ideally be collected in a seamless way. Instead of using an Excel file,
an interface with a simple form could be developed, so that slaughterhouse operators could fill in the
KPI information and send it to the PCM platform. This would contribute to simplifying the storage
system design by having a unique centralized repository, instead of having a database and a file
storage system.

On the other hand, the set of defined KPIs could be extended with additional ones that cover
other relevant aspects affecting poultry welfare. For example, IoF environmental sensors installed in
farms measure CO2 and ammonia levels (which are demonstrated to affect poultry welfare [58–60]),
therefore, they could be exploited. Furthermore, platform design of the PCM enables the addition of
new KPIs with minimal development requirements.
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viding accurate energy demand forecasts. Given the present state of the
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1. Introduction

Ensuring an efficient usage of energy within buildings is key to ensure a
sustainable development and one of the major concerns among governments,
scientists and researchers since, according to the UNEP (United Nations En-
vironment Programme), the building sector consumes about 40% of global
energy. Furthermore, the energy required for maintaining indoor comfort
conditions and daily maintenance tasks entails about 90% of the total en-
ergy consumed throughout the building life cycle [1]. These activities’ con-
sumption patterns show a high variance as they are strongly influenced by
occupants’ behaviour, so understanding and changing this behaviour is con-
sidered an effective way to improve energy efficiency in buildings [2]. This
statement is supported by a study which showed that the EU residential
sector’s potential electricity savings can reach 48% [3].

The increasing penetration of ubiquitous sensing enabled by Wireless Sen-
sor Network (WSN) technologies and the proliferation of IoT (Internet of
Things) devices facilitates the monitoring of building occupants’ energy con-
sumption patterns. Furthermore, this information can later be exploited for
forecasting future inefficient energy usages and avoid them by suggesting
more adequate DSM (Demand Side Management) actions such as load cur-
tailment (i.e. a reduction of electricity usage) or reallocation (i.e. a shift of
energy usage to other off-peak periods). In combination with DSM activities,
the Demand Response (DR) can influence customers’ use of electricity in ef-
fective ways. DR can be understood as the set of technologies or programs
that concentrate on shifting energy use [4], and although traditionally the
DR programs’ implementation has been limited to large industrial buildings
due to their high energy demand, residential and small commercial buildings
are specially promising due to their potential to reduce demand peaks [5].

The effectiveness of DR programs heavily depends the management of
collectively shared energy assets such as renewable energy generation as well
as variable pricing tariffs and specific demand flexibility constraints. This is
certainly a complex problem, where the accurate prediction of the energy to
be consumed plays a key role [6].

Decisions are made based on the values of future electricity demand that
are expected to occur. These estimates are commonly generated as a re-
sult of Machine Learning (ML) algorithms trained with historical values of
different input variables. These variables called features can be the past
electricity consumption, the ambient temperature or the occupation of the
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building, among others that have a relationship with the electricity consump-
tion. These values can be measured and stored in some cases, although in
others they must be estimated, so that an accumulation of error can be gen-
erated in the demand forecasts. The alternative, little evaluated so far, is to
use the information provided by the electrical consumption history to train
the forecasting models. In this article, focus is placed on this issue, and the
development of forecasting models for the electric demand for different time
horizons in residential and small commercial buildings is addressed. Fur-
thermore, the effectiveness of forecasting models has been measured mostly
using classical metrics that do not allow the comparison of data at different
instants of time. However, elastic measures of similarity in time series are a
promising proposal in the study of the performance of prediction algorithms
for ordered data.

The rest of the article is organised as follows. Section 2 summarises the
methodologies used in the literature to make electrical consumption forecast-
ing in different scenarios and using different data sets. Section 3 shows the
proposed methodology for making forecasts in time series, including a defi-
nition of each of the steps to be considered. Then, the experimental setup
is described in Section 4 and in Section 5 the obtained results are discussed.
Finally, Section 6 summarises the conclusions of this work and proposes some
potential future work.

2. Related work

There is a large number of studies in the literature in relation to the anal-
ysis of the energy consumption forecasting, where computational intelligence
techniques for the prediction of time series have become competitive predic-
tion methods, compared to traditional statistical models such as smoothing
Exponential (ETS) or Autoregressive Integrated Moving Average (ARIMA),
as indicated by Hewamalage et al. [7].

In the work presented by Mat Daut et.al [8], a review of the forecasting
methods of the electrical energy consumption of buildings is provided. It
includes conventional and artificial intelligence (AI) methods. Each of these
studies follows a different approach and varies according to the typology of
the elements or characteristics of the case study. Some of these research
articles are mentioned below. They have been categorised based on the type
of building, the prediction time interval, the learning method, the validation
metric, and the type of information considered for the analysis (Table 1).
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Table 1: Summary of electrical consumption forecasting problems in the literature
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Most of this work focuses on non-residential buildings such as universi-
ties [12], industries [13], libraries [14], restaurants [15], offices [16], schools [21]
or campus [17]. These facilities often present electrical consumption curves
with estimable patterns due to the cyclical behavior in their use. However,
there is also some work in relation to the forecasting of the consumption of
residential buildings. This work normally proposes the estimation of hous-
ing consumption at the neighbourhood level. The work presented by Miha-
lakakou et al. [9], Yu et al. [10] and Li et al. [11] are some examples.

Regarding the time interval, there are a variety of works with different
objectives that focus on forecasts of different lengths. There is work that
focuses on one-hour ahead ([9] and [12]), one-day ahead ([16] and [20]) or
more than one-day ahead ([15] and , [17]) and one-year ahead ([10], [11] and
[13]) forecasts.

The wide variety of the methods used in the work is diverse, but there
is a tendency to use neural networks and their variants ([7], [9], [10], [11],
[12], [16]). Some authors justified the effectiveness of neural networks by
comparing the results with those obtained with a Linear Regression (LR)
[17]. However, more traditional methods such as Autorregresive Integrated
Moving Average (ARIMA) [15],[20] or Support Vector Machine (SVM) such
as in Shine et al. [19] and Mat Daut et al. [8] are also applied. Further-
more, a comparison between Random Forest (RF), Linear Regression (LR)
and K-Nearest Neighbours (KNN) is done in Johannesen et al. [18] and RF
provides better better results for f the next 30 minute forecast and KNN
offers relatively better results for the 24 hour forecast.

Most researchers prefer to use Mean Absolute Percentage Error (MAPE)
as a reference to compare the performance of various methods in the field
of electrical power consumption forecasting because it is dimensionless and
allows the comparison of results from different sources ([12], [13], [15], [16],
[18]). For the same reason, he Relative Error (RE) is also quite used in this
field ([9], [19]). Other authors prefer to compare more than one metric in
the same study. For instance, Symmetric Mean Average Percentage Error
(SMAPE) and Mean Absolute Scaled Error (MASE) are used by Hewamalage
et al. [7], Root Mean Square Error (RMSE) and Mean Relative Error (MRE)
are compared by Li et al. [11] and Normalized Mean Bias Error (NMBE) and
Coefficient of Variation of the Root Mean Square Error (CVRMSE) in [17].
As there is a metric to measure differences in electricity data, the Energy
Mean Error is used in some cases [12].

Furthermore, most of the application-related work relies on the use of
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historical consumption data ([9], [10], [11], [12], [16], [18]). But there is work
that includes a few additional variables to the initial data set to make fore-
casts and obtain more accurate results. These variables are usually related
to the weather. For instance, ambient air temperature or total solar ([9], [11],
[12], [14], [16], [18], [17]). The occupation of the building is another input
variable used to improve the performance of the models ([10], [17]). There
are other types of information that are less used such as the living standards
of residents, urban construction and development level, social development
level or natural condition ([10], [11]), the calendar ([12], [16]), the price of the
electricity or the number of consumers ([13]), energy performance indicators
([15]) or the season of the year ([18]).

Finally, in Gómez-Omella et al. [22] some machine learning algorithms
(KNN, LR and SVM) were compared to the classical model ARIMA using
only the temporal variable to make the predictions. The result of this re-
search revealed that KNN algorithm reached the highest accuracy. Further
research was done and in Gomez-Omella et al. [23] two variants of the KNN
algorithm were presented, the KNFTS and the KNPTS. The authors focus
their attention on two variants of the KNN algorithm after having carried out
a selection process that concluded with a better performance of the KNN al-
gorithm. One of the conclusions derived from this work was that the KNPTS
variant turned out to have a higher forecast precision. In addition, given the
impact of the COVID-19 pandemic on energy demand during the preparation
of this work, it presents a retraining method for this model that reveals the
improvement in the forecasting accuracy.

That said, the work presented below presents a more generic comparative
evaluation to demonstrate that the results obtained by the KNPTS do not
depend on the data of the building itself but can be extrapolated to other
buildings. To that end, an experimentation has been carried out with a large
amount of data obtained from different types of buildings located in Lan-
zarote island (Spain). That island is chosen for the study because it is an area
with low thermal amplitude so that the climate does not have a direct influ-
ence on electricity consumption since most buildings are not air-conditioned.
The amount of data has enough variability so that the effectiveness of the
methods does not depend on the data used for model training. In addition,
the work emphasises how to train and validate these models properly, us-
ing appropriate metrics, so that the results obtained are reliable and more
accurate interpretation.
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3. Forecasting Methodology for Time Series

A Time Series is a collection of values Y = {yt} captured in a certain
order over time where t = 1, ..., T represents the time elapsed. These time
slots are often equidistant. Data can be captured hourly, daily or annually
for example, depending on the frequency. [24].

The interest in the analysis of time series lies in the estimation of the
behaviour of the historical data, that is, to model the time series, and then,
use that knowledge to forecast future values. Given a univariate time series
{yt} where t = 1, .., T the interest of this work is focused on the forecasting of
future values {yT+h} where h ∈ {1, ..., H}. The process of forecasting future
values in a time series can be classified into single-step ahead or multi-step
ahead according to whether the number of points that are estimates is H = 1
or H > 1.

This section presents the steps to be considered in a time series forecasting
problem. These steps include the strategy selection to be used to make
multi-step ahead time series forecasting, the choice of the most suitable cross-
validation for time series, the model generation to estimate future values and
the decision of the evaluation criteria to measure the model performance
focused on time series data. Since the preprocessing and the cleansing of
the data is considered as a previous task and is supposed particular for each
problem, it is not include in this section.

3.1. Strategies for Multi-Step Ahead Time Series Forecasting

A multi-step ahead time series forecasting consists in estimating the next
H values {yT+1, ..., yT+H} using the previous values {y1, ..., yT}. In order to
predict more than one value (H > 1) in time series, five strategies can be
chosen [25].

• Recursive Strategy. This strategy trains a single model to forecast only
one future value. Then, that model is recursively used to forecast all
the H future points. So the output of the model in the first step is
ŷT+1 is used as a part of the input variables for forecasting the second
value. This process is repeated recursively to estimate the H future
values. This fact causes the model to be prone to the accumulation of
errors.

• Direct Strategy. This strategy consists in training H separate models,
one for each point to be predicted. A multi-step ahead forecast is done
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Figure 1: Scheme of the forecasts obtained using MIMO strategy in time series

by concatenating the H predictions, ŷT+1,ŷT+2,...,ŷT+H
, obtained from

each model.

• DirRec Strategy. The DirRec Strategy combines the Direct and Recur-
sive Strategies. It learns H different models as in Direct Strategy, one
for each value to be forecast and one step is done for each value. In
each step, the output of the previous model is used as an input to train
the current model, as in Recursive Strategy.

• MIMO Strategy. The Multi-Input Multi-Output (MIMO) Strategy exe-
cutes one prediction after learning a single multiple-output model. It
consists of a target vector of length equal to the number of points to
be predicted H and a feature vector containing the m previous values.
The H forecasts values are returned in one-step.

• DIRMO Strategy The DIRMO Strategy is a combination of Direct and
MIMO Strategies. It forecasts the H future values in s blocks, where
each block is forecast in a MIMO approach. Then, H

s
are trained in

the DIRMO Strategy.

3.2. Cross-Validation in Time Series

Cross-validation is an important procedure in evaluating the effectiveness
of predictive models [26]. It is used for the adequate estimation of the hyper-
parameters and to ensure the generalisation of the model. The methodology
of evaluation in forecasting when ML methods are used for time series con-
siders the temporal dependence of the observations. The general idea is to
prevent future data from being used in the prediction of previous data to
respect the order in which the data are received. A detailed study on the
effect of using the different approaches to cross validation in time series is
found in [27]. Using the standard k-fold cross-validation, no temporal effects
of the dependencies within the data can be identified [28].
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The Cross-Validation in Time Series (CVTS) is inspired by this partition
of the training set and the subsequent combination of the errors obtained.
The main difference compared with the traditional k-fold cross-validation, is
that the test set must always be later in time than the training set. CVTS
can be classified into two types according to whether the training set starts
on the same date in each partition or not. On the one hand, in the Forward
Chaining CVTS (FCCVTS), an initial training set and an initial testing set
are chosen. After evaluating the forecast model with these two sets, the test
set is added to the training set to form the new training set. Another test
set is taken after the new training set and the process is repeated. It ends
when the entire original training set has been used. On the other hand, if the
size of the training set is the same in all steps, it is called Moving Window
CVTS (MWCVTS). In that case, the initial value of the training set in each
iteration is different [29].

3.3. Theoretical Machine Learning Algorithms

ML consists in programming computers to optimise a performance crite-
rion using example data or past experience [30]. A previous experimentation
was done in order to compare different features engineering [31] and sev-
eral ML models and it was concluded that the K-Nearest Neighbours (KNN)
provided more accurate results than the rest. Therefore, the methodology
proposed in this work is based on the KNN algorithm. The general idea is to
examine the distance between the independent variables, then choose the K
nearest observations and finally use a combination of their response values
to estimate the next value of the output variable. In order to forecast future
values using a ML algorithm, it is necessary to make some decisions including
the multi-step ahead strategy and the selection of input variables. Partic-
ularly for the KNN, other decisions are required: the distance function to
evaluate the similarity between instances, the value of K nearest neighbours
and the way output points are combined [32].

Different distance functions can be used to define the similarity between
instances, although the most commonly used one is the Euclidean distance [33].
A CVTS is implemented to evaluate different values of K, looking for the one
that minimises the error. This error is a metric chosen to measure the differ-
ence between the estimated and actual values. The optimal value of the K
parameter indicates the number of target values to be combined to estimate
the future values. The arithmetic mean is the most used method to combine
values with equal weights. Alternatively, the weighted average can be used,
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where some target values contribute more than others to the estimated value.
In this case, it is proposed that the weights are proportional to the distances
between the chosen neighbours. Assuming that dλ is the distance between
the current observation and the λ-th nearest neighbour, ωλ = 1/d2λ is defined
to be its weight. The weights are normalised, dividing by their sum.

Two versions of the KNN algorithm to make time series forecasting are
presented in this work. On the one hand, KNFTS which is an approach based
on the estimation of a ML model where the features extracted from the time
variable are used as exploratory variables. On the other hand, KNPTS which
is a method based on the recognition of similar patterns in the time series.

3.3.1. K-Nearest Features for Time Series (KNFTS)

An important step prior to training any ML model is the choice of n
exploratory variables of T values X i

t , i = 1, ..., n, t = 1, ..., T extracted from
the time variable when the data are a univariate time series. Some date and
time related features X i

t used to calculate the distance between observations
are described below.

• Date-related features are numerical values containing information about
the day, month or year. These features also include the day of the week,
the season of the year or any other information that can be extracted
from the date and that can be related to the values that the response
variable takes.

• Time-related features are extracted for the time stamp and are numer-
ical variables like hour, minute, second or any smaller unit of time.

The nearest neighbours are obtained by comparing the Euclidean dis-
tance between X i

t variables in each observation. Some of these variables
have a cyclical meaning that is not reflected in the calculation of distances.
For example, the Euclidean distance between December and January (repre-
sented by the cardinal numbers 12 and 1 respectively) is 11 but they are two
consecutive months. To avoid this fact, a trigonometric transformation υ is
done in this kind of variables1. Once the periodicity of the variable is found
(in this case P = 12), the Equation 1 is applied to each value X i

t , t = 1, ..., T .
Two variables are obtained from each of the transformations made (one from

1https://www.avanwyk.com/encoding-cyclical-features-for-deep-learning/

10

201



the sine and the other from the cosine). The same situation happens with
the hour variable, therefore, same procedure is applied but with a periodicity
of P = 24.

υ : [0, P ] −→ [−1, 1]

X i
t → υ(X i

t) =

(
sin

(
2πX i

t

P

)
, cos

(
2πX i

t

P

))
(1)

The Euclidean distance between (X1
T+1, ..., X

n
T+1) and (X1

t , ..., X
n
t ) , for

all t = 1, ..., T is calculated to choose the K nearest neighbours. The next
value YT+1 is obtained as a weighted combination of the target values of the
K nearest neighbour.

YT+1 =

∑K
λ=1 ωλY

λ

∑K
λ=1 ωλ

(2)

where Y λ is the value of the target variable corresponding on the λ nearest
neighbour. This argument applies to all h = 1, ..., H horizon values to be
forecast. The general idea of this method is that in two similar moments of
time in terms of date and time, the value of the response variable should be
similar.

3.3.2. K-Nearest Patterns in Time Series (KNPTS)

In KNPTS, the nearest neighbours are defined as the most similar subsets
of data in the time series. Given the window size W ∈ N, the last values of the
output variable (yT−W , ..., yT ) are used as a reference pattern in the training
process. This subset of data is compared with all the other subsets of length
m in the series, that is, Y j = (yj, ..., yj+W ), for all j = 1, ..., T −W − H.
The similarity measure used is the Euclidean distance. Therefore, the K
nearest neighbours patterns are the K subsets with the lowest Euclidean
distance [34].

Figure 2 shows an example of nearest-neighbour multiple-step forecasting
using MIMO strategy. It represents a simple case in which W = 5 previous
values are used as reference pattern to find the most similar subset of data in
the time series. Therefore, in that case, K = 1 neighbour is used to forecast
the H = 3 future values of the time series.

The next value YT+1 is calculated by the weighted average of the next
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Figure 2: Nearest-neighbour three-step-ahead forecasts. A window of length five is selected
and one neighbour is used to estimate the next three values.

values of each nearest neighbour λ = 1, ..., K.

YT+1 =

∑K
λ=1 ωλY

λ
λ+W+1∑K

λ=1 ωλ
(3)

This argument is applied to all h = 1, ..., H horizon values to be forecast.
The rationale behind this method is that, in two different periods of time
with similar values, the following value should be similar as well.

This approach can be posed differently using a lagged set of data and
the KNFTS. In that case, the set of explanatory variables X i should be the
M lagged values of Y , including the current value. Following the example
of Figure 2, Table 2 presents the data structure. On the left side, data
corresponding to the input variables are shown, and on the right, the output
variables. In the first row, the reference pattern is highlighted in blue and the
estimated values in yellow. The method would establish that the most similar
pattern is {YT−17, YT−16, YT−15, YT−14, YT−13} and its corresponding future
values {YT−12, YT−11, YT−10} would be used to estimate {ŶT+1, ŶT+2, ŶT+3}.

3.4. Evaluation Criteria of the Forecast in Time Series

Evaluation measures are functions that are used to quantify the effective-
ness of the forecast model. The problem of forecasting future values in a time
series is a particular case of forecasting problems. It has its own character-
istics derived from the dependency between the values of the series and the
temporal variable. The distances between time series are classified into two
groups, lockstep and elastic, depending on whether the values are compared
one by one or not. Depending on the frequency with which the data are re-
ceived, lockstep metrics may quantify errors that, despite existing, may not
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Table 2: Structure of the data sets to train a KNPTS with a window of length five and
make three-step-ahead forecasting

X5 X4 X3 X2 X1 h=1 h=2 h=3

YT−4 YT−3 YT−2 YT−1 YT ŶT+1 ŶT+2 ŶT+3

YT−7 YT−6 YT−5 YT−4 YT−3 YT−2 YT−1 YT
YT−8 YT−7 YT−6 YT−5 YT−4 YT−3 YT−2 YT−1

YT−9 YT−8 YT−7 YT−6 YT−5 YT−4 YT−3 YT−2

· · · · · · · · · · · · · · · · · · · · · · · ·
YT−17 YT−16 YT−15 YT−14 YT−13 YT−12 YT−11 YT−10

· · · · · · · · · · · · · · · · · · · · · · · ·
YT−22 YT−21 YT−20 YT−19 YT−18 YT−17 YT−16 YT−15

have such a significant effect. For this reason, elastic measures are also used
to evaluate the forecasts. Let {yT+1, yT+2, ..., yT+H} be the future values of
a given time series {y1, ..., yT} that we try to fit and {ŷT+1, ŷT+2, ..., ŷT+H}
the forecast values obtained with a certain method. In order to simplify the
notation, we denote real observations as YH = {yT+1, yT+2, ..., yT+H} and
forecast values as ŶH = {ŷT+1, ŷT+2, ..., ŷT+H}.

• Lockstep measures consists in the point-to-point comparison between
YH and ŶH .There are many metric used to measure the effectiveness
of a forecasting regression model that are based on these Lp distances,
specially on the Euclidean distance. Root Mean Square Error (RMSE)
is the most common error metric. RMSE is an indicator of the mean
deviation of the forecasts against the real series. As it can be seen in
Equation 4 represents the square root of the second sample moment
of the differences between forecast values and observed values or the
quadratic mean of these Euclidean distances.

RMSE(YH , ŶH) =

√∑H
t=h(yt+h − ŷt+h)2

H
(4)

• Elastic measures consist of different techniques to measure similarity in
time series that allow to compare multiple points and series of different
length.

Dynamic Time Warping (DTW) algorithm is used to compare the sim-
ilarity or calculate the distance between two time series and minimises
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the effects of shifting and distortion in time [35]. A dynamic program-
ming approach is used to align the series and allows to compare series
of different length [36]. The lower the DTW value, the more similar
the time series are.

Edit Distance for Real Sequences (EDR) is an adaptation of the Edit
Distance (ED) measure commonly used to measure the cost to convert
one string to the other using only insertions, deletions and replace-
ments. In EDR, given a positive threshold ε, the distance between two
points is reduced to 0 or 1 in order to adapt it to numerical values [37].
Two values are considered equals if the Euclidean distance between
them is less than ε. The lower the EDR value, the more similar the
time series are.

4. Experimental Development

In order to explain the experimental part, this section is divided into three
parts. First, data acquired for the demonstrations are presented. Then the
data processing is explained in detail. Finally, the approach that was given
to the experiment and all the steps that were followed to obtain the results
are explained.

4.1. Experimental Data

Electric consumption from buildings located in the island of Lanzarote
(Spain) have been used for the experimentation. Data of hourly electric
consumption have been provided by the Spanish utility Fenie Energia2. The
buildings have a label that identifies them as dwellings or small commercial,
but it is not possible to know the area, population, number of rooms, opening
hours, lifestyle of the users, etc. The date on which the data collection begins
varies for each data set, although the majority are from the second half of
2018. The data export date was 2020/03/15 so all time series end on that
date. Hourly electrical consumption data (Wh) are collected for each of the
buildings. Therefore, 364 data sets with records of very different duration
from 1 week (168 records) to more than 2 years (18253 records) are available.
Due to the privacy of the data, the used data cannot be published here.

2https://www.fenieenergia.es/
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Figure 3: A snippet of the electric consumption data set for a participant building.

However, a snippet of this data is shown in Figure 3. Visually no pattern
can be established for these elevated data, but the forecasting model should
be able to predict those values as best as possible.

In a previous processing, a set of statistical indicators are generated to
characterise each time series. These features extracted from the electrical
consumption allow filtering the data sets. The goal of the preprocessing task
filter buildings has been to work with complete data with rich variability. For
that reason, long sets (buildings with more than one year of data), complete
(buildings with less than three months of missing values) and informative
(buildings with less than 80% of 0 values) are required. This decision was
made to ensure the high quality of data and a properly amount of data to
train the models. The filtering process is summarised in the diagram shown in
Figure 4. Consequently, the experimental task was done using data from the
122 remaining buildings, where 54 are small business and 68 are dwellings.
Therefore, the data sets contain a more homogeneous number of records,
from 8424 to 14136 observations. Equivalently, the smallest set contains one
year of data and the longest is 1 year and 7 months.

4.2. Data processing

Two forecasting models are trained for each building to be analysed, one
with the KNFTS and the other with the KNPTS . All the steps involved in
this process have been done using the statistical software R.

A set of date-related and time-related features are generated to train
KNFTS model as explained in Section 3.3.1. The objective of the feature
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Figure 4: Filtering process to obtain valuable data to be analysed

engineering process is the creation of variables that have a strong relation-
ship with the output variable and provide more information about electricity
consumption. This process does not consist in introducing the maximum
possible number of variables but rather in identifying the most appropriate
ones according to the context of the problem. Lanzarote is an area with low
thermal amplitude, therefore weather variables are not chosen as possible
inputs of the forecasting models.

As the experimentation data are hourly, the only time-related feature that
is extracted is Hour. It is known that electrical consumption varies accord-
ing to the time of day and the consumption is lower at nights. This variable
will collect the information that has just been mentioned and will help to
identify the daily cycles of data. Furthermore, date related features are also
created. First, Month information is also used as exploratory variable. De-
pending on the month of the year in which the electricity consumption data
are measured, differences can be seen. This fact is due to the use of some
electrical appliances in certain months of the year, such as air conditioning.
This variable is able to collect the annual cycles of data. The Day variable is
decided not to be introduced as input to the model because a direct change in
electricity consumption is not recognised according to the day of the month
in which data are collected. That is, data are not believed to have a monthly
cyclical behaviour. The possibility of a cyclical behaviour for weeks is recog-
nised since a difference in consumption is appreciated on weekends. For that
reason, a variable called Weekday is generated. It takes values from 0 to 6
to indicate the days of the week from Monday to Sunday. Season variable
is created indicating the season of the year where 0 is winter, 1 spring, 2
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summer and 3 fall. Finally, the WorkingDay variable is generated, which
takes the value 0 to indicate that the day is a working day and 1 if the day is
a holiday. Its purpose is to capture the holidays in which customers usually
go on vacation and change their consumption.

The Hour and Month variables are considered variables with cyclical
behaviour. Equation 1 is applied in order to obtain two new variables from
each transformation. In summary, the variables used in the training step
of KNFTS model are: sin.Hour, cos.Hour, sin.Month, cos.Month, Season,
Weekday, and WorkingDay.

Regarding the KNPTS method, it is no necessary to create supporting
features. The information to be used is already available because the dis-
tances are calculated in the consumption data set. The data set is structured
appropriately so that the reference pattern is the last 24 values of the time
series. That is, all the patterns of the training series are compared with the
last day of consumption data. Therefore, following the notation explained in
Section 3.3.2, the window size is W = 24 h.

4.3. Experimental Setup

The DTW, EDR and RMSE measures are used to evaluate the forecasting
effectiveness of the models proposed in this work. RMSE is the classic error
metric used to quantify the mean deviation of the forecasts versus the ac-
tual observations. However, it is convenient to bear in mind that this metric
compares each forecast value with the observed value in that same position.
In time series this means that it compares two points at the same instant of
time. In addition to RMSE, DTW and EDR are computed. DTW and EDR
are two measures that allow comparing values in different positions of time.
The error made in the forecast is softened if the forecast value can be similar
to the previous or later observed value in time. Hourly electricity consump-
tion data show peaks at some time of the day, as mentioned before. Since
data are hourly, a comparison with a window of size 1 is allowed. Therefore,
the fact of estimating a consumption value with a variation of one hour will
not be considered a relevant failure of the forecasting model. Regarding the
EDR, a threshold of ε = 40 Wh is established in the Formula ??. That deci-
sion has been supported by two aspects. On the one hand, the common and
general electrical consumption of certain appliance and electrical devices on a
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building3. This threshold is designed to consider error in the prediction of the
consumption not collected due to the use of energy-efficient appliances, but
not to consider the energy consumed from other less expensive devices such
as light bulbs. As the power of an incandescent bulb ranges between 40W
and 100W, ε = 40Wh was proposed to be the threshold. On the other hand,
the distribution of the electrical consumption data in the experimental case
of this work and the general objective of the project involved. The maximum
value ranges from 2000Wh to 3500 Wh, the minimum value ranges from 0
to 50Wh, and the mean value from 250 to 350Wh for the original time se-
ries. According to the variability of electricity consumption within the same
house, a difference of 40Wh between the real value and the predicted one can
be considered insignificant and so, it was treated as noise. DTW and EDR
are performance measures of the complete forecast, that is, they do not give
an estimate of the average error committed per point, but the accumulated
error during the entire estimated series. Instead, the RMSE is a measure of
the average error per point forecast.

The evaluation of the effectiveness of both methods is made by one-day
and one-week ahead forecasting. Five different dates from 2020-01-01 and
2020-03-15 are generated in a random way. These dates are used as initial
values for the test set. Each test is named with a label from P1 to P10 as
it can be seen in Table 3. The results are analysed separately depending on
the number of points to be forecast. Therefore, two different experiments are
defined. The tests made with both forecasting methods to predict one day
ahead are considered as the first experiment (E1). The second experiment
(E2) consists in making predictions of the values one week ahead. It is natu-
ral that the magnitude of the errors is greater the more points are predicted.
This is the reason to divide the comparison. Consequently, evaluation crite-
ria are computed as the average of the five values obtained for each of the
experiments. On the one hand, the results of the experiment E1 (tests from
P1 to P5) are discussed in Section 5.1. On the other hand, the results of the
experiment E2 (tests from P6 to P10) are discussed in Section 5.2.

Regarding the Forward Chaining Cross Validation for Time Series, the
number of repetitions in each iteration was 10, that is, 10 different partitions
are done in the train set. In both methods, the value of the parameter K in-
dicating the number of neighbours is tested from 1 to 5 in each iteration. The

3https://unboundsolar.com/solar-information/power-table
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Table 3: Random partitions of train set and test set
Name Initial Date Final Date Ahead Nº points Day

P1 2020-01-01 00:00:00 2020-01-01 23:00:00 1 day 24 Wednesday
P2 2020-01-18 00:00:00 2020-01-18 23:00:00 1 day 24 Sunday
P3 2020-02-01 00:00:00 2020-02-01 23:00:00 1 day 24 Saturday
P4 2020-02-10 00:00:00 2020-02-10 23:00:00 1 day 24 Monday
P5 2020-03-05 00:00:00 2020-03-05 23:00:00 1 day 24 Thursday
P6 2020-01-01 00:00:00 2020-01-07 23:00:00 1 week 168 Wednesday
P7 2020-01-18 00:00:00 2020-01-24 23:00:00 1 week 168 Sunday
P8 2020-02-01 00:00:00 2020-02-07 23:00:00 1 week 168 Saturday
P9 2020-02-10 00:00:00 2020-02-16 23:00:00 1 week 168 Monday
P10 2020-03-05 00:00:00 2020-03-11 23:00:00 1 week 168 Thursday

reason for choosing this kind of cross validation is the number of historical
data available and its cyclical behaviour. There are about one year of data
from each building so older data are not expected to negatively influence the
forecast. In general, no abrupt changes in the distribution of the data are
expected so significant as to discard the first available data. Furthermore,
it is not expected that many neighbours will be necessary, since the elec-
trical energy consumption data have a repetitive nature. The combination
of the target values to provide the forecasting of the future values is done
by a weighted average. That is, each neighbour got a weight equal to the
inverse of the square of the distance with the corresponding pattern or set of
features. This process has been explained in detail in Section 3.3.

Algorithm 1 summarises the steps needed to make time series forecasting
using KNFTS when a train set and test set are done. First, the support
features extracted from the time variable are created for both sets. Then,
the optimal value of k is found making forward chaining time series cross val-
idation using the train set. Once the model is trained, all distances between
the features of the future points and the features of train set are computed
and saved. Next, the value of k obtained in FCTSCV is used to choose the
nearest neighbours and their n next values are combined with a weighted
average. Values obtained are used as the forecast ones. Finally, comparing
the results and the actual values of the test set; DTW, EDR and RMSE are
computed and returned in a 3-tuple.
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Algorithm 1 How to make time series forecasting using KNFTS
Data: Data: Trainset time series, Testset time series
Result: 3-tuple (DTW, EDR, RMSE)
Create support features in train set and test set

Trainset supp ¡- CreateFeatures(Trainset)
Testset supp ¡- CreateFeatures(Testset)

Execute forward chaining time series cross validation
K opt ¡- FCTSCV(Trainset supp)

for ( h = 1; h <= H; h = h+ 1 ) {
Calculate distances between instances

Dist ¡- D(Trainset supp, Testset supp[h])
Choose the K opt-nearest features

(XK opt, YK opt) ¡- Select((Xt, Yt), Dist, K opt)
Compute the h forecast value

Forecasts[h] ¡- WeigtedAverage(YK opt)
}
Save the performance measures

KNFTS errors ¡- (DTW(Testset, Forecasts), EDR(Testset, Forecasts),
RMSE(Testset, Forecasts))

In Algorithm 2, the steps to make forecasts in a time series using KNPTS
are defined. First, the optimal value of k is searched by forward chaining time
series cross validation. Second, the distances between the horizon pattern
and all other patterns in the train set are computed. Third, the k optimal
number of nearest patterns are extracted from the historical data. Fourth, a
weighted average of the values of each pattern selected is done to make the
forecast of future values. Finally, the DTW, EDR and RMSE are calculated
with the forecast obtained and the actual values of the test set. These values
are returned in a 3-tuple.
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Algorithm 2 How to make time series forecasting using KNPTS
Data: Data: Trainset time series, Testset time series
Result: 3-tuple (DTW, EDR, RMSE)
Execute forward chaining time series cross validation

K opt ¡- FCTSCV(Trainset supp)
Calculate distances between horizon and all patterns

Dist ¡- D(Trainset(T−m−1,T ), Testset)
Choose the K opt-nearest patterns

YK opt ¡- Select(Yt, Dist, K opt)
Make h-ahead forecasting

Forecasts ¡- WeigtedAverage(YK opt)
Save the performance measures

KNFTS errors ¡- (DTW(Testset, Forecasts), EDR(Testset, Forecasts),
RMSE(Testset, Forecasts))

The process used to obtain the measurements to compare the performance
of the KNPTS and KNFTS is summarised in Algorithm 3. For each time
series coming from a different building, two methods are executed for each
partition explained in Table 3. First, the test set is chosen as one of the
P partitions and the train set is chosen as all the previous available data.
Second, KNFTS is computed and a 3-tuple containing the value of DTW,
EDR and RMSE is provided. All this information is a stored in a B × P
array, where B is the number of buildings and P the number of test sets. In
that case, there are B = 122 time series data sets and P = 10 partitions to
test. Finally, the same process is repeated with the KNPTS algorithm and
another B × P array containing the performance values is obtained.
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Algorithm 3 Comparison process between KNFTS and KNPTS

Data: B building files
Result: two B × P arrays where each element is a 3-tuple of (DTW, EDR,

RMSE) values
forall b ∈ B do

for ( p = 1; p <= P ; p = p+ 1 ) {
Create trainset[b, p] and testset[b, p]
KNFTS errors[b][p] ¡- KNFTS(trainset[b, p], testset[b, p])
KNPTS errors[b][p] ¡- KNPTS(trainset[b, p], testset[b, p])

}
end

5. Results and Discussion

In this section the effectiveness of the KNFTS and KNPTS forecasting
methods is evaluated according to the three established metrics. This evalu-
ation is performed in two different experiments: a one-day ahead forecasting
and a one-week ahead forecasting. In both experiments, a graph comparing
the DTW values is shown, as it is the performance measure that is consid-
ered most representative in the context of the problem we are dealing with.
However, the average values of RMSE and EDR are also compared.

5.1. One-day ahead forecasting results

Figure 5 shows the DTW values obtained for each building using the
KNFTS and the KNPTS methods for one-day ahead forecasting. Four of the
analysed buildings are removed from the visualisation because their values
in the KNFTS are extremely high (147,073.40 Wh, 39,971.85 Wh, 27,321.60
Wh, 23,097.07 Wh). Therefore, on the x-axis are the remaining 118 buildings
after being ordered so that the errors achieved are shown in order from highest
to lowest to facilitate their understanding. On the y-axis are the error values
DTW obtained for each of the buildings. These values are the mean of the
errors achieved in each of the partitions made to generalize the results. The
visual comparison of the area under the curve of the interpolation of the errors
allows to draw a preliminary conclusion about this paper’s experimentation.
Namely, since the area under KNPTS’ curve is less than the area under
KNFTS’ curve, it can be stated that the KNPTS method performs better
than the KNFTS in terms of accuracy.
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Figure 5: Average of the DTW error achieved by buildings making one day ahead fore-
casting using both methods (KNPTS and KNFTS)

Table 4: Error average in one day ahead forecasting

DTW EDR RMSE
KNPTS 3,500.94 12.67 277.94
KNFTS 6,427.64 15.59 336.40

Table 4 shows the averages of the three performance criteria used for eval-
uating the two tested forecasting methods in the one-day ahead experiment.
For instance, when the KNPTS method has been used, the mean error that
has been obtained from DTW has been 3,500.94 Wh. The KNPTS method
showed a better performance in all the cases. Regarding the DTW values, the
KNPTS method’s was 2,926.7 Wh lower on average, which means a reduction
of 46% compared to the KNFTS method. As for the EDR metric, compared
to KNFTS, KNPTS needs on average nearly 3 fewer edit operations convert
the forecast series into the actual series, which represents an improvement of
19%. It is worth noting that, as mentioned before, the EDR value is subject
to the threshold established, which in this experiment, has been of 40 Wh.
Finally, the RMSE value provides an hourly approximation of the difference
between the forecast and actual values. On average, the KNPTS improves
58.46 Wh per estimated value, that is a reduction of 17%.

Table 5 shows the number of buildings that obtained better results for
the given metric in the one-day ahead forecasting experiment. Each column
in the table adds up to 122, which is equal to the total number of buildings
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Table 5: Best one day ahead forecasting method

DTW EDR RMSE
KNPTS 109 106 66
KNFTS 13 16 56

analysed. Each cell in the table is a counter for the number of buildings that
have separately received best results for each of the performance measures.
As it can be seen, the KNPTS method performs better in most of the analysed
buildings according to the three evaluation metrics. Namely, the KNPTS
method is more accurate the 89% of the cases regarding the DTW values,
the 87% of cases for the EDR operations and the 54% of the cases for the
RMSE. The RMSE metric is the one in which KNPTS method’s advantage
is not as evident, but it should be considered that, since the RMSE is based
on a static distance it sharply penalises deviant estimates of consumption
peaks.

In addition, using KNPTS the optimal k number of neighbours to use is
less than using KNFTS. The average of the k value is 2.73 in the KNPTS
and 32% of those values are 1 whereas the average of k is 4.96 in KNFTS
and 98% of models used 5 neighbours. In consequence, the time spent to
compute the forecasts is less.

5.2. One-week ahead forecasting results

The comparison of the DTW values achieved for each building using KN-
FTS and KNPTS for one-week ahead forecasting are shown in Figure 6.
There are four buildings which obtained extremely high DTW values for
KNFTS (990,148.61 Wh, 202,353.68 Wh, 142,894.86 Wh, 138,205.64 Wh),
so they were removed from the visualisation to ease its interpretation. This
graph shows the remaining 118 buildings analysed on the x-axis arranged
in such a way that the points are drawn in a decreasing way. In this case,
although the difference is not as significant as in the one-day ahead exper-
iment, the area under KNPTS’ curve with is still less than the area under
KNFTS’s curve. Therefore, it can be considered that the forecasting errors
achieved with KNPTS are less than with the KNFTS.

Table 6 shows the averages of the three performance criteria used for
evaluating each the KNFTS and KNPTS methods in the one-week ahead
experiment. Therefore, when the KNPTS was used, the mean error obtained
for the DTW measurement in the 122 buildings was 24,068.75 Wh. For all the
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Figure 6: Average of the DTW error achieved by buildings making one week ahead fore-
casting using both methods (KNPTS and KNFTS)

Table 6: Error average in one week ahead forecasting

DTW EDR RMSE
KNPTS 24,068.75 87.70 316.83
KNFTS 39,611.69 104.01 341.53

metrics evaluated, the KNPTS method performs best. First of all, regarding
the DTW values, KNPTS’ error is 15,542.94 Wh lower compared to the
KNFTS, that is, DTW values are reduced by 39%. Secondly, regarding the
EDR metric, an average of 16 fewer edit operations are required to convert
the KNPTS forecast series into the real series, compared with the KNFTS
forecast. This entails a reduction of 16% edit operations. Finally, as for the
RMSE values, KNPTS reduces them by 24.7 Wh on average compared with
KNFTS, which means a lowering of the errors in a point-to-point comparison
of 7%. Looking at these results, it can be concluded that the KNPTS method
is more effective than the KNFTS for forecasting one-week ahead values,
similar to forecasting one-day ahead values. Compared with the one-day
ahead results, KNPTS’ performance improvement is not so big, which can
be a consequence of the assumption that, the farther the point to be forecast,
the higher the chance of incurring bigger errors.

The number of buildings in which one of the tested methods obtains a
lower error for the given metric in a one-week ahead forecasting are sum-
marised in Table 7. It is verified that the columns of the table add up to 122
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Table 7: Best one week ahead forecasting method

DTW EDR RMSE
KNPTS 109 105 41
KNFTS 13 17 81

because it is the number of buildings analysed in this study. The one-day
ahead and the one-week ahead results are very similar regarding the elastic
performance measures. Lower DTW values are obtained with the KNPTS
method in 89% of cases and less EDR operations in 86% of cases. However,
looking at the point-for-point metric, the RMSE suggests that the KNFTS
can be better, as is the case for the 66% of the buildings. This result may
be counter-intuitive to the result shown in Table 6, which shows that the
KNPTS method reduces the average RMSE. In cases where the KNFTS
error is lower, the difference obtained with both methods is small whereas
the difference of the errors obtained by both methods is significantly greater
when the KNPTS obtains better estimates. Therefore, for a specific case in
which these values were obtained, the method to be applied could be de-
bated. However, as the objective is to find a general method that performs
better, the KNPTS would be chosen again since the average error achieved
for all use cases is 7% lower than with KNFTS.

Finally, a less number of k neighbours are used to forecast in KNPTS.
The average of the k value is 2.35 in the KNPTS and 41% of those values were
1 whereas the average of k is 4.96 in KNFTS and 98% were 5. Consequently,
the time spent to compute the forecasts is less with KNPTS.

After analysing the results from both experiments, it can be concluded
that KNPTS provides an improvement in the forecast of electrical energy
consumption compared to KNFTS.

6. Conclusions

The effectiveness of DR programs heavily depends on an accurate pre-
diction of the energy to be consumed and especially on the precision of esti-
mates of peaks in customer consumption. Electricity consumption data are
captured with a time series structures and need specific methodology to get
accurate forecasts from existing data.

First, in the case of doing multi step ahead forecasting, MIMO is a strat-
egy that avoids the accumulation of errors in future values and builds a single
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model to estimate the desired points.
Then, to select the best time series cross validation approach, considering

two essential aspects of the historical data: stability and quantity. In the case
that data are cyclical, such as the electrical consumption of buildings, and
that the amount of data does not imply a sudden change in behaviour, the
optimal approach is the forward chaining cross validation.

The third decision is related to the forecasting model. It is commonly
thought that variables referring to time and occupation are essential to
achieve good forecasts, but this work demonstrates the effectiveness of KNPTS
and KNFTS in tackling this problem. These algorithms are especially effec-
tive when a large historical data set is available.

The study carried out with 122 buildings on the island of Lanzarote
showed that the KNPTS is more effective in forecasting one day ahead and
one week ahead than the KNFTS. That improvement implies that the best
forecasts can be obtained with similar patterns of consumption in the his-
torical set without any feature engineering preprocessing. This represents an
important advance for cases in which no extra information about the building
is available.

The values achieved for the three chosen performance criteria shows that
the forecasts obtained with KNPTS are better adjusted to the real values
than those obtained with the KNFTS. In both experiments, 89% of the cases
achieved a better result of DTW value using the KNPTS method. Regarding
the EDR and RMSE measures, they also achieved lower values on average
when making forecasts with KNPTS instead of KNFTS. Furthermore, the
number of neighbours needed to estimate the values in the KNPTS is less
than in the KNFTS. This fact and the number of steps required to train
both models affects the computation time of the methods and this is an
important issue that must be considered when trying to put the algorithms
into production. The computation time grows when the number of cases to
be estimated and the size of the available historical data set increase.

Finally, the novel approach of using measures of similarity in time series
to evaluate the effectiveness of the models shows that lockstep metrics are
not always adequate. It is necessary to choose the performance measures
that best represent the nature and purpose of each problem. In the case of
hourly data in which a shift of one hour is allowed, the DTW is considered
the best measure to evaluate the effectiveness of forecasting models.

In summary, the KNPTS is an algorithm that finds similar patterns in
the historical consumption in order to estimate the incoming values. This
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method performs better in time series with a very cyclical behaviour and
a low variability insight their data. The improvement in the estimation of
future electricity consumption values allows intervention in user decisions
to reduce consumption peaks. In this way, the electrical consumption of
buildings can be adapted to the curve of electrical energy production from
renewable sources. All of this contributes to energy saving and environmental
sustainability.

6.1. Future Work

Electrical consumption data in residential and commercial buildings have
a very cyclical and steady behaviour, therefore, algorithms based on the
recognition of patterns over historical data perform well. Sometimes, vari-
ations in the distribution of the data occur and it could be interesting to
adapt the models to the new situations. For instance, the users’ lifestyle
changed during the COVID-19 pandemic. Some governments activated res-
idential confinement measures and the lifestyle of users was affected. These
changes are reflected in the electrical consumption causing concept drift or
deviations in the precision of the models. Therefore, future research related
to concept-drift methods is expected to detect and deal with these changes
to avoid model degradation when these situations happen.

Moreover, a broader study is required for a more exhaustive and com-
prehensive comparison between the KNPTS algorithm and other Machine
Learning algorithms. This comparison should be done using different time
series data sets and not only evaluated in terms of the accuracy of the al-
gorithms, but also considering their interpretation and computational cost.
This would provide a strong argument for the effectiveness of this method in
forecasting energy consumption compared to others.

Nomenclature

X The set of explanatory variables

ωλ Weight of the λ-th nearest neighbour

υ Trigonometric transformation for cyclical variables

{ŷt} Forecast Time Series
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{yt} Time Series

H Number of points to be forecast

K Number of neighbours in KNN

T Last value of time in a time series

t Time variable

P Periodicity of a cyclical variable

W Window size of the last values in a time series

Xi The i-th explanatory variable of a data set

Y Response variable of a model
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ABSTRACT The Internet of Things (IoT) technologies plays a key role in the Fourth Industrial Revolution
(Industry 4.0). This implies the digitisation of the industry and its services to improve productivity.
To obtain the necessary information throughout the different processes, useful data streams are obtained
to provide Artificial Intelligence and Big Data algorithms. However, strategic decision-making based on
these algorithms may not be successful if they have been developed based on inadequate low-quality data.
This research work proposes a set of metrics to measure Data Quality (DQ) in streaming time series, and
implements and validates a set of techniques and tools that allow monitoring and improving the quality
of the information. These techniques allow the early detection of problems that arise in relation to the
quality of the data collected; and, in addition, they provide some mechanisms to solve these problems.
Later, as part of the work, a use case related to industrial field is presented, where these techniques and
tools have been deployed into a data management, monitoring and data analysis platform. This integration
provides additional functionality to the platform, a Decision Support System (DSS) named DQ-REMAIN
(Data Quality REport MAnagement and ImprovemeNt), for decision-making regarding the quality of data
obtained from streaming time series.

INDEX TERMS Data quality, streaming time series, decision support system.

I. INTRODUCTION
The Internet of Things (IoT) is a new evolution of the Internet
that includes many applications in different domains such as
transportation and logistics, healthcare, smart environments
and personal and social interactions as explained in [1]).
Large amounts of data have been captured with the recent

digitisation of the industry, which represents a link between
the physical and cyber world [2]. The analysis of the large
amount of available data from historical data bases is an
important step in obtaining information in different fields.
This type of information can be used for anomaly detection,
diagnosis, and/or forecasting as shown in [3] and [4] to obtain
knowledge about the behaviour or conditions of a system.

The associate editor coordinating the review of this manuscript and

approving it for publication was Justin Zhang .

Despite the many types of analysis that can be carried out,
the common goal of any of these studies based on the Data
Information-Knowledge-Wisdom (DIKW) model [5] is wis-
dom. Data are the basis of the DIKW pyramid (Figure 1).
Therefore, Data Quality (DQ) is a crucial requirement for any
data analysis.
Poor DQ has a negative effect on these activities. There-

fore, the accuracy of the techniques and algorithms can
decrease significantly incorrect or poor-quality data have
been used as inputs. Consequently, the conclusions drawn
by understanding the results may be incorrect. Some studies
have revealed that poor data quality is responsible for mil-
lions of annual losses [6]. Data gathered from the global-
scale deployment of smart-things are the base for making
intelligent decisions and providing services in IoT applica-
tions. Low quality has a high impact ranging from increased
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FIGURE 1. The basic structure of the
Data-Information-Knowledge-Wisdom pyramid.

difficulty in setting strategies, derived from data analysis,
to reduced customer satisfaction. [7]. The use of low-quality
data leads to unsustainable decision and unsuccessful strate-
gies and induces inefficient decision-making. The study of
DQ is crucial for achieving user participation and acceptance
of the IoT paradigm and services [2].
Organisations are aware of the importance of measur-

ing the quality of data to identify errors and face losses.
In addition, identifying these problems provides information
onwhether the data can be useful for their purposes. However,
according to Gartner, nearly the 60 % of organisations do
not measure the annual financial cost of poor-quality data.
the annual spending on on-premises DQ tools remains high,
with an average of $208000 and a median of $150000, and it
prevents more pervasive adoption of tools [8]. Measuring and
understanding DQ with the right tools is therefore necessary
to improve outcomes and increase confidence in data-driven
decisions [9].
Many definitions of the DQ can be found in the litera-

ture. Because of this variety, choosing suitable methods, that
are advantageous for the DQ of a certain problem or in a
particular context is a challenge [10]. These definitions usu-
ally refer to technical documents (standards) established by
analysts or relevant organisations. In these cases, controlling
hte DQ simply ensures that the data follow that standard.
However, to assess the quality of the data (DQ), it is not
only necessary to define the influencing aspects, but also to
associate them with numerical scores. It is a scientific and
statistical evaluation process that allows the calculation of a
numerical data quality value for each problem or factor that
influences DQ [11]. It can be considered a set of techniques
or equations used to quantify and improve the quality of the
data. The data set can be of low quality owing to a set of
problems of various types and nature (e.g. loss of data, low
accuracy, etc.). Therefore, it is necessary to have the required
mechanisms to identify and quantify the problems that may
exist in the data set with respect to its low quality, as well as
having a set of corrective functions that allow handling each
of those problems to improve the quality of the data. This is
the focus of this work, the definition and implementation of
some metrics to measure the quality of the data in streaming
time series, and proposals to increase it.
The remainder of this paper is organised as follows.

An extensive review of the methods proposed in the literature

is presented in Section II. A mathematical representation to
assess DQ in streaming time series is presented in Section III.
Section IV describes the complete flow of the proposed
methodology. The implementation of these metrics and func-
tionalities resulted in an R package called dqts. Main func-
tions available indqtsRpackage are explained in SectionV.
The methodology has been validated for different datasets
(simulated, open-source and real) in Section VI. Finally,
the design of the DQ-REMAIN DSS (Data Quality REport
MAnagement and Improvement Decision Support System) for
DQ analysis is presented in Section VII. The DSS has been
described in functional blocks based on the use of dqts
package and it provides an easy and intuitive solution for user
interaction with DQ analysis for an industrial use case.

II. RELATED WORK
In this section, existing studies on definitions, approaches and
implementations of DQ are analysed.
The need for the research community to define DQ was

born at the end of the twentieth century when the quantity of
data flows increased considerably with the digitisation of the
industry. Initially, DQ focused on measuring dispersion using
statistics when the data follow a known distribution. The con-
fidence interval (CI) of the mean can be defined and precision
can be evaluated according to the allowed variability [12].
Currently, DQ is not limited to traditional techniques based

on the study of the standard deviation. There are other aspects
to consider to achieve a high DQ. The main aim of most DQ
publications in the late 20th century was to provide a formal
definition of the term. Since then, the concept has been most
often associated with the ’fitness for use’ principle [13].
Therefore, it was wanted to delve into the aspects that

define the concept of DQ, and several authors gave differ-
ent sets of DQ dimensions such as Accuracy, Timeliness,
Interpretability and Accessability [14], [15]. Data dimensions
are attributes of the DQ that can, when measured correctly,
indicate the overall quality level of the data. There are many
possible dimensions of DQ depending on the context and
nature of the data. These dimensions come from the issues
specific to each field [16]–[18]. An overview of dimension
definitions can be found in [19]. Furthermore, as the topic
became more interesting, the quality of the data in specific
sectors began to be defined and some authors focused their
work on defining dimensions of quality for data received by
sensors [20]. Essentially, the data collected by the sensors are
streaming time series because the data are recorded together
with the moment of time in which it was received.
Increased interest in the search for quality standards has led

to the creation of DQmetrics. Metrics are formulas that allow
quantification of different quality aspects within a dimension.
Therefore, the most common approach to measure DQ is
to define a set of metrics that provide numerical results to
detect and correct data failures, and combine them to provide
a numerical score of the overall DQ [21], [22]. The range
of metrics available varies widely, because of the several
definitions of the DQ concept depending on the context.
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Nevertheless, one of the aspects in which the authors of
research onDQ agree is the study of reliability [23]. It focuses
on the use and trust of data. In other words, the study of
metrics that can characterise the quality of the data received
to provide an indicator of quality for future studies on the
exploitation of these data.
The maximum knowledge of the domain and the problems

presented is required for the correct definition of the met-
rics. It is common to find different definitions of metrics in
relation to the problems presented by the data in different
fields. Some authors place more emphasis on the diversity
and volume of the data and the problem that the data change
very quickly [23] whereas others consider missing values as
the main quality problem. Furthermore, different definitions
of DQ metrics can be found according to the origin of the
data; for instance, [24] provided a specific approach when
data come from sensors.
Then, the need arose to define complete methodologies

for the study of DQ. This is divided into four activities:
(1) state reconstruction, (2) DQ measurement or assessment,
(3) data cleansing or improvement and (4) continuous data
monitoring [25], [26]. The first phase of state reconstruction
refers to the collection of contextual information, which is
beyond the scope of this work. Although measurement and
evaluation are concepts often treated at the same level, it is
important to differentiate them, in terms of DQ. The term
‘measure’ describes the assignment of a numerical value or
degree that allows quantification. Instead, assessment is the
evaluation of the nature, ability, or quality of something and
consists of analysing the results of measurements to draw a
conclusion. Step (3) concerns the strategies to achieve the
highest DQ. Finally, the techniques proposed for the periodic
report and control of the temporal evolution are monitored.
The studies [27], [28] and [29] mathematically approx-

imated some of the metrics proposed in the literature to
quantify the quality of the data in a time series. However, the
mathematical formulation of the mathematical formulation
of the complete methodology to measure DQ in time series
is still not available in the community of data analysts, who
must manually adapt their own analysis methodology for DQ
to the problem.
On the other hand, a work that isstill to be solved is

building a personalised DQ management platform. Each data
consumer has a unique vision of how ‘‘good’’ data should
depend on their core business and needs [2]. The first step in
the design of this platform is to define a general methodology
for calculating the DQ score in a time series. Thus, a method-
ology that combines DQmeasurement, assessment, improve-
ment and monitoring is still unavailable in the literature.
After a review of the existing studies, we can conclude

that there are an extensive number of definitions of metrics
and dimensions depending on the subsequent use of the data
and the context in which they are being analysed. In addi-
tion, no methods have been found to calculate metrics that
are not based on a reference data set provided by the user.
The need for a practical methodology for the treatment of

DQ has been identified, which focuses on measuring and
treating its different aspects instead of providing abstract def-
initions. Regarding the R packages available for data quality
assessment, as far as we know, we conclude that there are
no specific R packages for the quality of time series data
and although some authors mention the dimensions of data
quality, definitions of most of them are lack. Packages can be
found in CRAN that are focused on a specific use of data
in different fields such as dataquieR [30] to calculate the
quality of epidemiological research data or RawHummus [31]
in metabolomics. In addition, the daqapo R package offers
a DQ assessment for process-oriented data that allows the
detection of violations in frequency, order and range, detect
outliers and missing values, incorrect names and unique vales
but it requires a preprocessing step consisting of creating a
certain type of data set [32]. The available R packages to
assist data quality in general data sets calculate statistical
indicators such as the mean and standard deviation, report
unique values, and evaluate the number of missing values.
These are StatMeasures [33], dlookr [34], skimr [35] and
xplorerr [36]. In addition, dlookr include outliers indicators
and xplorerr provides an interactive application in Shiny to
show these results with open data sets or evaluate the data
provided by the user. The only correction function found was
provided by StatMeasures. It is a simple imputation function
that replaces missing values with the value that the user enters
as an argument of the function. The remaining packages are
excluded from this comparison because the available docu-
mentation is not updated, or it is not possible to access the
functions to use them in R.
This work was motivated by the need to monitor quality

metrics in time series to ensure highDQ over time through the
possibility of correcting the problems identified [37]. In addi-
tion, the available tools do not address the implementation of
quality metrics. There is a gap in the relationship between
the theory of data quality and tools available for its exploita-
tion. Furthermore, for the DQ tools generated, approximately
half are domain specific and of those that provide automatic
support, there are no definitions of the functions. Finally,
for the best of our knowledge, there are no tools that allow
the correction of the metrics with the worst scores, nor the
interactive design of DSS for the management of the DQ of
streaming time series.

III. DATA QUALITY METRICS IN TIME SERIES
The analysis of the quality of the data received for subsequent
statistical modelling and prediction studies is an important
preliminary step in any data analysis. Although it is a matter
that resides in the characteristics of each data set and in the
intention and objective of the subsequent study, a general-
isation of this concept is desired. Exact guidelines cannot
be provided, however, the data are expected to conform to
established standards. This section describes in detail the
concept of DQ when data have an ordered structure, that
is, a particular definition for DQ in time series is given
by mathematical formulation and some proposed solutions.
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FIGURE 2. Schematic representation of the structure of a multivariate
time series.

This type of data has special characteristics and should be
treated in a special manner.
First, the necessary notation is introduced to understand

the formulation given below. A time series is a collection
of values obtained over time, often at regular time intervals.
Therefore, consecutive observations can usually be recorded
at equally spaced time intervals such as hourly, daily, weekly,
monthly or yearly time intervals [38]. A time series is called
univariate when it collects information about one character-
istic and can be written as Y = {yt }, where t = 1, . . . ,T rep-
resents the elapsed time. A multivariate time series contains
information from more than one characteristic, each of them
having a univariate time series structure. In that case, the data
set can bewritten as a table of dimensionT×N , whereT is the
number of observations, that is, the time elapsed, and N is the
number of variables or univariate time series available. Often,
a multivariate time series can be represented as a data table,
as shown in Figure 2, where the first column is the time data
and the remaining columns are theN variables to be analysed.
The following methodology can be applied to multivariate
time series data sets, considering each variable as a univariate
time series. to simplify the notation, the time variable repre-
sented by {y10, . . . , yT0} is denoted by {t1, . . . , tT } from this
point forward. The data set Y = {ytj}, where ytj is the value
of variable j at time t , and t ∈ {1, . . . ,T } and j ∈ {1, . . . ,N },
is denoted by Y in the remainder of this work, regardless of
whether the time series is univariate (N = 1) or multivariate
(N > 1).
The metrics are adapted to time series, taking the defini-

tions provided by other authors summarised in Section II.
Eleven metrics necessary to calculate the DQ in time series
are presented below, classified into five dimensions. These
metrics are functions that return values between 0 and 1where
0 represents poor quality of the data and 1 represents the
highest quality. Once the results of each quality metric have
been calculated, a final DQ indicator can be provided by the
arithmetic or weighted mean of the eleven metrics. The prob-
lem to be identified is described before each formula used to
calculate the DQ scores. An optimal solution is proposed to
deal with the poor quality identified by each of the metrics.
This information is summarised in Table 1.

A. CONFORMITY
1) PROBLEM IDENTIFICATION
Conformity measures the amount of data stored in a standard
format. Then, it determines the proportion of variables that
are in the correct format and have the correct names. Con-
formity analysis is performed in two steps and both use a
reference data set that can be provided or simulated before
executing these metrics. The reference data set contains the
same variables as the time series to be analysed, with the same
names and in the same order. Each contains only one string
element indicating the type of variable that is expected.
First, it is analysed that the names with which the variables

have been labelled are correct. This is done by comparing
the names with the names of the variables in the reference
data set. It is then checked whether the format of the values
contained in each of the variables is correct. The variables can
be numerical, categorical or dates. This check is carried out
by comparison with the reference data set.
Let {l1, . . . , lN } denote the names of the N variables avail-

able, and {l∗1, . . . , l
∗
N } denote the names of the variables in the

reference data set. Similarly, {f1, . . . , fN } are the types of the
N variables available and {f∗1, . . . , f

∗
N } are the correct formats

of the same N variables in the same order in the reference
data. The coincidence sets are defined as {cF1 , . . . , c

F
n } and

{cL1 , . . . , c
L
n }, where

cLj =
{
1, if lj = l∗j
0, if lj 6= l∗j

and cFj =
{
1, if fj = f∗j
0, if fj 6= f∗j

(1)

So using that notation,

Names =

N∑
j=1

cLj

N
and Format =

N∑
j=1

cFj

N
(2)

2) SOLUTION
There are two possible solutionswhen theConformity value is
low. The first is the transformation of themalformed variables
into the desired format, taking those of the reference set
as valid formats. The same is true for the names of vari-
ables. This process is not always possible because an external
interpretation is sometimes necessary to convert an element
from one type to another. Alternatively, the deletion of the
conflicting variable from both the analysis and the reference
data set is considered as a solution.

B. UNIQUENESS
1) PROBLEM IDENTIFICATION
The second dimension defined by some authors for the DQ is
Uniqueness. The definition of this metric can vary according
to the characteristics of the data set and objectives of the
study. Each data set requires a different uniqueness in the
captured variables. The uniqueness in the time variable is an
important point regarding the DQ in time series because the
repetition of the timestamps is not allowed. Time Uniqueness
is the metric proposed to calculate the proportion of unique
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values in the time variable and it is complementary to the
duplicated timestamps in the data set. Let τ ∈ N be the
number of unique values of the time variable,

Time Uniqueness =
τ

T
, τ ≤ T (3)

2) SOLUTION
Two solutions were proposed to address the low scores
obtained in this metric. A straightforward method to increase
the value of the Time Uniqueness score is to delete observa-
tions with duplicate values in the time variable. Another more
complex method is the combination of repeated observations,
for instance averaging. The second method is equivalent
to the first one when the values of the other variables are
repeated. An example of timestamp repeated three times is
shown in Figure 3.

C. TIMELINESS
1) PROBLEM IDENTIFICATION
Time series data are typically saved at uniform time intervals.
However, when data are received by sensors, there are usually
small imbalances that should not be alarming, causing the
time waits longer than what you want to allow. Therefore,
the followingmetric calculates the proportion of observations
receivedwithout awaiting time.Timeliness provides informa-
tion on whether the data are available at the right time. Let Yt0
be the observations of the time variable where t = 1, . . . ,T .
A set containing the difference between the time values was
performed using

D = {δ1, . . . , δT−1} (4)

where δt = Yt+10 − Yt0 for t = 1, . . . ,T − 1. Let δmax
be the maximum time difference allowed by two consecutive
observations, Timeliness is computed as follows

Timeliness =
D∗
T − 1

(5)

where D∗ = {δt ∈ D | δt ≤ δmax}, t = 1, . . . ,T − 1.

2) SOLUTION
Timeliness is the complementary value of the events of time
that had been lost during the acquisition of time series data.
The methods proposed to increase Timeliness value are based
on the artificial generation of missing intermediate times-
tamps. Waiting times were examined and the necessary val-
ues were created for the time variable. Three methods are
proposed to address the other variables. In the first method,
no value is assigned to the rest of the variables, so the value
of Completeness decreases after applying this method. The
other two, take the average and median of the available data
for each variable and use them to complete the observations.

D. COMPLETENESS
1) PROBLEM IDENTIFICATION
This concept refers to the degree of complete and present
elements in the data set and it is one of the most important

points of DQ. This value is the complementary of the degree
of missing values, that are present in many studies and create
uncertainty in research results. Given a multivariate time
series in a data set Y , M = {mtj} is defined as the set of
missing values where

mtj =
{
0, if ytj is missed
1, if ytj is known

(6)

The first proposed metric has the same name as that of
the dimension to be calculated. The score obtained by the
following formula refers to the number of values present in
the global view of the data set.

Completeness =

(∑T
t=1

∑N
j=1mtj

T × N

)
(7)

Depending on the objective of each study, knowing
whether the loss of data occurs at the same time for different
variables may be of interest. Therefore, it is necessary to cal-
culate the present values by observations. Similarly, in some
cases it would be interesting to identify if missing data appear
in the same variable over time. Thus, it is possible to identify
faults in a specific characteristics of the set.
The subsets Tobs ⊆ T , Nvar ⊆ N are defined to calculate

completeness by observations and variables, respectively.

Tobs =

t ∈ T |
N∑
j=1

mtj = 0}

 (8)

Nvar =

{
j ∈ N |

T∑
t=1

mtj = 0}

}
(9)

The Completeness by observations can be calculated as

Completenessobs =
(
1−
|Tobs|
T

)
(10)

and the Completeness by variables can be calculated as

Completenessvar =
(
(1−
|Nvar |
N

)
(11)

2) SOLUTION
To increase the quality of the Completeness metric, different
methods of handling missing values can be found in the
literature. Methods of dealing with missing data can be clas-
sified into three groups: Case/Pairwise Deletion, Parameter
Estimation and Imputation [39]. The first approach discards
the observations that contain missing values. Usually if the
amount of missing data is not relevant in the study, that is,
there are very few values that are unknown, we choose to
discard them. In this way, all statistical analysis is carried
out without considering them and only the available data are
proceeded. In the case of identifying any variable made up
entirely of missing data, it will be removed from the data
set. Subsequently, the dimensions of the data set are reduced
and the statistical properties change [40]. The treatment of
lost data is outside the scope of this work, and thus, possible
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FIGURE 3. Two solutions proposed when timestamps are repeated.

solutions are mentioned without detailing the methodolo-
gies. Imputation replaces missing values with estimations
using various methods. Different imputation methods can be
applied to treat data when the number of missing values or
their effects on the study are high. The process of imputing
the missing data consists of calculating an estimation based
on the available data and replacing them in the set. There are
simple techniques and others that are more sophisticated, but
the effectiveness of each of the methods is not known because
it will depend on the nature of the series.
The simplest method is imputation based on the average of

all available data or the average of the maximum and mini-
mum values. Similarly, the median can be used to estimate
all missing values. Another possibility is to use interpolation
between the last value and the next value available in each
gap. Depending on the case, we can use interpolation of a
different degree, although the most common is linear interpo-
lation. On the other hand, Machine Learning techniques can
be used to estimate missing values. In these cases, the values
available prior to data loss are used to estimate the best model.
The predictions made with that model will be the estimates
of missing data in the series. Finally, a variant of the KNN
algorithm can be used to find similar patterns in the time
series. This method called KNPTS finds the most similar
subseries in the available history and estimates the future
values with combinations of the values that follow each of
the selected subseries. [41].

E. ACCURACY
1) PROBLEM IDENTIFICATION
Four metrics are defined to measure the accuracy of the
data and they should be interpreted according to their nature.
These metrics provide information about the degree of repro-
ducibility of measured values that may or may not be close
to real world values. These metrics are calculated for each
numerical variable in the data set. The final value is the
average of the results obtained for each variable.
First, the Range metric quantifies the values within the

lower and upper bands which can be provided or simu-
lated before executing this metric. Therefore, measuring
the Range value requires expert knowledge of the problem
and ignorance can significantly vary the tolerance level and

FIGURE 4. Example of simulated values following a Gaussian distribution
and the three boundaries of the confidence intervals (CI) with confidence
levels of 80%, 95% and 99%.

consequently the result of DQ. Let ymin = (y1min, . . . , y
N
min)

and ymax = (y1max , . . . , y
N
max) be the sets of lower and upper

values, respectively. The subset of Y contains values into
these limits and is defined as follows:

Y ∗j = {ytj ∈ Y | ytj ∈ [yjmin, y
j
max]}, t = 1, . . . ,T (12)

So using that notation,

Range =
1
N

M∑
j=1

(Rangej)

=
1
N

N∑
j=1

(
Y ∗j
T

)
(13)

The remaining Accuracymetrics are Consistency, Typical-
ity and Moderation. These three assume a Gaussian distribu-
tion in variables and 80%, 95% and 99% confidence inter-
vals (CI) are built using the data available for each numerical
variable.Consistency is the proportion of values in an interval
with a confidence level of 80% and its corresponding z-score
is 1.28. The set of consistent values for variable j is expressed
as follows

YCj = {ytj ∈ Y | ytj ∈ (ȳj − 1.28sj, ȳj + 1.28sj)} (14)

where ȳj is the average, and sj is the standard deviation of
the variable j calculated in a random selection of 30% of the
points in the first part of the series.
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So using that notation,

Consistency =
1
N

M∑
j=1

(Consistencyj)

=
1
N

N∑
j=1

(
αC −

YCj
T

)
, t = 1, . . . ,T (15)

where, αC = 0.8 is the level of confidence in that interval.
Similarly, Typicality is calculated using a αT = 0.95 confi-
dence level and a z-score of 1.96 andModeration is calculated
using a confidence level of αM = 0.99 and a z-score of 2.58.
The corresponding typical values set and moderated values
set are named Y Tj and YMj , respectively.

2) SOLUTION
The proposed methods to obtain high Accuracy are different
in the Range metric than in the rest of the normality metrics.
Although the methods to solve Range can be applied in
Consistency, Typicality and Moderation, it must be consid-
ered that certain manipulations in the data could cause the
distribution to change and they could no longer be considered
Gaussian. The first solution is the simplest and consists
of removing the values that are outside the boundaries.
The remaining are different imputation techniques, that is,
the estimation of the values identified by other data with
more appropriate values. All the methods explained above
to increase the value of the Completeness metric can also be
applied with data out of range or outside the normality bands.
In addition, the band values can be used to calculate other
types of estimates. On the one hand, the values can be imputed
by the mean value between the minimum and maximum
allowed, that is, the mean of the upper and lower limits.
On the other hand, it is possible to impute the values that
exceed the upper limit using the maximum allowed, and the
values that are below the lower limit using theminimum value
allowed. All these methods, as we have commented, affect
the distribution of the data. Therefore, an additional method
is proposed to try to increase the Consistency, Typicality and
Moderation values. A random period of initial data is used to
calculate the theoretical mean (µ) and standard deviation (σ )
of the data distribution. Once these statistics are calculated,
random data that follow a Gaussian distributionN (µ, σ 2) are
generated. These values are used as estimates of the values
outside of normality in each metric.

IV. IMPLEMENTATION OF DATA QUALITY METRICS
This section describes the complete flow from data acquisi-
tion to obtain the set with the desired quality. The process is
illustrated in Figure 5.
The first step after accessing the data set is the identi-

fication of the Gaussian variables to assign weights to the
Consistency, Typicality and Moderation metrics (A). Next,
the existence of the Reference Data Set, Range Data Set,
Maximum Time Difference and Unit of Time is checked (B).
If they are unavailable, they are simulated. The third step is

the computation of DQ metrics using the DQ function in the
complete set or by moving windows (C). If all the metrics
reach the highest quality, it is concluded that the analysis set
is correct. If the quality is not 1, a list of themetrics is returned
in the order in which they should be treated. Next, using the
deepDQ function, the problems with the first metric in the
list are analysed in depth (D). Finally, the decision is made
to rectify the data set. In that case, using the handleDQ
function themetric is corrected until it reaches a value of 1 (D)
and the metrics are recomputed in step C. If data are not
modified in relation to this metric, they are removed from the
list and if there were more items left in the list, it returns to
step D using the next metric in the list. After the complete
inspection of the list is done, the final modified data set is
available.

A. NORMALITY CHECK
The first step in the process of calculating DQ is the search for
variables that are expected to be normal in the data set. It is
decided which of the available numerical variables follows
a Gaussian distribution and which do not by means of the
Shapiro-Wilks test [42]. This test considers the normality
of the data as the null hypothesis, and a p-value lower than
0.05 is considered significant, leading to the rejection of
the null hypothesis and the assumption of normality in the
distribution.
A 30% random sample is taken from the beginning of

the series (if possible in the first third of the time series)
from each numerical variable and the Shapiro-Wilks test is
evaluated for every sample. If the test allows us to decide that
none of the available variables follow a Gaussian distribution,
then the metrics Consistency, Typicality and Moderation are
not calculated and their weights are set to zero. The remaining
weights corresponding to the other metrics are recomputed as
identically distributed. Therefore, 1/8 weights are assigned to
each of the remaining eight metrics. Otherwise, some of the
variables in the data set are considered to follow a Gaussian
distribution and the normality metrics will have a weight of
1/11, the same as the rest of the variables.

B. CALCULATION OF MISSING PARAMETERS
It is important that the user knows the data to be analysed
well and provides as much information as possible to obtain
accurate results. Thus, it is ensured that the values of the
metrics are in accordance with the quality standards expected
from the data. Providing wrong values of initial parameters
may lead to errors in the conclusions of the data quality
analysis, for instance, assuming an incorrect frequency of
the data or time units. When initial information is lacking,
the system is prepared to simulate these values in the most
realistic way to avoid erroneous conclusions.

1) REFERENCE DATA SET
The reference data set is made up of as many variables as the
data set to be analysed has. Each of these variables must be
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TABLE 1. Summary of problems and solutions for each of the proposed DQ metrics.

FIGURE 5. Flow for the detection, inspection and resolution of poor DQ problems.

correctly named. The content of each variable is the type of
value expected from each variable.
If this reference set is not provided by the user when calcu-

lating the Formats andNamesmetrics, a set will be calculated
by extracting the information from a random sample of 30%
of the data located in the first third of the series.

2) RANGES DATA SET
The data set of ranges has the same number of variables as the
data set to be analysed. The variables have the same name as
the original data set and each contains two values. The first
value of each variable contains the minimum value allowed
in each case and the second is the maximum.
In the event that this information is not available at the

time of computing the Range metric, a set of ranges will be
calculated by extracting the minimum and maximum values
of each variable in a random sample of 30 % of the available
data located in the first third of the series.

3) MAXIMUM TIME DIFFERENCE AND UNITS
Observations are expected to be received at regular time
intervals in time series data sets. For this reason, there is a
maximum time difference allowed between the observations
with their corresponding unit of time.

The value with the highest mode is extracted from a ran-
dom sample of 30% of the available data located in the first
third of the series if this information is not available at the
time of calculating the Timeliness metric. In the same way,
the unit of that time difference is extracted from that most
common value in that random sample.

C. COMPUTATION OF DQ METRICS
This step can be performed in two ways depending on the
interests of the user, as described in the following subsections.
On the one hand, the value of the metrics can be obtained
from the complete data set. On the other hand, there are
three different ways to compute quality metrics by moving
windows to inspect the evolution of DQ over time. This
method of computing metrics is recommended when a large
amount of data is available, because the information provided
will be more accurate.

1) OVERALL DQ
The main objective in generalising the concept of DQ is to
provide a general value that allows the comparison of the
quality of different data sets. A value between 0 and 1 is
obtained for each quality metric, in addition to a general value
that is calculated from a combination of the remaining values.
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2) MOVING WINDOWS
Calculation of the DQ metrics using moving windows pro-
vides information on the evolution of the metric values during
the course of the temporal data. It is convenient that the
windows are of the same size, that is, the scores are calculated
with the same amount of data or that the windows start at the
same point. This is forced so that the achieved values are com-
parable and bias is avoided. Three methods for calculating the
quality of the data by moving windows are explained. On the
one hand, it is decided whether the size of the window is fixed
or changing. On the other hand, if the values of the series can
belong to more than one window, that is, if the windows can
overlap.
• Figure 6 shows the case in which the size of the windows
is constant and does not overlap. In this option, the
values to be analysed are completely different in each
iteration of the DQ metrics.

• In the second case, the partition by windows of a con-
stant size with overlap is shown. In this way, as it can
be seen in Figure 7, in each iteration the first data of
the window are deleted and new data are added at the
end; however, some overlap is allowed in the windows.
Therefore, some final values of one iteration are used
to be the first values in the next computation of the DQ
metrics.

• Finally, Figure 8 shows the case of a window of varying
sizes and overlapping. In this case, the beginning of the
interval remains fixed and more data are added to the
window in each iteration.

Once the DQ value for each metric is known, they are
ordered in a specific manner. This order places the perfect
metrics at the bottom of a list and orders the rest so that their
arrangement affects the rest as little as possible. In this way,
if fixes are required for all metrics, themetrics relative toCon-
formity (Names and Format) will be dealt with first. These
metrics could add or remove all variables and for that reason
should be fixed first. The time metrics (TimeUniqueness and
Timeliness) are then inspected. The reason for studying these
metrics at this point is that the first could remove all obser-
vations from the data set and the second could add missing
values to the time series. Next, the Accuracy metrics will be
discussed, starting with Range and continuing with the three
normality metrics (Consistency, Typicality and Moderation).
Finally, the Completeness metrics, impute both the initial
missing values and those that could have been added in
previous steps.
Each time the data set is modified to raise quality in one of

the dimensions, the quality metrics are recalculated. Thus, the
list of metrics are modified. Once a list of metrics is obtained
with values that are substantially good for the user, the new set
can be saved and the modified data downloaded for possible
analysis.

D. IN DEPTH ANALYSIS OF POOR DQ
The information obtained from an in-depth analysis of each
metric is as follows

• Names: Name in the reference set and analysis set of
variables with incorrect names and their positions in the
original set.

• Formats: Formats in the reference set and analysis set
of the malformed variables and their positions in the
original set.

• Time Uniqueness: Repeated dates and frequencies they
appear in the analysis data set.

• Timeliness: Instant in which a temporary wait longer
than allowed begins and ends, in addition to the waiting
time and the number of values that were expected to have
been received in that period.

• Range: Name of the variables with out-of-range values
accompanied by information about these values. This
information can be in two forms: the value of the Range
metric for each variable or the time positions in which
these out-of-range values occur.

• Consistency, Typicality and Moderation: Name of the
normal variables with more values outside the confi-
dence intervals (CI) than allowed in each case. There
are two options to show the information: the value of the
corresponding metric in each of the variables or the time
of all values outside the CI. Note that some of the values
that will be shown outside the CI do not necessarily have
to be incorrect because we assume that in every normal
distribution, there will be a number of values outside the
CI corresponding to the confidence level with which the
interval has been built.

• Completeness: Name of variables with missing values
with some useful information. Two options: The value
of the Completeness metric by variables or the time in
which data were lost for each of the variables.

E. HANDLE POOR DQ
One of the possible actions for the treatment of low data
quality is the use of corrective functions for each of the
metrics that do not reach the maximum quality score. These
actions are mentioned in Section III. The options available for
each DQ metric are as follows.
• Names: If any of the variables do not have the same tag
or name as the variables given in the reference set, there
are two options. First, defective variable are eliminated
from the study set. The second option is the manual
change of the name of the variable in which it fails, in the
case that the expected name is known.

• Formats: There are several functions in the base R pack-
age that allow switching from one format to another.
However, it must be borne in mind that this is not
always possible. Therefore, apart from the typical for-
mat change options such as changing from character to
numeric, it is possible to eliminate the variable from the
study.

• Time Uniqueness: The first option available is to elim-
inate observations that contain repeated dates and leave
only the first one. In the case of uncertainty about which
of them provides more information, it is possible to
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FIGURE 6. Constant windows without overlapping.

FIGURE 7. Constant overlapping windows.

combine the values of the rest of the variables by arith-
metic mean, median, minimum or maximum.

• Timeliness: The low-value solution functions create the
missing dates in the time variable. Once these values are
generated, there are several options for completing the
corresponding observations in the remaining variables.
The four general options are using the minimum, the
maximum, the arithmetic mean and the median. If none
of these values adapts to the behaviour of the series,
there is the option of not filling those gaps and leaving a
null value in them. In that case, the Completenessmetric
changes its value, because artificial missing values are
being introduced.

• Range: There are four simple methods that replace
the values out of range by the average, the median,
the minimum or the maximum value of that variable.
Another possibility is to substitute the values by the
mean of the last value in the range received and the next
value. In addition, the KNPTS algorithm can be used

FIGURE 8. Non-constant windows with overlapping.

to estimate out of range values. Finally, there are two
methods related to the values introduced in the Ranges
Data Set. On the one hand, a function that replaces the
values out of range with the average of the minimum
and maximum allowed values for each variable. On the
other hand, the values that exceed the values allowed
are replaced by the maximum and the values that fell
short are replaced by the minimum value allowed. Those
options are implemented using the variables.

• Consistency, Typicality and Moderation: The options
available are the same as in the Range case but it is
not recommended to solve problems related to normality
distribution because it can undermine the properties of
the time series with a Gaussian distribution. Alterna-
tively, the mean (µ) and standard deviation (σ ) of the
data in the first part of the time series are calculated and
used to simulate random data that follow a Gaussian dis-
tribution N (µ, σ ). The last option is to do nothing with
variables with values out of normality but to consider
that the problem with their distribution exists.

• Completeness: There are four simple methods that
replace the missing values with the average, the median,
the minimum or the maximum of the available values
in each variable. Another option is to substitute the
missing values with the mean of the last value in the
range received and the next value. Finally, the KNPTS
algorithm can be used to estimate the missing values.

V. THE DQTS R PACKAGE
The work explained in the previous sections was imple-
mented using the statistical software R. In R, the fundamental
unit of shareable code is the package. A package bundles
code, data, documentation, and tests together, and is easy to
sharewith others. ThedqtsRpackage is available inGitHub
in the following link for use by the entire R community.1

1https://github.com/MeritxellGomez/dqts-R-package
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The R library is made up of four main functions explained
below.
• The DQ function performs the three steps described in
Section IV. First, it checks the normality of the vari-
ables and the availability of the necessary parameters in
the input arguments. If unavailable, they are estimated.
Finally, the values of the DQ metrics are calculated and
this function allows two ways to do so, the overall one
and by windows in three different ways.

• The deepDQ function takes the data, the name of the
metric to inspect, and the parameters required for that
metric as inputs. This function returns precise informa-
tion regarding the data failures in the selected metric.

• The handleDQ function estimates solutions to faults
found in the data for the metric introduced as an argu-
ment. It returns the data set with the necessary changes
for that metric to achieve the highest quality score.

• The plotDQ function allows visualisation of the quality
of the data. The output of the DQ function is introduced
as an argument. In the case that quality has been cal-
culated in the complete data set, the plotDQ function
shows a bar graph where each bar indicates the numeri-
cal value of each of themetrics withmagnitudes between
0 and 1. On the other hand, if the quality of the data has
been computed by windows, a scatterplot is displayed
with as many lines as metrics have been calculated and
the time evolution of the metrics is shown.

VI. VALIDATION IN CASE STUDIES
This section presents an evaluation of the metrics developed
by applying them to three data sets. To demonstrate the
effectiveness of the quality metrics for different scenarios,
it was decided to test the proposed method on a simulated
data set created by the authors, on an open data set and on a
real data set.

A. DETECTION AND SOLUTION IN SIMULATED DATA
1) DATA DESCRIPTION
In the first experiment, a multivariate time series was created
with minute data and information on five random variables
collected over one day. Three of these variables (G1, G2,
and G3) follow a Gaussian distribution, another follows a chi-
square distribution (V1) and the last was a binomial variable
(V2) that takes values 0 or 1. In addition, the temporal vari-
able (timestamp) collects minute values from ‘‘2021-01-01
00:00:00 UTC’’ to ‘‘2021-01-01 23:59:00 UTC’’. In sum-
mary, six variables were available for the analysis of this
data set.
Problems related to each of the DQ dimensions defined in

table 1 were simulated. The table 2 contains detailed infor-
mation regarding the simulations to be detected and fixed
throughout this section.

2) DQ ANALYSIS
The multivariate time series after simulating quality errors
was displayed in Figure 9. Next, the process of Figure 5 starts
to examine and correct the quality of the data.

FIGURE 9. Visualisation of data distribution of all 5 variables of the
simulated data set.

First, normality was evaluated and it was established that
the variables G1, G2, and G3 follow a normal distribution,
with p-values of 0.87, 0.15 and 0.59 in the Shapiro-Wilk
test, respectively. This statement was possible because the
three p-values were greater than 0.05, the null hypothesis of
normality in their distributions can be considered as valid. For
that reason, the weights for the Consistency, Typicality, and
Moderation metrics were set the same as the other metrics.
In this case, the combination of the metrics was balanced;
therefore, the weights were all 1/11. Regarding the input
parameters, the type of each variable was known, so the
reference set was given as input in the DQ function. On the
other hand, some fictitious ranges were established that were
also entered as inputs in the function. Finally, we know the
data acquisition frequency; therefore, the maximum value of
time difference was set at 1 min.
In the first evaluation of the quality metrics in the complete

set, the results of the metrics were obtained, as listed in
Table 3. The order in which the results appear indicates the
order in which problems should be addressed.
It can be seen that the fault related to Names was in the

variable that was in position number 5, using an in-depth
inspection of the problem. This variable was called V1 in
the reference set and is now called V. As for Formats, V2
should be an integer, according to the reference set, but it was
received as a character. These two problems were solved by
renaming the variable V by V1 and changing the character
values of V2 to integers.
Following the established order, the next metric that falls

short of the highest quality score was TimeUniqueness. One
timestamp was found more than once as shown in Table 4.
This problem was solved by eliminating the observations that
were repeated.
The Timeliness was discussed below. An in-depth inspec-

tion of the problems related to this metric indicates that
temporary waits are due to a stop between 2021-01-01
03:15:00 and 2021-01-01 03:20:00. Four observations were
excluded. The missing observations were generated using the
handleDQ function, and the remaining values were imputed
by the median of each variable.
None of the three normal variables (G1, G2, or G3)

achieved the highest score for Consistency, Typicality
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TABLE 2. Problems forced to appear in simulated data.

TABLE 3. DQ metrics in overall evaluation.

TABLE 4. Deep inspection of time uniqueness quality.

TABLE 5. Deep inspection of timeliness quality.

and Moderation. Note that these three metrics are related.
If Moderation lowers its quality value, Typicality and Con-
sistency also worsen. Suppose that the analyst needs those
variables in the future. Therefore, they can not be deleted, and
the best option for dealing with low quality is to simulate the
values using the mean and standard deviation. The means of
the first third of G1, G2 andG3were 0.91, 1.91 and 0 and their
standard deviations were 2.07, 1.97 and 1.04, respectively.
The rest of the time series was imputed by random values
following aN (0.91, 2.072),N (1.91, 1.972) andN (0, 1.042)
distributions.
Finally,Completenesswas inspected in depth, and it can be

seen that the metric was 1 for all the variables except for V1
which was 0.9493. The KNPTS method was used to impute
the missing values in V1.
Once the DQ analysis has been completed and the conflicts

of the different variables resolved, the total quality of the final
set was 1.

B. DETECTION AND SOLUTION IN OPEN DATA
1) DATA DESCRIPTION
The airline passenger data set contains monthly data of airline
passengers in thousands from January 1949 to December
1960 [43]. AirPassenger is one of the most well-known

open data sets available in R. It is a univariate time series
with 144 monthly values that does not follow a Gaussian
distribution.
This section takes advantage of the availability of data

to compare the precision of time series predictive models
when they were trained with quality data and when they were
trained with data that lack quality.
An ARIMA model was trained using the univariate time

series of the original data for the first 11 years to predict
the data for the previous year. The ARIMA model that best
fits the data was an ARIMA(1,1,0)(0,1,0)[12] model. This
model was chosen because of the clear trend and seasonality
presented in the time series. The forecast for the next year
of data was shown in Figure 10. The graph also shows the
confidence bands of the intervals with a confidence levels of
80% and 95%. The RMSE was used to validate the precision
of this forecast. We obtained an RMSE of 23.93. The results
were used as benchmarks.
Next, Completeness and Range problems were forced into

the training set for the first 11 years of data. In the first case,
missing values were simulated in 12 values corresponding to
1955. In addition, an extremely high value (1500) was added
in May 1957.

2) DQ ANALYSIS
The DQ flow in Figure 5 was executed in the set in which
we simulated the problems. First, the variable that measures
passengers does not follow a Gaussian distribution; therefore,
the Consistency, Typicality and Moderation metrics will not
be computed. In this case, the minimum value of the range
that is allowed for the number of passengers is zero, because
a negative number is meaningless. The maximum value was
simulated to be 1000. The reference data set was randomly
calculated from the first third part of the time series.
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TABLE 6. DQ metrics and RMSE achieved in forecasting using original
and simulated data.

In the first computation of the DQ of the original data set,
all metrics achieved the maximum score and therefore the
total value of the quality of this set was 1. Therefore, the
AirPassengers set does not originally present any problems
with DQ. The quality metrics in the simulated set assign a
value of 0.95 to Completeness and a value of 0.99 to Range.
These two values indicate that there were two problems with
DQ. The total value of the quality of this time series was
0.99, with null weights assigned to the three metrics related
to normality.
The effect of poor data quality can be seen when the search

process for the best time series model was repeated with data
from the same time period. The seasonality was no longer
captured and the best model was ARIMA (0,1,1). Those
issues were reflected in the precision of future estimates.
The ARIMA model cannot accurately predict the next values
as shown in Figure 11. Furthermore, the confidence interval
bands widened, highlighting the uncertainty associated with
new predicted values. The RMSE obtained in this forecast
was 90.68, which represents an increase of 378% compared to
the forecast made with the original data that had full quality.
This result suggests that if the quality of the data is not
controlled, erroneous results can be obtained with algorithms
that worked correctly.

FIGURE 10. One year ahead forecasting training ARIMA model with
original data.

Table 6 reflects the quality problems that appear in the new
set and the impact that a decrease in DQ has on an increase
in the prediction error.
The handleDQ function was used to solve problems with

Range and Completeness. On the one hand, the correction of
the value that was out of range was made using the mean
method. On the other hand, the KNPTS method was used for

FIGURE 11. One year ahead forecasting training ARIMA model with
simulated data with 0.95 in Completeness and 0.99 in Range.

FIGURE 12. One day ahead forecasting using fixed data with highest
quality.

the correction of Completeness. After these two corrections,
the total data quality was achieved. The model that best fits
these new training data was ARIMA (1,0,2)(0,1,1)[12]. The
forecast data for the following year were shown in Figure 12.
The improvement was remarkable. The confidence interval
bands were adjusted to the predicted data and the RMSE error
obtained for this forecast was 30.70. This value represents a
66% error reduction compared to the forecast made with the
erroneous data. The difference between the RMSE obtained
with the corrected data and original data was 6.77. In other
words, the RMSE increases only 28%.
This simulation study shows, on the one hand, the impor-

tance of having quality data at the time of starting statistical
analyses that give rise to predictions of future values. On the
other hand, the advantages that the package of quality metrics
presents to detect and solve quality problems quickly and
effectively.

C. DETECTION AND SOLUTION IN REAL DATA
1) DATA DESCRIPTION
Monitoring of electrical power systems in industry has been
on the rise in recent years. Forecasting electricity demand
using Time Series techniques and Machine Learning is
one of the tasks on the rise in the study of the produc-
tion and consumption of electricity. The study of electricity
consumption data began with the task of capturing data from
high-frequency meters. These data were expected to be cycli-
cal because of the activation behaviour of certain devices.
However, they were not expected to follow a normal
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TABLE 7. Metrics that not achieve the highest value of quality in
electricity consumption dataset.

FIGURE 13. Distribution of the electricity consumption

distribution; therefore, the normality metrics in this case were
weighted with a null weight.
In this case, data were taken from a meter of a sentry box

in which an electric pump is installed that supplies water to
nearby farms. The small construction site is located in the
facilities of the Tekniker technology centre, in Eibar, Spain.
The data set corresponds to a univariate time series capturing
hourly electricity consumption data measured in kWh. A total
of two years of data were captured from 21 January, 2019 at
00:00 a.m. to 21 January, 2021 at 11:00 p.m. Figure 13 shows
the distribution of the data over time.

2) DQ ANALYSIS
The flow in Figure 5 was executed to compute the DQ in
the time series of the electricity consumption data. Figure 13
shows the distribution of the data. In this case, the allowed
ranges for the electricity consumption variable were not
known, but the function that automatically generates them
was used, taking a random sample of 30% of the data located
in the first third of the series. Figure 14 shows the evolution
of the quality metrics computed using constant 24-hour win-
dows without overlap.
The value of the DQ in each moving window ranged from

0.958 to 1. The reason why the quality was not 1 in the entire
set was that some metrics have detected quality problems at
different points in the series. The system returns a list like that
in Table 7 in which it can be seen the metrics that fail in the
order in which they should be treated.
The deepDQ function was used in this step to check

the metrics that did not reach the highest quality score.

FIGURE 14. Evolution of the DQ metrics.

TABLE 8. Deep inspection of time uniqueness quality.

TABLE 9. Deep inspection of timeliness quality.

Table 8 lists the output of the Time Uniqueness inspection.
Low values of that metric are due to repetitions on two
different dates. The first on 2019-07-27 02:00:00 and the
second on 2020-10-25 02:00:00. Both with a frequency of 2.
The Deletion method was used to solve this problem.
Next, the Timelinessmetric was inspected in depth and the

information collected in Table 9 was obtained. Two waiting
times of 2 hours were identified at two different points in
the series. The first between the dates 2019-03-31 01:00:00
and 2019-03-31 03:00:00 and the second between the dates
2020-03-29 01:00:00 and 2020-03-29 03: 00:00. Both involve
a loss of one observation. Those two observations were gen-
erated. Note that this arrangement introduces two missing
values in the series and causes the Completeness to decrease
from 1 to 0.999.
Finally, Rangewas analysed and it was seen that in the first

half of the series there were values out of range on the dates
that were collected in Table 10. In the second half of the time
series, none of the windows achieved the highest score in
Range. This was due to a change in the data trend. We iden-
tified by the low value of Range for all iterations that the
boundaries calculated in the first section of the series could no
longer be applied. In that case, if the metrics were calculated
daily after data acquisition, after collecting a significant num-
ber of followed Range values different from 1, we could make
the decision to recompute the maximum andminimum values
allowed. In the calculation we would use the consumption
values for the year 2020, which is when a change in the
distribution of the data was identified. The values identified
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TABLE 10. Values out of range in 2019.

TABLE 11. Values out of range in 2020.

out of range in the second half of the time series using the
new boundaries were listed in Table 11.

VII. DECISION SUPPORT SYSTEM FOR DATA QUALITY
MANAGEMENT AND IMPROVEMENT
The work presented in this article contributes an important
advance toward the development and integration of Decision
Support System (DSS) to improve the quality management of
streaming time series data.
A system that supports the decision-making process to

improve the quality of streaming time series data has been
designed and implemented based on the methodology and
the dqts R package. The system provides functionalities
and mechanisms to assess and handle problems regarding the
quality of the data. In addition, it provides support for the
end user and helps to select the most appropriate alternatives,
regardless of the characteristics of the end user (that does not
require an analyst profile to use the module).
The DQ-REMAIN (Data Quality REport MAnagement

and ImprovemeNt) system, improves the data management,
focuses on the DQ improvement, and consequently, the final
exploitation through the KDD (Knowledge Discovery in
Databases) process. The findings will be more accurate and
will improve the competitiveness and capabilities in areas
where these types of systems are integrated. Manufacturing
and energy sectors, for example, could be potential users and
beneficiaries of this type of systems.
The functionality of the system is described by 4 func-

tional blocks that can be seen in Figure 15 and are described
below.

• Database connectivity: it provides a connection to the
data source where the information is located or acquired
(data streaming). It provides access to the data, repre-
sented as ‘‘Raw data’’.

• Engine: it calls the functions provided by the dqts
module to generate the results for the data quality
assessment.

• dqts module: it provides the functionalities associated
with DQ assessment.

• User Interface: it informs throughout the visualisation
about the status of the DQ based on the representation

FIGURE 15. Functional blocks of DSS.

over time of the value obtained for the ‘‘Metrics’’ and
also for the ‘‘Quality index’’. In addition, it facilitates
interaction between the module and the end user to solve
quality problems.

The system provides a new functionality that, integrated
into existing data management, monitoring and analysis plat-
forms, allows monitoring and correcting the quality of the
data over time. The quality of the data improves significantly
and data do not lose value for further exploitation.
Figure 16 presents the architecture of the solution for

deploying theDQ-REMAIN system in a manufacturing infor-
mation management platform. The platform is responsible
for acquiring and managing all information, such as condi-
tion monitoring data along with process data, from its assets
(test benches, machines, industrial robots, etc.). The platform
acquires the necessary information and stores it in different
databases for later exploitation using advanced analytical
techniques. This enables the user to generate new insights,
obtain an asset health assessment, and be able to perform pre-
dictive or condition-based maintenance. However, this gen-
eration of new knowledge depends on both the amount and
quality of data received. The deployment of theDQ-REMAIN
system within the platform, periodically computes the qual-
ity of the data received and assists in solving data quality
issues.
The DQ-REMAIN system provides a graphical interface

through which the status of the quality of the data monitored
from the different assets can be visualised. Figure 17 shows
an example of the computation of the quality of data obtained
from a test bench. After detecting that the quality of the
data has decreased over a period of time, the list of metrics
that need to be improved in order of priority is shown by
the DQ-REMAIN system. In the example of Figure 18, there
are some metrics that cause a decrease in the quality index
value: TimeUniqueness, Timeliness and Completeness. The
system offers alternatives to correct the problems that arise
depending on the metric being affected. Users can then select
different methods to solve the low quality of each metric.
In this example, the system offers some alternatives, a list of
the algorithms available to solve repetitions in time variable,
create missing dates and impute missing values. The end user
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FIGURE 16. DQ-REMAIN integration into Manufacturing platform.

FIGURE 17. Visualisation of the computation of DQ metrics of data from a test bench.

can use the algorithm that best suits the situation and recalcu-
lates metrics. If the solution proposed by the system is good
enough and the metrics improve, then it is possible to save
new data in the database for future exploitation guaranteeing
their highest quality.
There are many scenarios from industrial applications of

IoT where the ingestion of data through sensors presents
certain difficulties that affect the quality of the col-
lected data and this type of decision support system is
exploitable. Furthermore, as it is composed of functional
blocks (library packages), the deployment and distribution
of software for its integration into third-party solutions is

carried out quickly and easily. Only ad-hoc development will
be necessary to connect with new data repositories and to
integrate the visual exploitation in another type of interface.
At present, the DSS is being integrated and will be used

in the facilities of Tekniker (a Technology Research Centre,
www.tekniker.es) to monitor and correct quality problems in
certain operating machines (mainly test benches and machin-
ing centres). The results of this improvement in the quality of
the data will be exploited in the near future to make use of this
good quality data, and implement a health assessment of the
state of the machines. This is one more step towards Smart
Facturing Systems for Industry 4.0.
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FIGURE 18. Interactive dashboard in which to choose low quality resolution methods and inspect the results.

VIII. CONCLUSION
In a world in which data plays a leading role in the evolution
and fruitfulness of industries and companies, ensuring the
quality of the data captured is a problem of great importance.
Low-quality data greatly influences future results and con-
clusions reached from them. In this study, the need to define
and develop a set of methodologies, procedures, and practical
tools for the treatment of data quality focused on measuring
and treating different aspects in time series data, the usual
structure of data captured by IoT devices, has been identified.
The technological novelty of this study addresses this gap
through:

• The mathematical definitions of the metrics to quantify
the quality of the data, beyond the existing theoretical
formulation and the definition of the DQ indicator as a
combination of them.

• Definition of the set of corrective functions, enhanced
alternatives, to improve some aspects of quality
(e.g., data imputation for missing values).

• Definition and representation of a complete methodol-
ogy that describes the optimal workflow for a global pro-
cess of detection, inspection, and resolution of potential
problems regarding the quality of data in a time series.

• The implementation and packaging of all functions for
their final use and exploitation.

This work has also been tested and validated in three data
sets from different sources with different purposes to demon-
strate the capacity of DQ metrics, compare the results from
forecastingmodels model in both cases, address the quality of
the data and without having done so and finally, to show the
possibility of implementing the data quality treatment flow in
a real case of data handled by an industrial sector.
Improving the DQ is an essential task that must be

addressed early, before, and during the process of transferring

and storing data for its final exploitation. Doing this from the
origin avoids many problems in the later phases. From the
point of view of data analysis and the generation of detec-
tion and prediction models, having good quality data means
drawing more precise and realistic conclusions. The models
were developed from algorithms that learn based on the data
provided. The better the data are, the more representative the
models will be with respect to reality. The proposed research
work presents two mechanisms to analyse and improve data
quality in the early stages, once the data are collected and
stored before the development of the model. First, the dqts
package which implements all the required functionalities.
Second, the decision support system, called DQ-REMAIN,
which facilitates the management of the methodology pro-
posed in this work for handling of the quality of data based
on the dqts package.
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Other publications 9
During this research, participation has been held in various research
conferences. Below are the contributions made and the articles that
have been published as a result of these conferences.

In October 2020, we attended the Sustainable Places 2020 event
and presented the work Short-Term Electric Demand Forecasting for
the Residential Sector: Lessons Learned from the RESPOND H2020
Project. This article was published in January 2021 in the Proceedings
journal, belonging to the Proceedings of The 8th Annual International
Sustainable Places Conference (SP2020) (112).

In December 2020, we participated in the 40th SGAI International
Conference on Artificial Intelligence. The article entitled Short-Term
Forecasting Methodology for Energy Demand in Residential Buildings
and the Impact of the COVID-19 Pandemic on Forecast was awarded
as the best application student paper. The article was published in
the Artificial Intelligence XXXVII Proceedings (23).

In July 2021, we were invited to participate in the 6th European
Conference of the Prognostics and Health Management Congress for
being a member of the winning team of the data challenge of that
year. The solution that we proposed to that diagnosis problem was
the most efficient and our work was published in their Proceedings
with the title Divide, Propagate and Conquer: Splitting a Complex Diag-
nosis Problem for Early Detection of Faults in Manufacturing Production
Line (25).

In July 2022, we contributed to the 2022 European Conference on
Computing in Construction with an article entitled PRENERGET: A
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Framework for the Inclusion and Adaptation Strategies of Machine
Learning Models for Energy Demand Forecasting in Buildings (113).
We proposed a software framework aimed at addressing the deploy-
ment and exploitation of ML models to different energy-efficiency
strategies in buildings. The system regularly evaluate and upgrade
the deployed models to ensure the robustness of the overall solution.
That framework was further tested with other data sets to validate its
effectiveness and the work was again presented at the EESAP Inter-
national Conference 2022. The publication was entitled PRENERGET,
framework for energy forecasting.

The documents mentioned above are attached in the same order
below.
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Abstract: RESPOND proposes an Artificial Intelligent (AI) system to assist residential consumers that
would like to make use of Demand Response (DR) and incorporate it into their energy management
systems. The proposed system considers the forecast energy consumption based on the data acquired.
This work compares the results obtained by different forecasting methods using the Root Mean
Square Error (RMSE) as a measure of the forecast performance. The ARIMA, Linear Regression
(LR), Support Vector Regression (SVR) and k-Nearest Neighbors (KNN) models are tested, and it is
concluded that the results achieved with the KNN obtain a better fit. In addition to obtaining the
lowest RMSE, KNN is the algorithm that spends less time in obtaining the forecasts.

Keywords: time series forecasting; k-nearest neighbor; electric demand; RESPOND project

1. Introduction

Buildings use more than 35% of global energy use but a significant amount can be saved if
they are properly operated. Apart from the large energy consumption of buildings, peak energy
demand certainly attracts lots of attention because of its negative impact on energy grid capital,
operational cost and environmental pollution to name a few. This impact is a direct consequence of the
carbon-intense generation plants that grid operators deploy to satisfy energy demand during these
peak periods [1]. Demand Response (DR) activities including load shifting or peak shaving have a
huge potential to match energy demand with energy supply side, thus avoiding these undesirable
peaks [2]. The implementation of DR activities is especially promising in the residential sector, where
the full capabilities of the DR are yet to be unlocked.

This is where the RESPOND H2020 project (https://project-respond.eu) originates, aiming to
bring DR programs to neighborhoods across Europe. More specifically, RESPOND aims to deploy
an interoperable energy automation, monitoring and control solution to deliver DR programs at a
dwelling, building and district level to neighborhoods across Europe. To do so, RESPOND proposes an
Artificial Intelligent (AI) system to assist residential consumers that would like to make use of DR and
incorporate it into their energy management systems [3]. The proposed system considers the forecast
energy consumption and production based on the data acquired by the deployed IoT equipment
and looks for modifications that would mitigate potential instabilities in the energy supply network
by applying optimal energy use and load shifting. This article focuses on the energy consumption
forecasting part of the AI system, where the effectiveness of different models of time series and machine
learning has been evaluated.

Proceedings 2020, 65, 24; doi:10.3390/proceedings2020065024 www.mdpi.com/journal/proceedings 273
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The rest of the article is structured as follows. The data available to make the study is introduced
in Section 2. Then, the theoretical principles of the forecasting methods are explained in Section 3.
In Section 4, the results obtained are summarized. Finally, conclusions of the lesson learned are written
in Section 5.

2. Data Availability

The available electrical consumption data (measured in Wh) is obtained from different houses
located in three different places: Madrid (Spain), Aarhus (Denmark) and the Aran Islands (Ireland).

Some indicators are calculated to assess the quality of the data available. The explanation of the
data quality metrics used is out of the scope of this paper. There are some indicators that take values
between 0 or 1 depending on the quality of the data in some respects. A value of 0 is considered the
worst possible quality and a value of 1 represents the perfect quality for that indicator. In general,
the quality metrics obtain values close to 1 except the Timeliness indicator. When a sensor fails for
whatever reason, it stops sending data, including the time value. Due to failures in sensors, waiting
times occur in the time variable. This fact is reflected in the low values of Timeliness indicators.

Even though all the data collection processes began on the same date, on 1 January 2019 it can
be observed that not all the pilot sites have the same data availability. The analysis was performed
on 6 March 2020. It is decided to eliminate from the study the houses with more than 30% of missing
data. Following this criterion, data are available from 10 houses in Madrid, 11 in Aarhus and 8 in the
Aran Islands.

3. Methodology

Traditionally, the energy demand forecasting has been addressed via data-driven algorithms due
to their high performance. Therefore, RESPOND’s Energy Demand Forecasting Service has targeted
these algorithms with views to having the best performance possible.

In what follows, a short description of some well-known forecasting methods are presented.
Auto Regressive Integrated Moving Average (ARIMA) are models designed to make forecasting in
time series and past values of the response variables are used to estimate the future values. Linear
Regression (LR), Support Vector Regression (SVR) and k-Nearest Neighbors (KNN) are machine
learning algorithms that use explanatory variables to estimate the values of the response variable. First,
we decide that the explanatory input variables in the predictive models were extracted from the time
variable. On the one hand, this agreement provides simplicity to the models and allows the results
to be explained. On the other hand, continuity in time allows the imputation of the missing data in
case of sensor failure. These variables, also called features, were day, sinMonth, cosMonth, sinHour,
cosHour, Season, weekday and workingDay. Before creating models, we identified some outlier values.
These are values that excessively exceed the typical values for electrical consumption. After observing
the behavior of the consumption data for the different houses, we concluded that a common pattern
would lack precision. Finally, we decided to remove values greater than 3000 Wh. These values are
considered meaningless and possibly caused by a failure in the data collection method.

The Root Mean Square Error (RMSE) is used to measure the standard deviation of the prediction
errors. Therefore, the forecasts with the lowest RMSE are considered the best fit.

The calculations have been executed with the statistical software R. The caret and forecast packages
have implemented the necessary functions to carry out the predictions, perform cross validation and
automatically search for the optimal values of the necessary parameters in each algorithm.

3.1. ARIMA

In the process of finding the best predictive model, we started with Autoregressive Integrated
Moving Average ARIMA(p,d,q) models. Those models are fitted to time series data to predict future
points where data show evidence of non-stationarity. Time series can be transformed into stationary
by differentiation d times. Once the series is stationary, we used the classic explanatory methods to
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choose the orders p and q based on the comparation of Akaike Information Criterion (AIC) and Bayesian
Information Criterion (BIC).

3.2. Linear Regression

Linear regression (LR) attempts to model the relationship between two variables by fitting a linear
equation to observed data [4]. A linear regression line has an equation of the form Y = β0 + β1X,
where X is the explanatory variable and Y is the dependent variable. Multiple Linear Regression
(MLR) uses more than one explanatory variable to fit the response variable.

3.3. Support Vector Regression (SVR)

SVR uses the same principles as Support Vector Machine (SVM) but it used in a regression method,
so we can use SVR for working with continuous values. SVR allows the definition of the width of the
band around the error in our model and the discovery of an appropriate hyperplane to fit the data.
The objective function of SVR is to minimize the coefficients, not the squared error. The error term is
instead handled in the constraints, where we set the absolute error less than or equal to a specified
margin, called the maximum error, ε (epsilon) (https://towardsdatascience.com/an-introduction-to-
support-vector-regression-svr-a3ebc1672c2) [5].

3.4. K-Nearest Neighbors

K-nearest neighbors algorithm (KNN) is a supervised machine learning algorithm that can be used
to solve regression models. First, the distance between the explanatory variables of the point x and the
rest of observations should be calculated. Therefore, each point has a distance value associated. The k
nearest neighbors to the point x are the observations with the lower distance. These k observations
are used to compute the value of the predictor Y. The value of Y in some point is the average of the
dependent variable of its k nearest neighbors [6].

4. Results and Discussion

This section summarizes the results obtained from the forecasts using the different methods
mentioned above. The RMSE shown is the mean of the errors obtained in the 29 available houses.

4.1. ARIMA

Due to high amount of data, the search for the optimal p and q was neither simple nor satisfactory.
It has multiple functions for the treatment of time series in R. Specifically, we used a method that
finds the best Seasonal Autoregressive Integrated Moving Average (SARIMA) model. The idea is
that SARIMA models are ARIMA(p, d, q) models whose residues are ARIMA(P, D, Q). The RMSE
value achieved using ARIMA model was 1540.07 Wh whereas the RMSE was 1294.81 Wh using
SARIMA model.

4.2. Linear Regression

Linear relationship between dependent variables and independent variable was found. Although
the RMSE was significantly lower than in the results obtained with ARIMA, the Coefficient of
determination (R2) was less than 0.3 in all fitted models. The best RMSE value was 540.22 Wh and it
was obtained when train the model with all the time related features. Furthermore, the predictions
seem to repeat the same pattern every day.

4.3. Support Vector Regression (SVR)

Electricity consumption took negative values in some cases using SVR and this makes no sense.
Electric consumption can never be less than 0 Wh. Although RMSE obtained was lower than the
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previous, the method was rejected because this problem could not be controlled. Furthermore, SVR is
computationally expensive and takes too much time and resources to forecast.

4.4. K-Nearest Neighbors

The best fit with the KNN algorithm was obtained using all the mentioned exploratory variables.
In all cases the RMSE takes values between 156 and 439 Wh. Furthermore, the k value indicating the
number of neighbors to be used was tested from 1 to 10. All forecasts were obtained using less than
5 neighbors.

5. Conclusions

Data quality is important to ensure that forecasting models work properly and take advantage
of the useful information provided by historical data. The low RMSE obtained with the KNN shows
that it is an optimal algorithm with which to make the forecast of electricity demand. Depending on
the data availability, performance of forecasters varies. Therefore, predictive models are periodically
re-trained as they are expected to improve their performance as a bigger historical data size is available.
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Abstract. Demand Response (DR) can contribute towards the energy
efficiency in buildings, which is one of the major concerns among govern-
ments, scientists, and researchers. DR programs rely on the anticipation
to electric demand peaks, for which the development of short-term elec-
tric demand forecasting models may be valuable. This article presents
two different variants of the KNN algorithm to predict short-term elec-
tric demand for apartments located in Madrid (Spain). On the one hand,
the use of an approach based on the estimation of a Machine Learning
model (KNFTS) is studied. In this method, time-related and date-related
features are used as exploratory variables. On the other hand, a method
based on the recognition of similar patterns in the time series (KNPTS)
is analysed. The Edit Distance for Real Sequences (EDR), Root Mean
Square Error (RMSE) and Dynamic Time Warping (DTW) are used
to measure the accuracy of forecasts for both approaches. The exper-
iments demonstrate that the KNPTS has a higher accuracy over the
KNFTS when predicting the short-term electric demand. Furthermore,
the models’ adaptation to unusual situations is showcased in this article.
The impact of the COVID-19 pandemic derived in a worldwide electric
demand drop due to the lockdown and other confinement measures, and
the retraining method proposed for the KNPTS model has been demon-
strated to be valid, as it improves the forecasting accuracy.

Keywords: Time series forecasting · K-nearest neighbours ·
COVID-19 · Demand Response

1 Introduction

The energy consumed by buildings has dramatically increased over the last
decade due to diverse causes including the population growth, an increase in

c© Springer Nature Switzerland AG 2020
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the time spent indoors or the rise of demand for building functions and indoor
quality [1]. As a matter of fact, ensuring the energy efficiency of the built environ-
ment is one of the major concerns among governments, scientists and researchers
since the building sector consumes more than 35% of the global energy [2].

Apart from the total energy consumed, another challenge is the management
of peak energy demands. The energy during these periods is supplied by the
Peaking Power Plants, which are carbon-intense generation plants with a nega-
tive impact on energy grid capital, operational cost and environmental aspects.
In this regard, DSM (Demand Side Management) actions such as load curtail-
ment (i.e. a reduction of electricity usage) or reallocation (i.e. a shift of energy
usage to other off-peak periods) have the potential to minimise the undesirable
peak periods, and consequently, to reduce the use of the Peaking Power Plants.
In combination with DSM activities, the Demand Response (DR) can influence
customer’s use of electricity in ways that will produce desired changes in the
utility’s load shape, that is, changes in the time pattern and magnitude of a
utility’s load [3]. DR can be understood as the set of technologies or programs
that concentrate on shifting energy use [4], and although traditionally the DR
programs’ implementation has been limited to industrial buildings due to their
high energy demand, residential buildings are specially promising due to their
potential to reduce demand peaks [5]. The RESPOND H2020 project1 aims to
bring DR programs to the residential sector in order to reduce these undesir-
able energy demand peaks. To do so, it is necessary to identify these demand
peaks ahead of time. This is why, the RESPOND Energy Demand Forecasting
service is developed, which allows the forecasting of electric demand for houses
participating in the project.

In this article, the development of the forecasting models that are the main
base of the Energy Demand Forecasting service is addressed. And subsequently,
the degradation of the models during the COVID-19 pandemic in Spain is anal-
ysed and an approach to mitigate this situation is proposed.

The rest of the article is organised as follows. Section 2 presents two differ-
ent methods to multi-step ahead forecasting in time series. All the steps are
described including the forecasting strategies, the forecasting methods, and the
performance measurement metrics. Next, Sect. 3 describes the context in which
this study is carried out. The data set is presented, and the implementation
and deployment of the methodology are explained. As a result, in Sect. 4 the
results are discussed, and it is shown how to forecast electric demand during the
COVID-19 crisis. Finally, Sect. 5 introduces the conclusions and future work.

2 Short-Term Forecasting Methodology for Time Series

A Time Series is a collection of values Y = {yt} obtained over time, often
at regular intervals, where t = 1, ..., T represents the time elapsed. A discrete
time series is the one that the index set contains discrete points of time. The

1 http://project-respond.eu/.
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consecutive observations can usually be recorded at equally spaced time intervals
such as hourly, daily, weekly, monthly or yearly time separations [6].

The interest in the analysis of time series lies in the estimation of the
behaviour of the historical data to forecast future values. Time series forecasting
is a method to estimate future values in a temporal sequence. Given a univariate
time series {yt} where t = 1, .., T the interest of this work is focused on the
forecasting of future values {yT+h} with h ∈ N. A single-step ahead forecasting
is made when h = 1 and only the next value in the series is estimated. Multi-step
ahead forecasting is used to forecast more than one value, that is h > 1.

2.1 Strategies for Multi-Step Ahead Time Series Forecasting

A multi-step ahead time series forecasting consists of estimating the next h values
{yT+1, ..., yT+h} using the previous values {y1, ..., yT }. In order to forecast more
than one value h > 1 in time series using Machine Learning (ML) algorithms, five
strategies can be chosen called Recursive, Direct, DirRec, MIMO and DIRMO
strategies. This work is focused on Multi-Input Multi-Output (MIMO) Strategy.
The remaining strategies are left out of this section and a detailed explanation
of them can be found at [7].

The MIMO strategy executes one prediction after learning a single multiple-
output model. It consists of a target vector of length equal to the number of
points to be forecast h and a feature vector containing the previous values. The
same model is used for all the horizons so the computational time needed is less
than necessary for strategies that include the Direct approach (Direct, DirRec
and DIRMO strategies). In addition, the accumulation of errors that is obtained
using the recursive strategy does not happen. The forecasts are returned in one-
step by a multiple-output model.

2.2 KNN Algorithm

The methodology presented in this work is based on the KNN algorithm, which is
a non-parametric method used for classification and regression problems in ML.
The general idea is to examine the distance between the independent variables,
then choose the K nearest observations and finally use a combination of their
response values to estimate the next value of the output variable. In order to
forecast future values using a ML algorithm, some decisions have to be made
including the multi-step ahead strategy and the selection of input variables.
Particularly for the KNN, other decisions are made: the distance function to
evaluate the similarity between instances, the value of K nearest neighbours and
the way output points are combined [8]. Different distance functions can be used
to define the similarity between instances, although the most commonly used is
the Euclidean distance [9]. A cross-validation can be implemented to evaluate
different values of K, looking for the one that minimises the error. This error
is a metric chosen to measure the difference between the estimated and actual
values. Once the best parameter K is chosen, the future value is estimated as
a combination of the target values of each K nearest neighbours. The most
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common combination is the arithmetic mean, which assigns the same weight to
all values. Alternatively, the distance weighted average can be used, where some
data points contribute more than others to the estimated value. Assuming that
dk is the distance between the pattern and the k-th nearest neighbour, ωk = 1/d2

k

is defined to be its weight. In order that the neighbors’ weights add up to 1, they
are each divided by the sum of all the weights.

In this article, two ways of making time series forecasting based on the KNN
algorithm are proposed. On the one hand, an approach based on the estimation
of a ML model where the features extracted from the time variable are used as
exploratory variables. On the other hand, a method based on the recognition of
similar patterns in the time series.

K-Nearest Features for Time Series (KNFTS). An important step prior
to training any ML model is the choice of n exploratory variables of T values
Xi

t , i = 1, ..., n, t = 1, ..., T . These variables are introduced as input into the
model and serve as an aid to estimate the value of the response variable Y . Input
variables are also called features in the field of ML, and feature engineering is the
task of creating and using them to improve the performance of ML algorithms
[10].

Exploratory variables Xi
t are extracted from the time variable when the data

is a univariate time series. So the input variables Xi
t are date and time related

features. Below is a description of some features Xi
t than are used to calculate

the distances between observations.

– Date-related features are numerical values having information about day,
month and year.

– Time-related features are extracted for the time stamp and are numerical
variables like hour, minute and second.

– Weekday is a variable that takes values between 0 and 6 providing information
of the day of the week from Monday to Sunday.

The nearest neighbours are obtained by comparing the Euclidean distance
between Xi

t variables in each observation. Some of these variables have a cyclical
meaning that is not reflected in the calculation of distances. For example, the
Euclidean distance between January and December (represented by 0 and 11
respectively) is 11 but they are two consecutive months. To avoid this fact,
a trigonometric transformation υ is done in this kind of variables2. First, the
periodicity of the variable is found (in this case P = 12). Then, the Eq. 1 is
applied to each value Xi

t , t = 1, ..., T . Two variables are obtained from each of
the transformations made (one from the sine and the other from the cosine).

υ : [0, P ] −→ [−1, 1]

Xi
t → υ(Xi

t) =

(
sin

(
2πXi

t

P

)
, cos

(
2πXi

t

P

))
(1)

2 https://www.avanwyk.com/encoding-cyclical-features-for-deep-learning/.
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The Euclidean distance between (X1
T+1, ...,X

n
T+1) and (X1

t , ...,Xn
t ) , for all

t = 1, ..., T is calculated to choose the K nearest neighbours. The next value
YT+1 is obtained as a weighted combination of the target values of the K nearest
neighbour.

YT+1 =

∑K
k=1 ωkY k

∑K
k=1 ωk

(2)

where Y k is the value of the target variable corresponding on the k nearest
neighbour. This argument applies to all h horizon values to be forecast. The
general idea of this method is that in two similar moments of time in terms of
date and time, the value of the response variable should be similar.

K-Nearest Patterns in Time Series (KNPTS). The nearest neighbours
are defined as the most similar subsets of data in the time series using this
KNN approach. Given the window size m ∈ N, a reference pattern consisting
of the last values of the output variable (yT−m, ..., yT ) is used in the training
process. This pattern is compared with all the other subsets of length m in the
series, that is, Y j = (yj , ..., yj+m), for all j = 1, ..., T − m − h by calculating
the Euclidean distance. Therefore, it is determined that the K subsets with the
lowest Euclidean distance are the K nearest neighbours [11].

Figure 1 represents an example of nearest-neighbour multiple-step forecasting
using MIMO strategy. It represents a simple case in which m = 5 previous values
are used to find the K = 1 nearest neighbour. Then, the most similar subset is
used to forecast the h = 3 future values of the time series.

Fig. 1. Nearest-neighbour three-step-ahead forecasts. A window of length five is
selected and one neighbour is used to estimate the next three values.

The next value YT+1 is calculated by the weighted average of the next values
of each k nearest neighbour.

YT+1 =

∑K
k=1 ωkY k

k+m+1∑K
k=1 ωk

(3)

This argument applies to all h horizon values to be forecast. The general idea
of this method is that, in two different periods of time with similar values, the
following value should be similar as well.
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2.3 Evaluation

In the context of this article, the following three metrics have been considered
to assess the accuracy of the forecasting models, as they are representative for
measure the similarity between time series: Root Mean Square Error (RMSE),
Dynamic Time Warping (DTW) and Edit Distance for Real Sequences (EDR)
[12].

(i) Root Mean Square Error (RMSE) The RMSE measures the error by
calculating the difference between the current and predicted values and it
has been widely used for the evaluation of the goodness of fit in regression
models. The RMSE value is always non-negative and the lower the RMSE,
the more similar the time series are.

(ii) Dynamic Time Warping (DTW) The DTW algorithm is used to com-
pare the similarity or calculate the distance between two time series and
minimises the effects of shifting and distortion in time [?]. A dynamic pro-
gramming approach is used to align the series and allows to compare series
of different length [13]. The lower the DTW value, the more similar the time
series are.

(iii) Edit Distance for Real Sequences Edit Distance (ED) was initially used
to calculate the similarity between two strings. It quantifies the basic edit
operations (insert, delete and replace) needed to transform one string into
the other. In order to define matching between numerical series, different
adaptations are proposed in [14]. Given a positive threshold ε, the distance
between two points is reduced to 0 or 1 as below.

dε(ŷt, yt) =

{
0, d(ŷt, yt) ≤ ε

1, d(ŷt, yt) > ε
(4)

The EDR metric is the number of edit operations needed to transform a
numerical series into an other, taking into account the Eq. 4. The lower the
EDR value, the more similar the time series are.

3 The RESPOND Energy Demand Forecasting Service

The RESPOND project aims to bring DR programs to neighbourhoods across
Europe, and in particular, to dispatch real-time optimal DR strategies to dwellers
towards the achievement of demand peak reduction. RESPOND has developed
an Artificial Intelligence (AI) system to detect potential energy conservation
opportunities while ensuring the occupants’ required comfort levels [15]. One of
the components of this AI system is the RESPOND Energy Demand Forecasting
service, which allows the short-term forecasting (i.e. hourly for the upcoming
24 h) of electric demand for the houses participating in the project. In total,
over 40 houses are participating in the RESPOND project, including participants
from Aarhus (Denmark), the Aran Islands (Ireland) and Madrid (Spain).

Unlike the regularity within commercial buildings, electric consumption in
the residential sector may vary significantly from house to house. As a matter of
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fact, this high electricity usage variance derives from the users’ lifestyle, occu-
pancy behaviour, building characteristics and calendar information [16]. Figure 2
shows the differences in the data distributions in some apartments in Madrid.

Fig. 2. The electric consumption data distribution in Madrid apartments.

3.1 The Methodology Implementation

In this section, the methodology explained in Sect. 2 is implemented. The ratio-
nale behind choosing the KNN algorithm over other methods is based on the
results of a previous experimentation, which is out of scope of this article.

The strategy chosen for the multi-step ahead time series forecasting was
MIMO, based on the comparison made in the article [7].

The hour, day and month are used as features for the KNFTS model training
process. Four new features are created from the hour and month (called sin.Hour,
cos.Hour, sin.Month and cos.Month), by calculating the sine and cosine (trigono-
metric transformations explained in the Sect. 2.2), to have more discriminatory
power than in the original space. And apart from these, new features are added
(Season and Workingday) taking into account the behaviour of electric con-
sumption data. A snippet of this data can be seen in Table 1.

Table 1. A snippet of the electric consumption data set for a participant house.

Timestamp EC sin.Hour cos.Hour Day sin.Month cos.Month Season Weekday Workingday

2019-10-10 15:00:00 114.8796 −0.7071 −0.7071 10 −0.8660 0.5000 Fall Thursday Yes

2019-10-10 16:00:00 156.0299 −0.8660 −0.5 10 −0.8660 0.5 Fall Thursday Yes

2019-10-10 17:00:00 350.0857 −0.9659 −0.2588 10 −0.8660 0.5 Fall Thursday Yes

... ... ... ... ... ... ... ... ... ...

2019-10-12 00:00:00 98.7279 0 1 12 −0.8660 0.5000 Fall Saturday No
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In the training process, to calculate good estimates of the error rate of the
models, a 10-fold cross validation is applied and repeated 5 times. For both meth-
ods, the K value is tested from 1 to 10 to find the optimal value. And finally,
EDR, RMSE and DTW error measures are calculated. The EDR is considered
the metric that best evaluates the error, whose objective is to obtain a forecast
that adapts to reality. The RMSE compares point by point and penalises a pre-
diction of a value at a slightly deviated point of time. Although DTW considers
the deviation over time, it strictly compares two similar values. EDR, instead,
allows to evaluate the similarity considering the elongation in time and the sim-
ilarity of close values by setting a threshold value. A threshold of ε = 30 Wh is
stablished in the Formula 4 after observing the common behaviour of the series
of electricity consumption available. Since the EDR is the number of edit oper-
ations necessary to convert one series into another, the model with the lowest
EDR is chosen. The maximum EDR between any two series is infinity unless
restrictions are added. In this problem the maximum EDR value is considered
as the length of the series. This number comes from changing all values in one
series to values from the other. However, all three measurements are calculated
in this study. The model with the lower EDR is chosen as the one that provides
the more accurate forecasts. If there is more than one model with the same EDR
result, the DTW and RMSE values are compared. RMSE and DTW values are
obtained from the calculation of distances between consumption values and are
not useful to compare between houses since, as previously mentioned, each one
presents a different variability in the data. For this reason, the scale on which it is
measured is important. In order to compare more efficiently the values obtained
from the different apartments, these two error measures are normalised by the
average as follows.

NRMSE =
RMSE

ȳ
NDTW =

DTW

ȳ
(5)

where ȳ is the average of the historical consumption {y1, ..., yT }.

3.2 The Service Deployment

Based on the proposed methodology, two models (based on KNFTS and
KNPTS methods) has been developed for each of the 40 houses participating
in RESPOND project. In total, 80 models that forecast the hourly electric con-
sumption for the upcoming 24 h. These models have been developed in R pro-
gramming language. The KNFTS models have been developed with the functions
within the caret package3. However, the functions used to develop the KNPTS
have been implemented by the authors for this work. As for the functions to
evaluate the similarity between estimated and actual values in terms of DTW
and EDR, they have been taken from the TSdist package [12].

The developed predictive models have been exported in the form of .rds files
and deployed in an R Server, where they are currently automatically executed

3 http://topepo.github.io/caret/index.html.
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using periodical tasks executed by a cron daemon process. Furthermore, both the
predictions made by the models and the actual values, subsequently obtained,
are stored in a database for further exploitation (data visualisation and data
analysis purposes).

4 Evaluation and Results Discussion

In this section, the accuracy of both forecasting methods proposed in Sect. 2 to
estimate a day ahead forecast are evaluated and discussed. The results collected
below are focused on the houses located in Madrid. Table 2 shows the average
of the performance measures evaluated on ten different random days. The data
prior to those dates is used to train the model and then, a 24 h ahead forecasting
is done.

As explained above, the performance measure that provides more information
in our case is the EDR. The value of the EDR is lower for the KNPTS rather
than for the KNFTS method in all the houses, and the same happens with the
NRMSE and NDTW for most of the houses.

Table 2. Comparative results of forecast accuracy with KNFTS and KNPTS

EDR NRMSE NDTW

KNFTS KNPTS KNFTS KNPTS KNFTS KNPTS

House 00 19.3 18 0.8812 1.0010 12.4415 15.0408

House 01 14.8 14.3 0.8772 0.7343 13.0310 9.6848

House 02 19 17.6 0.6403 0.6533 9.8858 9.2594

House 03 16.6 14.4 0.5109 0.3383 7.3718 5.7123

House 04 10.1 9.1 0.5983 0.5995 7.7291 7.6235

House 05 18.4 17.1 0.7383 0.6793 8.8291 8.3404

House 06 18.3 15.6 1.0956 0.9926 17.7200 14.9810

House 07 12.6 12.4 0.6840 0.6762 9.5653 9.3508

House 08 15.2 13.5 0.6915 0.6643 10.3706 8.6867

House 09 10.6 8.5 0.7408 0.7057 9.2065 8.3519

In House 02, the NRMSE value is 0.013 higher for the KNPTS. The average
electric consumption in that house is 634.92 Wh, which means that a mean
deviation of 8.25 Wh happens in each of the predicted points. This value is
not considered high enough to conclude that the forecaster’s accuracy overall is
worse in the KNPTS compared with the KNFTS. Furthermore, the RMSE is
a performance measurement that compares a point by point performance, that
is, it compares each real consumption value with its corresponding forecast at
the same instant. For this reasons, the KNPTS method is identified as better
approach considering the best results in EDR and NDTW. A similar situation
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happened in House 04, where the KNPTS has a higher NRMSE, but it is too
low (0.001, which means a deviation of 0.13 Wh in each point) to consider that
it has a worse performance than the KNFTS.

As for House 00, the NRMSE and NDTW values are higher in the KNPTS
compared with the KNFTS. The variation of 0.1198 in the NRMSE represents
a mean deviation of 47.58 Wh. The difference in NDTW is 2.5993, equivalent
to 1032 Wh of total distance between forecasts in 24 h (43.02 Wh per hour on
average). The average of the electric consumption in House 00 is 397.20 Wh and
the standard deviation is 507.8 Wh so, the mentioned mean deviation is not
considered high enough either.

In the rest of the houses, the KNPTS obtains a considerable improvement
for the three performance measures. In particular, House 06 gets an average
improvement of 2.7 edition changes in EDR. Given two series of 24 points each,
the maximum value for the EDR metric is 24 (the number of values to be fore-
cast). An improvement of 2.7 changes represents an increase in EDR of 11.25%.
Figure 3a shows a 24 h ahead forecast in House 06 and Fig. 3b shows the compar-
ison of the three error measures for this forecast. This evaluation demonstrated

Comparison of the forecasts Error measurements

Fig. 3. Evaluation of one-day ahead forecasting with KNFTS and KNPTS.

that the forecasts and the real values are more similar in the results obtained
with the KNPTS method. This suggests that KNPTS method is more accurate
to forecast the electrical consumption of the Madrid apartments. Then, KNPTS
method is implemented for the future models of the RESPOND Electric Demand
Forecasting service.
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4.1 COVID-19 Impact on Electric Demand Forecasting

According to the International Energy Agency’s latest report4, the impact of the
COVID-19 pandemic derived in a worldwide electric demand drop due to the
lockdowns and other confinement measures, although this demand is steadily
recovering now that measures are softened. In the case of Spain, according to
Cornwall Insight during the first four weeks of the state of alarm, power demand
fell by 16.7%. However, this fall is attributable mainly to industry and commerce,
since according to the Spanish Consumer and User Organisation, there has been
an increase of 28% in household bills in Spain5.

The average daily consumption in the Madrid apartments participating in
RESPOND has stabilised around a lower value since the beginning of the lock-
down. Thus, as of March 14, the electric consumption data distribution changed
and the data variability has decreased. This fact is evidence of the change in
the distribution of the data in such a way that the electric consumption among
days is more similar, without ceasing to appear the characteristic peaks of elec-
tricity consumption. This is definitely an indicator that the obligation to remain
confined due to the state of alarm has altered users’ daily habits. Therefore,
forecasting models trained on normal human behaviour data are finding that
the normality has changed and they are no longer working as expected. And the
RESPOND Energy Demand Forecasting service is no exception.

Under normal conditions, forecasting models’ performance degrade over time
due to a change in the environment that violates the models assumptions [17].
This fact is known as concept drift, and the most common method to deal with
it is the retraining of the model, which consists in re-running the process that
generated the previous model on the new set of data available. However, the
unusual change of daily habits derived by the COVID-19 pandemic, the typical
retraining strategies are not sufficient.

The correlations between the features and their distributions are commonly
examined to identify the concept drift. In the case of the KNPTS, there are no
features, but the change in the accuracy of the predictions is given by a change
in the output variable. Furthermore, the reason for this change is known (i.e.
the confinement measures) and therefore, action can be taken to control it. The
data preprocessing task prior to the training of any forecasting model includes
the selection of the appropriate data and features to improve the precision of the
estimation. Understanding the importance of the distance between instances in
the KNN methodology, a necessary step before training the forecast model for
estimating electric consumption during the lockdown days, is the selection of the
data generated during the lockdown. This way, the model is more effective since
it finds the nearest neighbours within a data set where the variability is less.
This restriction prevents estimates to be based on the data from the previous
year, as it is known that the behaviour of the electric consumption is not the
same.

4 https://www.iea.org/reports/covid-19-impact-on-electricity.
5 https://www.ocu.org/vivienda-y-energia/gas-luz/noticias/aumento-consumo-

electrico-confinamiento.
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Comparison of the forecasts Error measurements

Fig. 4. Improving the accuracy of electric consumption forecasting in the COVID crisis.

The model trained using only lockdown data gives better results than using
all the data available. Figure 4 shows an example of the comparison of the one-
day ahead forecast using the complete historical data available and using only
the lockdown data after March 14. These results were obtained for House 06.

An improvement of the estimation of the peak values is observed when only
the lockdown data is used. The model trained with complete data gets a EDR
value of 22, while the model developed for estimating the electric consumption
of days prior to March 14 got a EDR value of 16. In order to reduce the EDR
value for forecasts after March 14, the model is trained only with lockdown data.
This new model gets an EDR value of 16, which represents an improvement of
25%. A decrease of 193.53 Wh per hour on average in RMSE and a decrease of
2466.38 Wh in total distance between both forecasts in DTW (102.77 Wh per
hour) can be observed.

The improvement derived from the retraining approach followed for the
COVID-19 can be observed in all the houses in Madrid during the lockdown
period. The average EDR reduction is 6.67%.

5 Conclusions

In order to dispatch real-time optimal DR strategies, a reliable and accurate
forecast of short-term electricity demand is needed. In this work, two different
methods based on the KNN algorithm have been developed and validated: the
KNFTS based on the similarity of time-related and date-related features, and the
KNPTS based on the similarity of the sequences of the response variable. Both
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approaches are identified as adequate for the problem of forecasting electricity
consumption after previous experimentation with other ML algorithms (beyond
the scope of this article). The extraction of date and time-related features and
the use of past values of the output variable to forecast future consumption
values was satisfactory. It suitably considers the relation between instances in
the time series.

The accuracy of the forecast has been tested in 10 different apartments
located in Madrid, and their performance has been evaluated based on the EDR,
NDTW and NRMSE error measures. The EDR value has been the most effec-
tive measure to assess the accuracy of multi-step ahead forecasting in time series,
although it is not commonly used in previous works. It provides a more realistic
measure of the number of changes to be made and therefore, it does not penalize
error in time. The results have showed that the predictions are more accurate
using KNPTS model. The EDR metric gets lower values for all the cases. The
average obtained is 1.44 edit operation and it represents an improvement of the
6%. As for the NDTW, it improved on the 90% of the houses, and the NRMSE
in the 70%.

The COVID-19 pandemic changed users’ electricity consumption habits,
which let to the degradation of the performance of forecast models. This is
understood as the concept drift problem and the models had to be retrained.
The results have showed that the retraining of the models using only data from
the lockdown period, provides an average improvement of 6.67% in terms of
EDR.

5.1 Future Work

The improvement in the prediction of peak values has been observed using
KNPTS method instead of KNFTS. However, the accuracy to predict these
values remains a challenge for time series forecasting models. A pattern classifi-
cation model in the series could be useful in dealing with sharp peaks. It consist
of a step prior to prediction and allow the choice of trained models with similar
data. Another solution that might be appropriate would be the combination of
both models, assigning more weight to the delayed values of the output variable.

Acknowledgments. This work is partly supported by the RESPOND (integrated
demand REsponse Solution towards energy POsitive NeighbourhooDs) and the
REACT (Renewable Energy for self-sustAinable island CommuniTies) projects, which
have received funding from the European Union’s Horizon 2020 research and innovation
programme under grant agreement no. 768619 and no. 824395 respectively.

References

1. Cao, X., Dai, X., Liu, J.: Building energy-consumption status worldwide and
the state-of-the-art technologies for zero-energy buildings during the past decade.
Energy Build. 128, 198–213 (2016)

289



240 M. Gomez-Omella et al.

2. Global Alliance for Buildings and Construction, International Energy Agency and
the United Nations Environment Programme. 2019 global status report for build-
ings and construction: Towards a zero-emission, efficient and resilient buildings and
construction sector. Technical report (2019)

3. Contreras, J., Asensio, M., de Quevedo, P.M., Muñoz-Delgado, G., Montoya-
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{kerman.lopezdecalle, meritxell.gomez, eider.garate}@tekniker.es

2 Faculty of Informatics, University of the Basque Country (UPV/EHU), Manuel Lardizabal Pasealekua, 20018, Donostia, Spain

3 Faculty of Science and Technology, University of the Basque Country (UPV/EHU), Barrio Sarriena s/n, 48940, Leioa, Spain

ABSTRACT

This work elaborates the procedure followed by the HIRUTEK
team to solve the data challenge proposed by the PHM 2021
organisation. This challenge deals with a manufacturing line
that continuously tests fuses and suffers from several mal-
functions. The solution addresses the diagnosis of the faults;
the efficiency of the diagnosis; the identification of the signals
related to each fault type; and, the identification of different
operation settings that occur during the non-faulty conditions.
This problem presents some difficulties that are common to
machine fault diagnosis or manufacturing line monitoring;
such as the class imbalance; the high amount of missing val-
ues; multicollinearity and high dimensionality; and, experi-
mental noise. Additionally, the evaluation criteria presents
further challenges such as the consideration of chronology
and the detection of operation states (also referred in the lit-
erature as context awareness). The consideration of all these
factors turns this exercise in a very representative and chal-
lenging problem. The solution here proposed, that obtained
the highest score in the contest, relies on the combination
of decision tree algorithms and a propagation system. The
trees provide observation-wise diagnoses while the propaga-
tion system deals with chronology by adding a Kalman style
filter that updates the probabilities, resulting in a more reli-
able result.

1. PROBLEM DESCRIPTION

1.1. Condition monitoring in manufacturing lines

The pursue of a more competitive manufacturing has led the
production equipment to be more flexible, sustainable and re-

Kerman López de Calle - Etxabe et al. This is an open-access article dis-
tributed under the terms of the Creative Commons Attribution 3.0 United
States License, which permits unrestricted use, distribution, and reproduc-
tion in any medium, provided the original author and source are credited.

quire of less human supervision for its operation. Recent ad-
vances as the inclusion of sensors in the line have allowed
the use of operator inputs together with the sensor measure-
ments to determine the state of the manufacturing process
(Stavropoulos, Chantzis, Doukas, Papacharalampopoulos, &
Chryssolouris, 2013). This state or condition detection that
is provided by decision systems allows line operators to take
corrective actions which, in turn, improves the responsive-
ness in terms of the machine downtime reduction. However,
as the decisions depend on the data received, providing re-
liable data is critical in order to optimize the manufacturing
system (Assad et al., 2021)

Considering the previous, exploring decision-making algo-
rithms for manufacturing systems at testbed level is of great
interest, as it provides a better insight of the kind of problems
that can be faced at industrial level and fosters the adoption of
reliable decision-making algorithms in real industrial setups.

1.2. Experimental rig

The problem proposed by the 6th European Conference of
Prognostics and Health Management Society 2021 (PHM) re-
sembles a typical component of a large-scale quality-control
pipeline of a production line. The experimental bed, cour-
tesy of the Swiss Centre for Electronics and Microtechnol-
ogy (CSEM), generates data similar to a real-world industrial
manufacturing line.

The line consists of a 4-axis SCARA-robot with a vacuum
gripper that picks up fuses from a feeder to a fuse-test-bench.
On the test-bench, fuse current conductivity is measured, and,
if the conductivity is appropriate, heating is applied to the
fuse while a thermal camera measures during the heating pro-
cess. Once the fuse is tested, it is sent back to the feeder with
two conveyor belts.

1

291



EUROPEAN CONFERENCE OF THE PROGNOSTICS AND HEALTH MANAGEMENT SOCIETY 2021

1.3. Data

The testbed had different sensors installed that captured 50
signals measuring different physical properties of the system,
such as pressure, vacuum, humidity, etc. Those signals were
continuously measured during the experiments. However,
some statistical descriptors were computed every 10 seconds
instead of storing raw measurements. Those signal features
were: counts (Cnt), frequency (Freq), maximum (Max), min-
imum (Min), standard deviation (Std), Trend and value, which
were not computed for every signal.

During each experiment, lasting between 1 and 3 hours, dis-
turbances were applied to some of them, simulating 8 differ-
ent system failure conditions, labelled 2, 3, 4, 5, 7, 9, 11 and
12. With a total of 9 different classes, including the healthy
class, labelled 0, in which no disturbances were introduced.

During the challenge the data was provided in two stages.
Firstly, 50 healthy experiments and 4 experiments with each
of the labels 2, 3, 5, 7 and 9 were released. Algorithm de-
velopment began with those data. Later, another 20 data sets
without failures and 3 of each of the 4, 11 and 12 faults were
made available.

1.4. Evaluation

The data challenge organising committee proposed the fol-
lowing 4 criteria in order to assess the goodness of each ap-
proach to the problem.

• Identification and classification of faults: Determining
which experiments are faulty and identifying which type
of fault it is. That is, a fault diagnosis system that pro-
vides the class when given an experiment. This is tested
by providing unseen experiments to the solution and check-
ing how many of them are classified correctly.

• Root cause analysis: The solution had to provide a rank-
ing of the signals in descending order of importance that
could be causing each of the 8 failures. The appropriate
signal should be among the top four signals, assigning
a proportional score to the position of that signal in the
ranking.

• Prediction in the shortest time: Algorithms are forced to
consider the chronology of the experiments when pro-
viding the class. The solution is run twice to validate
this assumption. In each run, the time required to reach a
definitive diagnosis is provided. Later, this time is used
to cut the experiment, repeat the process and ensure, this
way, that the diagnostic system is robust (it returns the
same diagnostic in the second run).

• System operation parameter identification: Apparently,
the test rig can operate with two different operation pa-
rameter configurations that provide different sensors read-
ings but are not causing faulty operation of the line. The
solution should be able to identify the point where taken

in one or the other condition, without having any la-
belling related to the different conditions as they are all
labelled as healthy experiments.

2. SOLUTION

2.1. Evaluation Related Inference

• The fourth evaluation criterion implied the existence of
two data groups within the same label 0 (healthy). Hence,
developing algorithms without considering this fact would
lead to a worse diagnosis capability. For that reason, in-
stead of considering this aspect as an optional bonus, it
was decided to start tackling this point first.

• The challenge had an interesting system that validated
the time allegedly spent by the algorithm to reach a solu-
tion. For that validation, the experiment was cat follow-
ing the indicated time and it was fed back to the algo-
rithm, ensuring that the class provided by the algorithm
in the second attempt coincided with the one previously
obtained. This evaluation system was designed to avoid
data leaking from one run to the next, as the algorithm
could not know whether it was being ran in the first (with
the full experiment) or the second (with the reduced ex-
periment) time. However, it was not perfect, as during
the first run the algorithm could see the full experiment.

2.2. Issues

On the top of the previous observations, the first exploratory
analyses unveiled some additional aspects that needed to be
considered to properly tackle the problem:

1. Missing Values: Data values that are not properly stored
or are missing can have a significant impact on the anal-
ysis and further conclusions. The complete data set con-
tained 10% of missing values not identically distributed
by the variables.

2. Class imbalance: Class imbalance occurs in classifica-
tion predictive modelling when there is an unequal dis-
tribution of classes in the training set. Typically this kind
of problem hinders the obtaining of reliable diagnosis al-
gorithms since the traditional models and performance
metrics (such as accuracy) assume a balanced class dis-
tribution. In a first analysis of the available data, clear
imbalance was identified as there were only 4 experi-
ments for each 2, 3, 5, 7 and 9 classes; 3 experiments
for classes 4, 11 and 12; whereas there were 70 experi-
ments belonging to class 0 (healthy).

3. Multicolinearity: Multicolinearity occurs typically in highly
sensed environments where the same signal is described
with various statistical descriptors. As different descrip-
tors belonged to the same signal, and some signals were
measuring similar effects, many of the resulting variables
were highly correlated, which can be very harmful, par-
ticularly in linear models.
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4. High dimensionality: A total of 248 variables were ob-
tained in each test, with a number of observations rang-
ing from 357 to 1081 per experiment. Comparatively,
this amount of variables was high, making us aware of
potential downsides of employing distance based tech-
niques (due to the curse of dimensionality) or a high
chance of facing overfitting if the algorithms used noisy
signals when no relevant signal was found.

5. Bias in experiments/Experimental noise: In relation to
the previous point, an additional source of noise in con-
dition monitoring is the experimental noise. For any rea-
son, exact replications of experiments in the same testbeds
lead to have different signal values. In that regard, con-
sidering each observation as purely independent (as in
most machine learning problems) is risky, as the inertia
the systems have tends to be used by the algorithms to be
capable of detecting the experiment in contrast to gener-
alising the class value. For that reason, using standard
randomly created train/test splits needed to be avoided.

6. Chronology in diagnosis: Considering chronology can
be beneficial and detrimental at the same time. On the
one hand, considering chronology could ease the identi-
fication of some faults that were not present on the com-
plete signal due to their intermittent behaviour. On the
other, considering chronology needed of tools that were
not of-the-shelf, hence requiring to build ad-hoc designed
algorithms to benefit from it.

2.3. Algorithm Development

Bearing in mind all the previously presented issues, an algo-
rithm was developed by combining the techniques explained
throughout this section. On the one hand, the statistical soft-
ware R was used for the exploratory analyses. The libraries
used to preprocess the data were dplyr (Wickham, François,
Henry, & Müller, 2019), imputeTS (Moritz & Bartz-Beielstein,
2017) and cluster (Maechler, Rousseeuw, Struyf, Hubert,
& Hornik, 2021). On the other hand, the development of
the final algorithm was programmed in Python. sklearn
library was used to train and validate the models and also
to perform Principal component Analysis (Pedregosa et al.,
2011) and imblearn to manage the imbalanced data (Lemaı̂tre,
Nogueira, & Aridas, 2017).

2.3.1. Missing Value Handling

After a completeness analysis was carried out variable-wise,
a relationship was identified between the appearance of miss-
ing values in some features. In many cases, when the feature
Cnt (Counter) of a variable took a value of 0, the Freq fea-
ture is also 0 and the rest of the features (Max, Min, Std,
Trend, value) did not have any value. For that reason, it
was decided to eliminate from the study those variables that
contained more than 80% of missing values in some tests.
For the remaining variables, in each test the missing values

were imputed using the LOCF (Last Observation Carried For-
ward) (Barnes, Lindborg, & Seaman, 2006) method followed
by a backward fill. This way the amount of information brought
from ”the future” was minimised as most of the values were
imputed by the first forward imputation pass.

2.3.2. Validation of the Performance in Classifications

The effectiveness of the classification models was validated
by comparing the results of metrics extracted from the confu-
sion matrix. It was decided to use Recall because this metric
penalises false positives (Ting, 2010). Therefore, Recall val-
ues close to 1 were desired, minimising the cases in which
failed experiments were classified as healthy.

2.3.3. Identification of the Two System Parameter Con-
figurations

For the identification of the two parameters sets under the
healthy cases CLARA clustering algorithm was used forcing
the algorithm to identify two clusters (Kaufman & Rousseeuw,
1986). This algorithm applies the Partition Around Medoids
(PAM) in different samples of the dataset to obtain an optimal
set of medoids. It was implemented using Manhattan distance
for 50 samples with 500 observations each. The high dimen-
sionality of the problem hindered the obtaining clear clusters,
as, inside the same experiment, CLARA assigned very dif-
ferent proportions of class values. This was assumed to be
incorrect, because according to the problem statement, each
experiment could only contain a single set of configuration
parameters.

Therefore, the experiments that were clustered clearly (with
all the observations belonging to either cluster 0 or 1) were
taken and a supervised decision tree was used to identify which
rules were critical in their identification. This same model
was applied to the rest of experiments (the ambiguous ones
in the clustering) and the supervised model proved to be a
perfect cluster classifier with only a single feature.

As a consequence, considering the inherent difficulties of train-
ing a model that had sub-classes inside a class, an additional
label was created. From this point on, experiments with 0
label were split into two different classes according to the re-
sults of the decision tree.

2.3.4. Root Cause Analysis

The detection of important signals related to each fault was
carried out with a PCA (Principal Component Analysis), as
it is well suited for high dimensionality and multicolinearity
scenarios. From the whole dataset (with all the available ex-
periments), subsets containing the observations of the healthy
class and the observations of each faulty class were created.
In each subset, PCA was applied separately for the features
coming from each signal, thus, as many PCAs as the number
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of signals were computed. For each PCA, the number of com-
ponents to be kept was optimised according to f1-score and
a Classification Tree, in that way, the information of signal
(from three to seven features) was condensed in a reduced set
of principal components. This procedure was done for each
data subset containing the observations of the healthy class
and the observations of each faulty class. Once the signals
were reduced with PCA, the decreasing impurity of a Clas-
sification Tree was used to identify the signals which might
have caused the faults. The approach here was validated us-
ing LeaveOneGroupOut cross validation for each data subset
with the healthy observations and faulty observations, leav-
ing out a different faulty experiment in each iteration. Note
that the results obtained in this process were used for the sole
purpose of answering the root cause analysis task of the chal-
lenge. The knowledge gathered at this stage was used only as
a notion of which features could be of interest for the diagno-
sis algorithm, as using the same signals was expected.

2.3.5. Diagnosis models

Fault identification process was split into two layers. In the
first layer, algorithms were developed to provide the probabil-
ity of a single observation (data from 10 second window) of
belonging to the different classes. In the second layer or the
propagation, the observation-wise probabilities were used by
another algorithm to identify the underlying signal, the true
class of the experiment, that was obtained by considering the
chronological information.

The following key aspects were considered during the devel-
opment of the diagnosis algorithms:

• In order to avoid experimental noise, instead of carrying
out random training/testing partitions, LeaveOneGroupOut
cross validation paradigms were favoured, as they did not
leak data from the same experiment to the testing set re-
sulting in a more reliable estimation of the error. Data
from one experiment of each class was left out of the
training phase and all of them were used to validate at
each iteration.

• Imbalance was tackled by combining the SMOTE (Syn-
thetic Minority Oversampling Technique) method (Chawla,
Bowyer, Hall, & Kegelmeyer, 2002) followed by the Tomek
Links method for undersampling (Tomek, 1976). This
way the number of observations belonging to each of the
classes was equalized.

• Tree-like algorithms were preferred due to their simplic-
ity (explainability) and capability to handle multiconlin-
earity. Additionally, seeking for robustness in the devel-
opment of the trees, the tree depth was set to 5 to avoid
overfitting and make the tree use only those signals that
were significant. The minimum number of observations
per leaf was set at 450. This decision was made to force
the trees to contain more than one complete experiment

on the final leaf, since the shortest experiment contains
360 observations. These values were established in order
to generalise the solution as much as possible. However,
other values were tested for these parameters, obtaining
similar results. Gini impurity function was used for the
measure of the quality of a split.

As some faults required of less effort than others to be di-
agnosed, several diagnosis models were stacked. Each time
some faults were identified as similar and difficult to distin-
guish from each other, another model was created for those
specific faults trying additional and more complex approaches.

2.3.6. Propagation of probabilities

The diagnosis models explained in the previous section pro-
vided a observation-wise or instant-wise class probability ar-
ray as shown in Figure 1 Left). In order to improve the over-
all accuracy of the model, a Kalman filter like algorithm was
used (Kalman, 1960). Starting from a scenario of equally
probable class state, the algorithm kept updating the states
(probability of having a certain class fault) with each new ob-
servation (a vector of probabilities provided by the diagnosis
model). This way, the algorithm filtered the intermittence of
the diagnosis layer by providing clearer trends as in the ex-
ample of Figure 1 Rigth).

2.3.7. Feature engineering

As detecting some classes was non trivial from the raw data,
feature engineering was used to create more meaningfull fea-
tures that could help to disambiguate. This feature engineer-
ing consisted on the use of certain thresholds to detect the
amount of data surpassing this value from the total number
of measurements at that time, that is, creating a ratio. This
ratio variables were done in an on-line trend without vio-
lating any time series constraints. The meaningfull features
detected were VacuumValveClosedvStd for class 5 and Du-
rationPickToPickvStd for class 7. If V is the ordered set
containing chronologically ordered observations of Vacuum-
ValveClosedvStd, and D the ordered set containing chrono-
logically ordered observations of DurationPickToPickvStd, the
new variables ratioV and ratioD are defined for i-th observa-
tion as follow:

ratioVi =
|NV,i|

i
,

ratioDi =
|MD,i|

i
,

(1)

where the sets NV,i and MD,i are defined by,

NV,i = {v ∈ {vk}ik=1 ⊆ V | v > 0.2},
MD,i = {d ∈ {dk}ik=1 ⊆ D| 0.26 < d < 0.45}.

(2)
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Figure 1. Diagnosis and propagated diagnosis of test 2 of class 2. Left) Diagnosis probabilities as provided by the diagnosis
model. Right) Kalman filtered diagnosis probabilities.

Table 1. Glimpse of feature creation on test 5.0

Observation V ratioV
...

...
...

2 0.0498 0/2 = 0
3 0.2519 1/3 = 0.3333
4 0.0946 1/4 = 0.25
5 0.0944 1/5 = 0.2
6 0.2045 2/6 = 0.3333

Table 2. Glimpse of ratio feature creation for test 7.0

Observation D ratioD
...

...
...

11 0.2135 0/11 = 0
12 0.4209 1/12 = 0.0833
13 0.0169 1/13 = 0.0769
14 0.4373 2/14 = 0.1429
15 0.0290 2/15 = 0.1333

Examples of the creation of the these new features for tests
5.0 and 7.0 are shown in Table 1 and Table 2, respectively.

2.3.8. Shortest answer time

There where several aspects to consider in order to determine
the shortest required time:

Firstly, as some imputation was carried out, it was necessary
to consider that the within the elapsed time, at least a single
non-empty observation of the employed variables should ex-
ists. This instant was named TNA.

Secondly, the minimum time necessary to classify the exper-
iment in the two system parameter classifications (SPC1 and
SPC2) needed to be computed, which was named as TO.

Finally, for the diagnosis, as mentioned in Section 2.1, the
evaluation method could not avoid the algorithm having a full
picture of the experiment on the first run. However, there was
no a direct way to transfer information regarding the run to
the algorithm. Consequently, it was decided to assume that,
regardless of the run, the most probable real class was iden-
tified at the end of the experiment. By doing so, the cutting
point/instant became the first point of time where the most
probable class was the same as the most probable class at the
end of the input test. This assumption ensured consistent re-
sults and allowed the algorithm to benefit from the full picture
it had on the first run, this time was called TD. Note that, as
many diagnostic models are present in the algorithm, TD rep-
resents the longest time required by the diagnostic algorithms
of the current test. Therefore, TD = max(TD′ , TD′′) and
TD′′ = 0 in case the class was different to 0, 5 and 7.

In summary, the minimum number of time windows required
by algorithm to classify the input experiment, was calculated
as Tc = max{TNA, TO, TD}.

3. RESULTS

The final algorithm consisted of a combination of sub-models
which were assembled as shown in the diagram in Figure 2.

The divide, propagate, and conquer strategy allowed to split
the initial big problem (classification of 9 classes) into smaller
classification problems, in which robustness of the final algo-
rithm was always sought. One of the major worries during the
development of the algorithm was incurring in overfitting, as
the classes were really imbalanced and not considering that
could lead to bad results on the testing. At the same time, due
to the small amount of the faulty class tests, it was not possi-
ble to totally exclude some data to validate later our methods.
Efforts were made to withdraw strong rules that fitted well
the data and did not provide false positives nor overfit the
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Figure 2. Execution Flow of the Classification Algorithm.

data and provide overoptimistic results.

Initially, regarding the identification of operating conditions
in healthy tests, a single rule was required for their correct
identification as Figure 3 shows. This rule was capable of de-
tecting the different operating conditions without ambiguity,
except for a couple of outliers that appeared on the beginning
of some tests.

Due to the peculiarities of the dataset, more than a single di-
agnosis models were required to perform a full identification
of the faults. The first decision tree (DM1) separated the
healthy experiments that were done with the first parameter
configuration and class 11 failures. The remaining healthy
cases and the 8 faulty classes were disambiguated by another
decision tree (DM2) since those experiments were carried out
with the second parameter configuration. In addition, due to
the difficulties to discern between classes 0, 5 and 7, an ad-
ditional tree (DM3), with extra features (ratio variables for
VacuumValveClosed and DurationPickToPick) was needed.
Using this new approach, a diagnostic model was achieved
that correctly classified the two faults 5 and 7, obtaining an
average Recall in the training step of 0.9825 for class 5 and
0.9806 for class 7. In the validation step of the DM3 model,

Figure 3. Boxplots of healthy tests, red line represents the
operation configuration decision rule.

a mean value for Recall was obtained in the corresponding
iterations to leave out each of the experiments of 0.9625 for
class 5 and 0.94875 for class 7. Those results were consid-
ered successful and the DM3 diagnosis model was added to
the final algorithm.

Finally, regarding fault class 4, differences between the three
available tests of this type were observed. Some class 4 tests
had the same behaviour as some healthy tests whereas the re-
maining one had a similar behaviour as other healthy classes,
as shown in Figure 4. Hence, depending on the tests which
were selected for training and testing, the models were very
different without giving a chance to obtain robust solution for
the diagnosis of this class. Thus, although the mean value of
Recall metric in the training phase was 0.714, the diagnosis
model was not able to correctly classify the testing experi-
ments and the Recall value in the validation was 0 in all itera-
tions. Furthermore, the most important signals were different
in the three tests. For these reasons, it was assumed that the
testing set would have a similar distribution of the cardinality
as the one on the training, and the final algorithm labelled 4
class predictions as healthy. Additionally, to compare the re-
sults obtained for the diagnosis of faulty classes 5 and 7 with
the results obtained with faulty class 4, LeaveOneGroupOut
cross validation is used once again. Figure 5 shows the con-
fusion matrix of one of these iterations.

All in all, the final algorithm only required 10 features for the
diagnosis and propagation, which are shown in Table 3 .

Regarding the Root-cause-analysis, the signals that were iden-
tified as most important in relation to each fault class are
shown in Table 4. Finally, the propagation thought the Kalman
algorithm provided very interesting results. In the tests where
the class value was not clearly predominant according to the
diagnosis algorithm, the filter allowed to visualise a clearer
trend, as the Figure 1 shows, which improved the final diag-
nosis.

The solution dealt properly with the identification of the tests
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Table 3. Set of features used by the final algorithm.

Features
SmartMotorPositionErrorvMin VacuumValveClosedvStd
DurationPickToPickvStd DurationRobotFromFeederToTestBenchvalue
SharpnessImagevalue NumberFuseDetectedvMin
TotalCpuLoadNormalizedvStd SmartMotorSpeedvStd
Temperaturevalue DurationRobotFromTestBenchToFeedervalue

Table 4. Feature Importance for each class

Class Features

Class 2
FeederAction2
Humidity
NumberFuseDetected

Class 3 SharpnessImage
Class 5 VacuumValveClosed
Class 7 DurationPickToPick
Class 9 SmartMotorSpeed

Class 11

SmartMotorPositionError
DurationRobotFromFeederToTestBench
DurationRobotFromTestBenchToFeeder
DurationTestBenchClosed

Class 12 DurationRobotFromFeederToTestBench
DurationRobotFromTestBenchToFeeder

that were provided for the training, allowing a totally accurate
diagnosis of faults except for class 4 which was predicted as
0 on purpose (assuming the testing set would follow a simi-
lar distribution on the number of tests per class). Addition-
ally, the time required to determine the class was most of the
times very short, since 2 observations were enough to detect
the class in many of the tests. In average 18 observations were
required for all the tests in the train and only in 5 cases more
than 100 observations were necessary to classify the experi-
ment correctly. Finally, the features related to each class (or
root cause analysis) were visually validated.

In the context of the challenge, the solution has been proved
to be robust. It has obtained the highest Final score, obtaining

Figure 4. IntensityTotalThermoImagevalue boxplots per test
for class 0 and 4.

the highest scores amongst the participants for accuracy and
required time, a full score in clustering and a more modest
score in root cause identification.

These results demonstrate that the algorithm has been able to
generalise well, in sight of the accuracy score; and, that the
policy developed for minimising the time required has also
behaved correctly according to the timing score. In addition,
the clustering rule has shown very robust results.

Regarding the root-cause-analysis, the main differences be-
tween our solution and the official solution are found in fault
classes 7 and 11. For fault class 7, the important features
according to the official solution are FusePicked and Vacu-
umFusePicked, instead of DurationPickToPick, which is our
choice. In a scenario with highly colinear features, it is prob-
able that all the mentioned features could be valid. Further-
more, for faulty class 11, the official solution has only con-
sidered the features corresponding to the separation between
the two operation configurations, but features that separate
the faulty class 11 with its operation’s healthy class are also
considered in this work.

4. FINAL REMARKS

The solution presented in this paper must be considered in the
context of a challenge, with limited access to relevant infor-
mation and, at the same time, a considerably short time to de-
velop a proposal. This approach is based on the need to split
a big problem into smaller and simpler parts that could be
solved independently from the each other. This was achieved
by: employing decision trees and similar structures that al-
lowed to identify certain classes at a time and leaving less
uncertainty to the next layer of the algorithm; a separate fea-
ture selection methodology that helped in the development of
diagnosis algorithms; the propagation of the observation-wise
diagnosis of the algorithms; and, a backwards identification
of the required computation time.

Overall, the solution has yielded satisfactory results, obtain-
ing the highest score in the competition and showing great
generalisation capability by only failing to detect the class 4
tests, as expected by design. This has been achieved by stack-
ing a rater simple algorithm: The decision tree, which has the
added advantage of being understandable. Additional inter-
esting findings are the appropriateness of feature engineer-
ing approaches, that have helped in the diagnosis of difficult
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(a) Train Confusion Matrix

(b) Test Confusion Matrix

Figure 5. Confusion Matrix of an iteration of LeaveOne-
GroupOut Classes 0,4,5 & 7. Test used for validation: 10
random tests of class 0, and test 4.1, 5.4 and 7.5 for other
classes.

classes; the propagation with Kalman filter, that allows the
identification of trends in noisy tests; and the strategy used
for the detection of required time, which helps the solution to
make very precise adjustment of the required time.

This approach has, however, some limitations. Firstly, regard-
ing the strategy used to detect the shortest time required for
the classification, it needs to be mentioned that this approach
fits well inside the challenge context, but it is not applicable
in a real scenario, as there is no first and second run for each
test. Secondly, it has not being possible to detect all the faults,
which makes this solution incomplete.

Team HIRUTEK is aware of the limitations of this work, but,
at the same time, some interesting techniques are presented
and could be further studied. In that sense, we consider of
great interest working on the identification of fault 4, which
has been left aside in this work, but that we believe that could

be tackled by using frequency or other time/frequency tech-
niques. Also, it might be interesting to study the missing val-
ues and their correct imputation, as they could be a source
of interesting information even if they have been overlooked
in this work. Finally, the use of Kalman filters to visualise
trends of probabilities could be further extended and studied
including more realistic strategies to identify at which point
is the class probability stable enough to provide a label for
the test.

ACKNOWLEDGMENT

This work is partly supported by the project 3KIA (KK-2020
/ 00049), financed by the SPRI-Basque Government through
the ELKARTEK program and AI-PROFICIENT, which has
received funding from the European Union’s Horizon 2020
research and innovation program under grant agreement No
957391.

REFERENCES

Assad, F., Konstantinov, S., Nureldin, H., Waseem, M., Rush-
forth, E., Ahmad, B., & Harrison, R. (2021). Mainte-
nance and digital health control in smart manufacturing
based on condition monitoring. Procedia CIRP, 97,
142–147. doi: 10.1016/j.procir.2020.05.216

Barnes, S. A., Lindborg, S. R., & Seaman, J. W. (2006). Mul-
tiple imputation techniques in small sample clinical tri-
als. Statistics in Medicine. doi: 10.1002/sim.2231

Chawla, N. V., Bowyer, K. W., Hall, L. O., & Kegelmeyer,
W. P. (2002). SMOTE: Synthetic minority over-
sampling technique. Journal of Artificial Intelligence
Research. doi: 10.1613/jair.953

Kalman, R. E. (1960). A new approach to linear filtering and
prediction problems. Journal of Fluids Engineering,
Transactions of the ASME. doi: 10.1115/1.3662552

Kaufman, L., & Rousseeuw, P. J. (1986). CLUSTERING
LARGE DATA SETS. In Pattern recognition in prac-
tice. doi: 10.1016/ b978-0-444-87877-9.50039-x

Lemaı̂tre, G., Nogueira, F., & Aridas, C. K. (2017).
Imbalanced-learn: A python toolbox to tackle
the curse of imbalanced datasets in ma-
chine learning. Journal of Machine Learn-
ing Research, 18(17), 1-5. Retrieved from
http://jmlr.org/papers/v18/16-365

Maechler, M., Rousseeuw, P., Struyf, A., Hubert, M., &
Hornik, K. (2021). cluster: Cluster analysis ba-
sics and extensions [Computer software manual]. Re-
trieved from https://CRAN.R-project.org/
package=cluster

Moritz, S., & Bartz-Beielstein, T. (2017). imputeTS: Time
series missing value imputation in R. R Journal. doi:
10.32614/rj-2017-009

Pedregosa, F., Varoquaux, G., Gramfort, A., Michel, V.,

8

298



EUROPEAN CONFERENCE OF THE PROGNOSTICS AND HEALTH MANAGEMENT SOCIETY 2021

Thirion, B., Grisel, O., . . . Duchesnay, E. (2011).
Scikit-learn: Machine learning in Python. Journal of
Machine Learning Research, 12, 2825–2830.

Stavropoulos, P., Chantzis, D., Doukas, C., Papachar-
alampopoulos, A., & Chryssolouris, G. (2013).
Monitoring and Control of Manufacturing Processes:
A Review. Procedia CIRP, 8, 421–425. doi:
10.1016/j.procir.2013.06.127

Ting, K. M. (2010). Precision and recall. In C. Sam-
mut & G. I. Webb (Eds.), Encyclopedia of machine
learning (pp. 781–781). Boston, MA: Springer US.
Retrieved from https://doi.org/10.1007/
978-0-387-30164-8652 doi: 10.1007/ 978-0-
387-30164-8652

Tomek, I. (1976). Two modifications of cnn. IEEE Transac-
tions on Systems, Man, and Cybernetics, SMC-6(11),
769-772. doi: 10.1109/TSMC.1976.4309452

Wickham, H., François, R., Henry, L., & Müller, K. (2019).
dplyr: A Grammar of Data Manipulation. R package
version.

BIOGRAPHIES
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Abstract
Machine Learning (ML) models are key enablers for the
implementation of different energy-efficiency strategies in
buildings. There are a variety of frameworks that facil-
itate the development of ML models, but it is necessary
to move into a different environment for their deployment
and exploitation. Furthermore, their performance tends to
degrade over time. Consequently, they need to be regu-
larly evaluated and upgraded to ensure the robustness of
the overall solution. The seamless exploitation, adapta-
tion and evolution of ML models is still an open issue
nowadays, and in this article, a software framework called
PRENERGET aimed at addressing this issue is presented.
The main contributions of PRENERGET are, on the one
hand, the facilitation of the exploitation of ML models
to make forecasts related to energy efficiency, and on the
other, the maintenance and, if possible, the improvement
of the forecasting performance over time.

Introduction
Nowadays, the building sector’s energy consumption ac-
counts for almost a third of the total energy consumption
and its share of emissions has risen to almost 30% (In-
ternational Energy Agency 2021). As a matter of fact,
the energy consumed in the building sector is responsible
for nearly 3 Gt of direct CO2 emissions. Space heating,
cooking and other daily activities account for the majority
of global CO2 emissions today in the buildings sector (In-
ternational Energy Agency 2021), and the demand side
management (DSM) and demand response (DR) programs
have emerged in an effort to minimise these figures (Warren
2014, Albadi & El-Saadany 2007). However, the imple-
mentation of DR programs is not straightforward (Esnaola-
Gonzalez et al. 2021), and being able to accurately forecast
the energy demand plays a crucial role.
Artificial intelligence (AI) systems, and more precisely,
Machine Learning (ML) based models have showcased
their prominence in creating accurate predictions (Gómez-
Omella et al. 2021, Tascikaraoglu & Sanandaji 2016, Lu-
sis et al. 2017). There are a variety of environments and
frameworks that facilitate the development of ML models,
but when it comes to their deployment and exploitation,
it is necessary to move into a different environment. Cer-
tainly, the value offered by the models is more often than
not limited by the use of inappropriate application logic.
Furthermore, under normal conditions, ML-based fore-
casting models performance degrade over time due to a
change in the environment that violates the models as-
sumptions (Widmer & Kubat 1996). Consequently, the
deployed models need to be regularly evaluated and up-

graded to ensure the robustness of the solution they are
part of (Žliobaitė et al. 2016).
The seamless exploitation, adaptation and evolution of
ML-based models is still an open issue nowadays, and
in this article, a software framework called PRENERGET
aimed at addressing this issue is presented. Namely, the
main contributions of the developed framework are:

• To facilitate the exploitation of ML models to make
forecasts related to energy efficiency.

• To maintain and, if possible, improve the forecasting
performance over time.

The rest of the article is structured as follows. First, a sum-
mary of previous works found in the literature is presented
in the Related Work Section. The development and de-
ployment of PRENERGET is detailed in The Framework
Section. Later, in the PRENERGET On the Loop Section,
PRENERGET is validated in a real use case and the results
obtained are shown. Finally, the conclusions obtained are
summarised and future work is presented.

Related work
The AI is currently experiencing an upsurge that can be
attributed to advances in computing and the increasing
availability of data, and it has been useful for solving prob-
lems of different nature, including forecasting problems.
In the field of energy efficiency in buildings, being able
to accurately forecast future situations is key to ensure
optimal decision-making. For example, forecasting the
energy to be consumed and the energy to be produced by
renewable systems installed in a building can contribute
to maximising their energetic efficiency by implementing
load curtailment (i.e., a reduction of electricity usage) or
reallocation (i.e., a shift of energy usage to other off-peak
periods) (Esnaola-Gonzalez et al. 2021).
Regarding the forecasting of energy coming from renew-
able sources, different approaches and mechanisms can
be found in the literature, including ML algorithms. As
a matter of fact, they have been proven to perform well
when forecasting energy to be produced by photovoltaic
panels (Ahmed et al. 2020, VanDeventer et al. 2019), solar
thermal collectors (Unterberger et al. 2021) or even wind
farms (Juban et al. 2007). Likewise, for the forecasting of
buildings’ energy consumption, different ML algorithms
have been demonstrated to be valid. In (Zhang et al. 2018),
a support vector regression modelling approach has been
used for forecasting households electricity consumption,
both to daily and hourly data granularity. But other algo-
rithms such as regression trees and neural networks have
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also been used in day-ahead load forecasting for residential
customers problems (Lusis et al. 2017).
There are numerous software applications, tools and IDEs
(integrated development environment) such as R Studio,
Weka or Rapidminer that offer many possibilities for cre-
ating and training ML models. However, they do not offer
functionalities that go beyond their own environments, and
in order to deploy the developed models, the integration
with other software is necessary. This concept has been
extended to the cloud, which offers many advantages when
it comes to the deployment of applications, both in terms
of ease and scalability. In this regard, products such as
Google Vertex AI and Amazon SageMaker offer sets of
tools that enable deploying models in their own cloud in-
frastructure. The problem arises when users want to deploy
these models on their own infrastructure or integrate them
with applications that use their infrastructure.
In addition, the rapidly changing environment where we
live in leads to the degradation of forecasting models’
performance. This fact can be evident when abrupt
changes occur such as during the COVID-19 pandemic-
related confinement, curfew and mobility restriction mea-
sures (Gomez-Omella et al. 2020), but there are also other
subtle changes that may equally affect the performance.
This is known as the concept drift problem, which means
that the statistical properties of the target variable the
model is trying to forecast, change over time in unfore-
seen ways (Lu et al. 2018). In the face of such changes,
forecasting models need to be adapted (Gama et al. 2014).
Understanding the effect of the drift on the ML perfor-
mance and defining the most appropriate adaptation strate-
gies to make them more robust is one of the first steps to
be considered. As a matter of fact, depending on the type
of change, different adaptation mechanisms may be im-
plemented. The work presented by (Celik & Vanschoren
2021) proposes different adaptation strategies that start
from an initial model trained at least once with an initial
batch of data. The strategy to follow will not always be the
same and it will depend on many factors (e.g., the nature of
the data, the application domain, unexpected events, etc.).
This strategy will be determined by the data analysis task
who is in charge of understanding the behaviour of the
derivative of the model, detecting it, and even anticipating
it.
The monitoring of the forecasting models’ performance on
the one hand, and the implementation mechanisms of the
model adaptation on the other, are repetitive tasks that have
a cost in terms of personnel dedication that, in many cases,
may not offer improvements and therefore added value.
Automating the models’ performance evaluation and adap-
tation as well as the deployment of the adapted models al-
leviates workers from this tedious task and achieves better
results by potential possible manual errors. Furthermore,
this automation will also facilitate the selection of strate-
gies to be followed when adapting the models.
Google also offers the open-source product TensorFlow
which allows integration into on premise infrastructure.

This suite includes the Pusher model deployment tool as
well as other tools for model evaluation and validation such
as Evaluator and InfraValidator. In this case, the developer
is limited to use these libraries to generate the models and
will not be able to use other languages such as R. On the
other hand, the automation of the updates will have to
be implemented in programming code using the previous
tools.
Clipper (D. Crankshaw 2017) has been developed at a
higher level of abstraction so as not to depend on certain
frameworks to build the model. This framework is modular
and allows invoking models developed in Apache Spark,
Scikit-Learn, Caffe or TensorFlow. Clipper facilitates the
integration of models through a unified REST interface
but lacks model updating capabilities. Data and Learning
Hub for science (DLHub) (Zhuozhao Li 2021) is another
framework for the development of ML models. One of
its pillars is the use of a standard model invocation via
the previously developed “funcX” (R. Chard 2019, 2020),
function and other one the use of Docker based containers
as the current work. It is an excellent environment with
good model characterisation capabilities and good perfor-
mance, but it is oriented to research environments and not
to production environments where resources have different
restrictions. Muthusamy et al. (2018) shows a layer that
encapsulates the ML models to provide a microservice in-
terface that can be exploited in business applications. In
this case, the model developer must be able to implement
the defined interface. This interface offers functionalities
to detect data drift and KPIs on accuracy and therefore as-
sesses the need for retraining, but the update of the models
is left out of the scope of the work.
Data scientists are experts in creating the ML models that
solve the aforementioned prediction problems but the de-
ployment of these models into production for their ex-
ploitation is not as straightforward as it might be thought.
As a matter of fact, when it comes to exploiting the mod-
els, they are confronted with different execution environ-
ments than those used for analysis. These environments
may work with technologies that are beyond the scope
of knowledge of data analysts. And here is where pro-
grammer analysts come into play. They are specialists in
creating software to be exploited in a given environment,
but their knowledge of ML is often insufficient. There-
fore, collaboration between the two types of profiles is not
straightforward due to the different nature of the environ-
ments in which each works.
A framework to unify the interfaces between both of them
can significantly improve the interaction necessary for the
joint development of the software needed to not only
exploit the forecasting models but to also ensure their
performance over time. To the extent of knowledge of
authors, existing approaches do not cover these require-
ments (Simmhan et al. 2013, Choi et al. 2016). Therefore,
the definition and implementation of the necessary infras-
tructure, mechanisms, channels, interfaces, and workflows
to facilitate the automation, deployment, and execution
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of ML models under the same software architecture to
streamline the process is a necessity.

The Framework
In this section, the design and the development of PREN-
ERGET is presented. PRENERGET is a software frame-
work for the deployment of ML models and its automatic
adaptation to potential changes. The software framework
offers a pipeline and a set of interfaces to incorporate data
from different sources; the invocation and execution of
multiple ML models; the mechanisms for monitoring and
estimating the error generated by the ML models; and the
required elements for the evaluation of the model and its
future adaptability. PRENERGET provides a modular ar-
chitecture with all the advantages that this involves and in-
cludes consistency in development, reduced development
time, and flexibility.

Development
PRENERGET provides the data flows and workflows that
maps out the flow of information, the definition of the
pipelines for the interconnection of the different blocks
or functionalities and the workflow engines that orches-
trate the execution of tasks and exchanges of data between
them. It is based on the interoperability offered by a set of
REST API services, used to design, and integrate applica-
tion software on different platforms, and a set of standard
interfaces with an execution environment based on the R
programming language that allows the development of ad-
vanced ML functionalities. This makes it easily integrated
with other software either locally or remotely.
PRENERGET includes the following functionalities:

• R Script execution: The set of programs and func-
tions implemented in R programming language. They
are in charge of training, executing and evaluating the
ML models. They also include the functions to im-
plement the automatic adaptation strategy or model
adjustment. These functions can change, vary or even
be replaced by others at any time without affecting the
rest of the infrastructure because PRENERGET pro-
vides a modular architecture.

• Task Scheduling: The set of Web services imple-
mented in Java that encompass a set of tasks that can
be executed both periodically and on demand. Most
of these calls use a client to communicate with an R
server, where the scripts are executed.

• Data management: The PRENERGET architecture
uses two types of databases. The first type, called
’external databases’, is used to acquire the data and to
develop the initial ML model its future re-adaptation.
Being a modular and flexible architecture, it can work
for any type of database (e.g., relational, time se-
ries...). All it takes is to change the connector to the
database and the architecture will continue maintain-
ing the rest of the functionalities. The second type,

called ’internal database’, is a database that includes
the information to manage the tasks, and metadata
about the models. This database allows the trace-
ability monitoring and the correct understanding and
interpretation of the models.

Figure 1 shows an example of the data flow between the R
Scripts and the Web service that handles task scheduling
and data management. In the flow, the components that are
executed in the Web service are coloured blue and those
that are carried out in the R scripts are coloured yellow.
The components with grey bands represent the main scripts
or classes while the solid components indicate actions that
are carried out within them.

Deployment
The functionalities described in the previous section are
provided by 3 software components. These have been
encapsulated in Docker (Merkel 2014) containers to ease
deployment, as shown in Figure 2.

• R server: Will contain a running instance of R engine,
along with the scripts and models to be called. As
R does not need compiling to be executed, scripts
can be updated or added during run-time, without the
need of stopping the software.

• Apache Tomcat: The task scheduling and data man-
agement functionalities will be provided by a Web
service developed in Java, hosted in a Apache Tom-
cat server. By publishing the functions in a Web based
API interface testing and integration with other soft-
ware becomes easier.

• Internal Database: This component stores the data
used by the Web service: models, variables, data
sources and scheduled tasks. This data is for inter-
nal usage only; data used to feed the model such as
historical knowledge is stored in databases external.
They are used by the software but are not considered
part of the software solution.

The specific actions of the scheduled tasks change between
different types but they follow a similar approach. After
retrieving information of the involved variables from the
database, the task will prepare the call to the script, re-
trieving data from the associated data sources and setting
up the parameters. The R engine will be called to execute
a specific script with the given parameters. After the ex-
ecution has finished, it will read the results and use them,
storing them, notifying other software or using them as
parameters of other scripts.

PRENERGET on the loop
For the automation of PRENERGET, the period of execu-
tion of the previously explained flow (Figure 1) is decided.
In each of these executions, a different training data set will
be chosen from an external database to develop a model.
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Figure 1: Data flow for model adaptation and updated

Figure 2: Software components architecture (with data sources)

Since the data is stored as time series over time, it is de-
cided to use moving windows to update the values of the
training phase. In this way, in each model fit, the oldest
historical data is eliminated and the most recent is added to
the training set. Afterwards, the training phase is started
by calling an R script in charge of adjusting the model
parameters using different techniques that allow generali-
sation, such as the commonly used k-fold cross validation.
In the next phase, the evaluation of the model is done by
calling another R script that obtained the errors or devi-
ations of the training phase. These errors are calculated
comparing the forecast values with the actual values reg-
istered available from the historical data. The update of
the model in production will be based on the improvement
of these error values that can be calculated using different
metrics such as the Root Mean Squared Error (RMSE) or
the Mean Absolute Error (MAE) among others. That is, in
the last phase, the errors from the new and the old models
are compared and if the new model improves the perfor-
mance of the deployed model, it will be used to replace
such a deployed model.
Being modular and configurable, PRENERGET allows

programming different strategies, both for the testing and
evaluation of the models, and for their update and adapta-
tion to changes, in an agile and simple way.

Use cases
The feasibility of the PRENERGET framework has been
tested in two real-world energy efficiency scenarios. On
the one hand, in a neighbourhood in Madrid (Spain), and
on the other, in a research centre in Eibar (Spain). For the
sake of simplicity, this section will focus only on the latter.
However, it is worth mentioning that the PRENERGET
framework is designed to be applicable to other energy-
related use cases.
The main objective of the forecast task was to provide ac-
curate electric demand forecasts for the next day, so that
adequate energy-saving strategies could be implemented
in advance. Such forecast task has been performed using
ML strategies based on the historical records containing
hourly electric consumption data measured in kWh. So,
before running the data flow of Figure 1, the forecasting
algorithm, input variables, training method, and error met-
rics to be used should be set.
A previous comparative study of the results obtained from
different ML algorithms concluded that the K-Nearest
Neighbours (KNN) was the most efficient algorithm to
provide further values in the problem at hand. The KNN
was compared with an ARIMA model, a Linear Regression
and a Support Vector Regression, obtaining better results
both in forecast errors and in computational time. As a
matter of fact, this method gives an accurate forecast due
to the seasonality and the repetitions in the daily electric
demand (Gómez-Omella et al. 2020).
After analysing different date and time related variables,
the hour, the day, the month, the season of the year, the
day of the week and a binary variable indicating whether
the day is a working day or not, were the selected vari-
ables as they provided the highest correlations with the
output variable. These support variables are needed to
be used as inputs for the KNN algorithm, as the available
data was a univariate time series containing the electricity
consumed and a time index. As the KNN is an algorithm
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that calculates distances between instances in order to de-
cide the most similar neighbours, trigonometric transfor-
mations were made in cyclical variables. In other words,
the hours and the month are modified to the sine and the
cosine of their values to force their values to be equidistant,
as explained in detail in Gomez-Omella et al. (2020).
Then, a 5-fold cross-validation technique was set to decide
the optimal number of ’k’ neighbours and the model was
then fitted using a subset containing the 70% of the entire
data available. This is a classic ML model training strategy
that reserves 30% of the data to validate the decisions made
in training task.
Finally, regarding the evaluation of the model accuracy, the
RMSE was the metric chosen to compare the performance
of the models. This value quantifies the mean error made
in a forecast by averaging the squared errors made in all the
estimated future points once their real values are known.
The RMSE unit of measure is the same as the original data,
making it intuitive to interpret.
Once the characteristics of the process have been config-
ured for the specific problem, a first version of the KNN
model was developed and deployed, and an automated task
was programmed to execute the data flow from Figure 1
every day at 00:00h, that is, once every 24 hours.
In each iteration, the first phase consists in retrieving set
of data to train the model. This set of data consists of
historical energy consumption registries of the last 365
days stored in an external database. It is worth mentioning
that, in this phase, a 24-hours rolling window has been set,
so that in each iteration, the previous iteration’s data set’s
first day is removed, and the last day is added to conform
the new data set to train the model. The second phase
consists in training the ML model. To do so, an R script
is called which contains the functions to carry out the
cross validation process and choose the optimal number
of neighbours k to be used. Once the model is trained,
in the next phase, it is evaluated by obtaining its RMSE.
By calling an R script, the RMSE of the training phase is
obtained and the score is stored in an internal database so
that it can be retrieved at any given time. Furthermore,
in this phase, the currently deployed model’s RMSE is
obtained in order to, in the next phase, compare it with
the newest model’s RMSE. As it can be seen in Figure 1,
the model version update occurs in case the new model’s
RMSE is lower than the deployed model’s RMSE. Every
time a new model is created in each iteration, it is tagged
with a different version code.
It starts with version 0.0 and then, version 0.1 is created.
In case that version 0.1 was better than 0.0 and the current
model needs to be replaced, version 0.1 will be automati-
cally renamed to 1.0. Therefore, the model version coding
convention is as follows. The models created in each iter-
ation are labelled as minor versions x.1, x.2, x.3,... and the
deployed ones as major versions 1.0, 2.0, 3.0,... If a given
created model performs better than the deployed one, it is
renamed as a major version. This approach allows to con-
trol the evolution of the model performance and to alert in

case the values deviate from the acceptable boundaries.

Results
The process was initialised developing a model with a
training set containing hourly electric consumption from
2020-03-30 to 2021-03-29, and an RMSE of 22.16 kWh.
This model corresponds to the first version being deployed,
so it is labelled as version 0.0. Once deployed, the first 24
hourly values forecast were corresponding to the next day,
that is, 2021-03-30.
In the next iteration, the model 0.1 was trained with data
from 2020-03-31 to 2021-03-30. Then, the RMSE ob-
tained from the training of the deployed model 0.0 and the
training of the new model 0.1 was compared. However,
the new model 0.1’s RMSE was higher, so the model 0.0
was not replaced and it continued to be active.
In the next iteration, a new model 0.2 was trained us-
ing data from 2020-04-01 to 2021-03-31 and the RMSE
obtained was 21.58 kWh, less than that provided by the
then-deployed model 0.0. For that reason, the model 0.2 is
renamed as model 1.0 and it replaced the deployed model
0.0.
These iterations are repeated every 24 hours and the infor-
mation of the models developed and deployed in the afore-
mentioned scenario are summarised in Table 1, where the
different updates of the versions of the model can be seen.
Notice that the models that which are not deployed, are not
included in that table.
In the first update, the RMSE of the model decreased
from 22.16 kWh to 21.58 kWh in two iterations, that is
forecast performance improved on average 0.58 kWh per
day. Then, ten days later, the RMSE improve 0.30 kWh and
that difference in error decreases in subsequent iterations.
The rate improvement of the estimations depends on the
data and the execution time, although the error is expected
to reach a stable state. The process is still running and
the model is continually being updated in order to pro-
vide estimates of further electric demand as accurate as
possible.
It is expected that the better the model fits in forecasting
historical data, the more accurate future forecasts will be.
This can be different in case an unexpected sharp change
in data statistical properties changed. That can be seen in
Figure 3, where forecast values obtained with the different
model versions are shown (to facilitate the visualisation,
it was decided not to show the forecasts of version 0.0).
As it can be observed, the estimated values and the actual
values are increasingly similar as the version of the model
is updated.

Conclusions
AI systems, and more precisely, ML-based models are
key enablers for the implementation of different energy-
efficiency strategies in buildings. However, their seamless
exploitation, adaptation and evolution when they are de-
ployed into production is still an open issue nowadays. In
this article, a software framework called PRENERGET
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Table 1: Snippet of the version update report of the deployed models
Version Initial Training Date Final Training Date RMSE (kWh) First Forecast Date

0.0 2020-03-30 2021-03-29 22.16 2021-03-30
1.0 2020-04-01 2021-03-31 21.58 2021-04-01
2.0 2020-04-11 2021-04-10 21.28 2021-04-11
3.0 2020-04-12 2021-04-11 21.25 2021-04-12
4.0 2020-04-14 2021-04-13 20.93 2021-04-14

Figure 3: Evolution of the electric demand forecasts from the different versions of the deployed models

has been presented, aimed at facilitating the exploitation
of ML models, and maintaining and if possible, improving
their performance over time.
PRENERGET’s modular architecture facilitates the de-
ployment of forecasting models. Analysts can concentrate
on developing the models in their environment based on
R, or another programming language. People closer to
systems management can implement them in a simple way
as they only have to link the databases used and program
when the invocations to the models will be made to ob-
tain the desired predictions. In this way, it will be very
easy to have several forecasters of different variables such
as energy, temperature or occupancy applied to different
facilities such as rooms, machines or entire buildings.
ML models are unable to keep pace in today’s fast-
changing world and their performance tends to degrade
with time. Dealing with this issue and ensuring that de-
ployed ML models provide operational results requires
from an intensive effort of data scientists and ML experts.
Even worse, in environments where many models are de-
ployed, this can end up being an insurmountable barrier
that hinders the successful deployment of an energy ef-
ficiency system. PRENERGET reduces costs, time and
errors derived from human intervention in ML model per-
formance maintenance and improvement tasks by automat-
ing it. Results show that in, a rather limited period, the
performance of models can be improved up to 6%.

Future Work
After evaluating the work done, two possible points for fu-
ture improvement are identified. On the one hand, in some
cases, missing data were identified after the execution of

the forecasts. Furthermore, when the connection was re-
established and the values were captured again, the first
value registered was the accumulated value of all the miss-
ing values. Therefore, the values provided by the systems
were not realistic due to the number of values that were not
correctly received. A function that identifies this kind of
failures and impute the missing values with the most suit-
able method before the execution of the forecaster is left
to further research. It is expected that the results obtained
after this modification provide more accurate results. On
the other hand, the implementation of a degradation con-
trol system of the final model is to be implemented. As
mentioned, the internal model error is expected to stabilise
over time and updates to production models will become
less frequent. In these cases, the evolution of the errors
in the predictions could be evaluated to avoid the concept
drift of the deployed model.
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Gama, J., Žliobaitė, I., Bifet, A., Pechenizkiy, M. &
Bouchachia, A. (2014), ‘A survey on concept drift adap-
tation’, ACM computing surveys (CSUR) 46(4), 1–37.

Gomez-Omella, M., Esnaola-Gonzalez, I. & Ferreiro, S.
(2020), Short-term forecasting methodology for energy
demand in residential buildings and the impact of the
covid-19 pandemic on forecasts, in ‘Proceedings of
40th SGAI International Conference on Artificial In-
telligence’, Vol. 12498, pp. 227–240.

Gómez-Omella, M., Esnaola-Gonzalez, I. & Ferreiro, S.
(2020), ‘Short-term electric demand forecasting for the
residential sector: Lessons learned from the respond
h2020 project’, Proceedings 65(1).
URL: https://www.mdpi.com/2504-3900/65/1/24

Gómez-Omella, M., Esnaola-Gonzalez, I., Ferreiro, S. &
Sierra, B. (2021), ‘k-nearest patterns for electrical de-
mand forecasting in residential and small commercial
buildings’, Energy and Buildings 253, 111396.

International Energy Agency (2021), ‘World energy
outlook 2021’.
URL: https://www.iea.org/reports/world-energy-
outlook-2021

Juban, J., Siebert, N. & Kariniotakis, G. N. (2007), Prob-
abilistic short-term wind power forecasting for the op-
timal management of wind generation, in ‘2007 IEEE
Lausanne Power Tech’, IEEE, pp. 683–688.

Lu, J., Liu, A., Dong, F., Gu, F., Gama, J. & Zhang,
G. (2018), ‘Learning under concept drift: A review’,
IEEE Transactions on Knowledge and Data Engineering
31(12), 2346–2363.

Lusis, P., Khalilpour, K. R., Andrew, L. & Liebman, A.
(2017), ‘Short-term residential load forecasting: Impact
of calendar effects and forecast granularity’, Applied
Energy 205, 654–669.

Merkel, D. (2014), ‘Docker: lightweight linux contain-
ers for consistent development and deployment’, Linux
journal 2014(239), 2.

Muthusamy, V., Slominski, A. & Isahagian, V. (2018),
Towards enterprise-ready ai deployments minimizing
the risk of consuming ai models in business applications,
pp. 108–109.

R. Chard, T. J. Skluzacek, Z. L. Y. B. A. W. B. B. S. T. I. F.
K. C. (2019), ‘High performance function as a service
for science’, Serverless supercomputing .

R. Chard, Y. Babuji, Z. L. T. S. A. W. B. B. I. F. K. C.
(2020), funcx: A federated function serving fabric for
science, in ‘Proceedings of the 29th International Sym-
posium on High-Performance Parallel and Distributed
Computing’.

Simmhan, Y., Aman, S., Kumbhare, A., Liu, R., Stevens,
S., Zhou, Q. & Prasanna, V. (2013), ‘Cloud-based soft-
ware platform for big data analytics in smart grids’,
Computing in Science & Engineering 15(4), 38–47.

Tascikaraoglu, A. & Sanandaji, B. M. (2016), ‘Short-
term residential electric load forecasting: A compres-
sive spatio-temporal approach’, Energy and Buildings
111, 380–392.

Unterberger, V., Lichtenegger, K., Kaisermayer, V., Gölles,
M. & Horn, M. (2021), ‘An adaptive short-term fore-
casting method for the energy yield of flat-plate solar
collector systems’, Applied Energy 293, 116891.

VanDeventer, W., Jamei, E., Thirunavukkarasu, G. S.,
Seyedmahmoudian, M., Soon, T. K., Horan, B.,
Mekhilef, S. & Stojcevski, A. (2019), ‘Short-term pv
power forecasting using hybrid gasvm technique’, Re-
newable energy 140, 367–379.

Warren, P. (2014), ‘A review of demand-side management
policy in the uk’, Renewable and Sustainable Energy
Reviews 29, 941–951.

Widmer, G. & Kubat, M. (1996), ‘Learning in the presence
of concept drift and hidden contexts’, Machine learning
23(1), 69–101.

306



Zhang, X. M., Grolinger, K., Capretz, M. A. M. & Seewald,
L. (2018), Forecasting residential energy consumption:
Single household perspective, in ‘2018 17th IEEE In-
ternational Conference on Machine Learning and Ap-
plications (ICMLA)’, pp. 110–117.

Zhuozhao Li, Ryan Chard, L. W. K. C. T. J. S. Y. B. A.
W. S. T. B. B. M. J. F. I. F. (2021), ‘Dlhub: Simplify-
ing publication, discovery, and use of machine learning
models in science’, Journal of Parallel and Distributed
Computing 147, 64–76.
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Abstract  
 
For the optimisation of energy management, it is crucial to be able to make decisions in advance. For this decision 

making it is necessary to have reliable predictions. In a building, there can be different types of predictions related 

to energy management; demand, production, temperature, price, occupancy, etc. Machine learning algorithms 

are a good technology to make these predictions, but they must be adapted to each variable and context, so many 

algorithms are needed running in parallel. In this paper a framework that allows to facilitate the execution of these 

predictions is presented. The boundary conditions on which these algorithms are based change over time and 

the predictions become less reliable. The presented framework allows to adapt to these changes in order to 

maintain the reliability of the predictions. 

 

Introduction  

PRENERGET is a framework for programming and executing machine learning algorithms to make predictions 

related to the energy efficiency of buildings. The recent energy crisis shows the need to increase renewable 

energy production. This implies a greater importance of active demand management in order to synchronise 

demand with production. Algorithms to perform this optimisation need to make predictions of different variables 

such as energy demand in different systems [1]. Machine learning (ML) based models have proven their 

importance in making accurate predictions [2][3][4]. Although there are a variety of environments that facilitate the 

development of ML models, when it comes to their deployment and exploitation it is necessary to move to a 
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different approach. Data analysts are used to working in modelling environments whereas deployment 

environments are used by systems analysts and programmers. 

The value provided by models is hindered in many cases by inadequate application logic. Additionally, under 

normal conditions the accuracy of ML-based forecasting models [5]. degrades over time due to changes in the 

environment that modifies the original assumptions of the models. Consequently, deployed models need to be 

regularly evaluated and updated to ensure the robustness of the solution they are part of [6]. 

The seamless exploitation, adaptation and evolution of ML-based models remains an open question today. In 

particular, the main contributions of the developed framework are: 

- Facilitate the exploitation of ML models for energy efficiency related predictions. 

- Maintain and, if possible, improve the accuracy of the predictions over time. 

The rest of the article is structured as follows. Firstly, the motivation for the development of the environment is 

presented, followed by a summary of previous work found in the literature in the related work section. The 

theoretical and practical approach to the solution is shown in the strategy section for the control and continuous 

improvement of ML models. This is followed by the use cases that have been used to validate the environment. 

The final part shows the results obtained and the conclusions and ends by outlining the lines for future work. 

 

Motivation  
Today, the energy consumption of the building sector accounts for almost one third of total energy consumption 

and its share of emissions has risen to almost 30% [7]. In fact, energy consumed in the building sector is 

responsible for almost 3 Gt of direct CO2 emissions. Space heating, cooking and other everyday activities account 

for the largest share of overall CO2 emissions in the buildings sector, and demand side management (DSM) and 

demand response (DR) programmes have emerged in an effort to minimise these figures [8]. 

One of the ways to improve the energy efficiency of a building is to automate the operation to achieve energy 

management optimisation based on active demand side management. This optimisation is not simple because it 

depends on many factors such as the characteristics of the equipment, functionalities of the systems, activity, 

meteorology, building envelope, etc. In addition, in many cases there is an inertia that means that the actions 

taken do not have an immediate effect. For all these reasons, it is necessary to make predictions that allow us to 

take decisions in advance so that the effect of the actions carried out is applied at the right time, neither before 

nor after. 

As we have said, there are many factors that influence energy management, some of which are static and others 

dynamic. The a priori dynamic factors are all predictable. This means that there are many variables that can be 

predicted. Some of these variables are energy consumed, energy produced, power, temperature, humidity, 

occupancy or luminosity. In addition, many of these variables must be aggregated or disaggregated by space, 

system and equipment. Consequently, a good optimisation in a large infrastructure requires many predictors 

running in parallel at time intervals that can vary from 15 minutes to a day. 
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We are then faced with the need to be able to run several different predictors in a stable and scheduled manner 

so that the optimisation of energy management can be automated. At this point, integration with other systems 

must be taken into account. In some cases, a classical integration via synchronised read and write to a database 

may be sufficient. For this it is necessary to synchronise the execution of the predictor in advance of its use, 

considering the time needed for the execution. In many cases, the prediction cannot be done much in advance 

either, as the results would be worse. The ideal synchronisation occurs when the optimisation algorithm is able to 

invoke the prediction algorithm when it needs the data. In this case it is not necessary to schedule the prediction, 

but it is necessary to define an interface that allows communication between the two modules. Service-oriented 

architectures (SOA) and web service interfaces have greatly facilitated the interoperability and integration of 

software systems. 

PRENERGET aims to build a development environment that facilitates the generation, execution and 

maintenance of predictors of all these variables based on machine learning algorithms. For this, it is necessary to 

have easy access to the historical data of the monitored variables with different time horizons, as these periods 

will be very relevant in the results of the algorithms. It is also necessary to be able to make different schedules for 

the execution of the predictors given that depending on the variable and objective the intervals between 

predictions may be greater or lesser. Another aspect to consider is the integration of the results. PRENERGET 

stores the results in a normalised database in such a way that both the latest and previous predicted values are 

available to other software systems. In addition, PRENERGET incorporates a REST web service interface that 

allows the asynchronous invocation of any predictor in real time. The results of the execution, in addition to being 

recorded in the database, are returned in the call so that they can be used by the invoker directly. 

After the generation and controlled execution of the predictors, they must be kept operational with good accuracy. 

It is normal for machine learning-based predictors to lose accuracy due to changes in the trend of any of the 

variables on which they are based. This has been particularly evident in the recent COVID 19 crisis in which there 

have been abrupt changes in normality that have significantly affected predictions made using pre-COVID data. 

Maintaining the accuracy of predictors generally involves periodic retraining and evaluation to determine whether 

the new predictor data is better than the old predictor data. This maintenance is tedious for the analyst and time-

consuming and does not provide value. PRENERGET has automated this operation so that the prediction models 

are updated periodically without the need for manual retraining and evaluation. 

Finally, it should be noted that another of PRENERGET's motivations is that it is a scalable system as well as 

improvable and updatable. To this end, in addition to modularity and interoperability, the advantages of each 

programming language/environment have been taken into account. Thus, a Java-based environment is used for 

programmatic tasks and an R-based environment for analytical tasks. 

 
Related work 
 
In recent years, AI has seen a strong advance that can be largely attributed to advances in modern computing 

and the increasing availability of data. The implementation of technology in buildings has led to the concept of 
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'Smart Building' where intelligent buildings collect, process and analyse data to efficiently manage energy 

resources and other supplies. Buildings can, for example, forecast the energy consumed and generated by the 

systems and based on this maximise energy efficiency through load restrictions or reallocation as explained in 

[1]. 

In the literature review, we can find numerous works aimed at forecasting energy from renewable or non-

depletable sources that provide different approaches and mechanisms, among which the use of ML algorithms 

stands out. Several works such as those presented by [9], [10] and [11] show the validity of these algorithms for 

forecasting the energy produced in photovoltaic panels, solar thermal collectors and wind farms, among others.  

The approach and algorithms used differ from one author to another: for example, [12] shows a regression model 

using support vectors to forecast hourly and daily electricity consumption in households, while [4] uses regression 

trees and neural networks. 

On the other hand, it is not only necessary to develop and integrate ML models but also to be able to perform 

functional monitoring of them to ensure that they are still functional and the results they provide are good. This is 

known as the concept drift problem, which means that the statistical properties of the target variable that the model 

is trying to predict change over time in unforeseen ways [13]. As explained in the work by [14], a changing 

environment can lead to degradation in the performance of forecasting models. And in the face of such changes, 

forecasting models must adapt [15]. It is necessary to understand the effect of drift on ML performance and to 

define the most appropriate adaptation strategies to make them more robust. Indeed, depending on the type of 

change, different adaptation mechanisms can be implemented. The work presented by [16] proposes different 

adaptation strategies starting from an initial model trained at least once with an initial batch of data. However, the 

strategy to follow will not always be the same and will depend on many factors (e.g. the nature of the data, the 

application domain, unforeseen events, etc.).  

In this respect, there are different approaches found in the state of the art. Google for example offers the open-

source product TensorFlow that allows integration into local infrastructure. This suite includes the model 

implementation tool Pusher, as well as other tools for model evaluation and validation, such as Evaluator and 

InfraValidator. In this case, the developer is limited to using these libraries to generate the models and will not be 

able to use other programming languages (e.g. Python, R...). On the other hand, the automation of updates must 

be implemented in the programming code using the tools mentioned above. The infrastructure presented by 

Clipper [17] has been developed at a higher level of abstraction in order not to rely on certain frameworks to build 

the model. This framework is modular and allows you to invoke models developed in Apache Spark, Scikit-Learn, 

Caffe or TensorFlow. It facilitates model integration through a unified REST interface but lacks model update 

capabilities. Data and Learning Hub for Science (DLHub) [18] is another framework for developing ML models. 

One of its pillars is the use of a standard model invocation through the "funcX" function [19] and the use of Docker-

based containers. It is an excellent environment with good model characterisation capabilities and good 

performance, but it is oriented towards research environments rather than production environments where 

resources have different limitations. [20] shows a layer that encapsulates ML models to provide a microservice 
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interface that can be exploited in commercial applications. In this case, the model developer must be able to 

implement the defined interface. This interface provides functionalities to detect data drift and accuracy KPIs and 

therefore assesses the need for retraining, but updating the models is outside the scope of the work.  

To the authors' knowledge, existing approaches do not cover these requirements [21] and [22]. Therefore, defining 

and implementing the necessary infrastructure, mechanisms, channels, interfaces and workflows to facilitate the 

automation, implementation and execution of ML models under the same software architecture to streamline the 

process is still a necessity today. 

 
Strategy for monitoring and continuous improvement of ML models 

PRENERGET helps to deploy ML models and to perform functional monitoring of ML models in a flexible, 

adaptable and reconfigurable way.  

Figure 1 shows the flow of tasks configured from the selected strategy for functional monitoring of the models and 

its adaptation for the use case of energy consumption prediction in a building block (the use case is shown in the 

following section). 

 
Figure 1 Data flow for model adaptation and updating. 

We start from a time series database (TBS) in where the generated consumption data and the ML model are 

stored. The model has been initially trained with a 1-year dataset (hourly consumption) and has a starting accuracy 

adjustment (calculated in its validation phase). The strategy selected for drift detection and model adaptation is 

based on periodic scheduled monitoring of the error generated by the model during its life cycle and the use of 

moving time windows for updating the data used by the model in the retraining phase. 

 The 'Model Training' phase is executed daily, which trains the model with the most recent annual data obtained 

from the TBS from an R script. The algorithm searches and adjusts the hyperparameters of the model to maximise 

its accuracy. It returns as a result the error metric established and obtained by the new model.  
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Subsequently, the 'Model Evaluation' phase computes the error or drift obtained by the current running model 

using an R script, which currently compares the predicted values with the actual historical data values obtained 

and returns as a result the established error metric.   

The drift detection of the model in production and its update by the new generated version is based on the 

improvement of these calculated error values by using error metrics that give us an idea of how good or bad our 

prediction model is (e.g. RMSE, MAE, etc.). It is in this last phase 'Comparison' where the errors of the new model 

and the previous one in production are compared, based on this whether the one in operation continues in use or 

is replaced. 

As it is modular and configurable, PRENERGET allows different strategies to be programmed, both for the testing 

and evaluation of the models, as well as for updating and adapting them to changes, in a simple and agile way. 

 
Use cases 
 
The PRENERGET service has been tested in 4 scenarios in a technology research facility in Eibar (Spain). The 

different rooms chosen for the validation of the system have different energy consumption characteristics and the 

results obtained vary from one to another.  The objective of the predictive task in the PRENERGET system is to 

provide hourly predictions of the power consumption expected for the next day using ML models trained with 

historical data. These data consist of univariate time series whose data are pairs of time records and records of 

electricity consumption measured in kWh.  

In this case, through a previous comparative study, it was decided that the algorithm to be used was the k-nearest 

neighbours (KNN). The efficiency of KNN was found to be higher than that of ARIMA, linear regression and 

Support Vector Regression.  

In order to choose the best explanatory variables in relation to the electricity consumption of the rooms, a set of 

variables was generated based on date and time. The contribution of each variable to the prediction was analysed 

and the following variables were chosen: time,  day, month, season of the year,day of the week and a binary 

variable indicating whether the day is a working day or a public holiday, based on the local calendar. We observe 

that the numerical variables such as the time and the month have a cyclical behaviour. Since the KNN is based 

on the distances between instances, it is convenient to transform these variables to avoid erroneous conclusions. 

Therefore, the three variables were evaluated in the following function, where P is the period of each one (P=24 

in the case of the hour, P = 12 in the case of the month) and obtaining two new variables corresponding to the 

sine and cosine of the initial values. 

 
To pick the number of neighbours to be used, a cross-validation of 5 iterations on 70% of the data is used. This 

process is called training and is used to fit the model to the historical data. The process consists of dividing the 
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training dataset into 5 equal parts and using 4 of them to fit a model by testing various values of k. Each of them 

is used to make predictions for the model. With each of them, predictions are made on the reserved set. By 

calculating the prediction errors in each of the tests, the k that gives the smallest average error is chosen. This 

choice is different for each dataset and once k is chosen a prediction is made on the remaining 30% of the data 

to evaluate the effectiveness of the decision taken. 

Both in the training process and in the final testing, the Root Mean Squared Error (RMSE) was the selected metric. 

This is a way of calculating the prediction error in the same units of measurement as the original data and is widely 

used as it is one of the most intuitive to interpret. Given a set of real values {𝑦𝑡 , 𝑡 = 1, … , 𝑇} and a set of values 

predicted by an ML model {�̂�𝑡 , 𝑡 = 1, … , 𝑇 }, the RMSE error is calculated as 

𝑹𝑴𝑺𝑬(𝒚𝒕, �̂�𝒕) =
𝟏

𝑻
√(𝒚𝒕 − �̂�𝒕)𝟐 

 
Once all the above decisions were made, the KNN model was trained with the latest year of historical data and a 

periodic task was scheduled to automatically run through the flow of Figure 1 every day at the same time, i.e. 

every 24 hours. Each time one of the iterations is run, the horizon of the training set is moved one day forward, 

so the oldest day is removed and data from the most recent day is added. Then, a model is trained with the newly 

updated data and the training error, i.e. the RMSE that has been used for the choice of the best k in the model 

fitting phase, is obtained. The update of the deployed model occurs in case the RMSE of the new model is lower 

than the one obtained in the current model fit. Each model update is labelled with an incremental numbering that 

marks the evolution of the model version. 

Results 
 
Some of the results obtained in the PRENERGET run for the 4 rooms mentioned above are discussed below. For 

all cases, the initial model labelled 0.0 was trained with historical data from 1 April 2020 to 31 March 2021. 

Consequently, the first prediction was made for the 24-hour consumption corresponding to 1 April 2021.  

Table 1 shows the updated versions of the electricity consumption prediction model for the CGBT2 consumption 

point. Up to 17 August 2021, 10 more accurate versions of the predictive model were deployed. In the first two 

columns are the start and end dates of the data period used for training the model. The RMSE in the third column 

corresponds to the mean error obtained with the number of neighbours chosen in the cross-validation. In this 

case, the error is reduced from 16.481 kWh to 15.5 kWh, an improvement of 6%. The last column is the 

incremental label of the model version.   

 
Table 1: Evolution of the RMSE of the training of the different deployed versions of the predictive model of electricity consumption for the 

CGBT2 consumption point. 

Initial date End date RMSE Version  

2020-04-01 2021-03-31 16.481 0.0 

2020-04-02 2021-04-01 16.430 0.1 

2020-04-03 2021-04-02 16.311 0.2 

2020-04-09 2021-04-08 16.093 0.3 

2020-04-10 2021-04-09 15.976 0.4 
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2020-04-13 2021-04-12 15.959 0.5 

2020-04-20 2021-04-19 15.951 0.6 

2020-04-29 2021-04-28 15.871 0.7 

2020-05-02 2021-05-01 15.768 0.8 

2020-05-03 2021-05-02 15.655 0.9 

2020-08-18 2021-08-17 15.500 1.0 

 
The graph in Figure 2 shows the model updates from version 6 to version 9. In black the actual values collected 

are shown and the different colours are used to differentiate the predictions obtained with each of the running 

versions.  

 
Figure 2: Evolution of predictions obtained by versions 6, 7, 8 and 9 of the deployed model. 

The upgrade to version 10 that occurs on 17 August to start predicting values on 18 August is shown in Figure 3.  
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Figure 3: Evolution of the predictions obtained by versions 9 and 10 of the deployed models. 

The model update tables for the other 3 monitored variables are shown below.  

Table 2 shows the update of the model deployed for the consumption point CGBT1. In this case the process was 

stabilised at version 12 reached on 5 June 2021, having reduced the RMSE of the model from 49.804 to 14.791. 

This improvement represents a 70% reduction in training error.  

Table 2: Evolution of the RMSE of the training of the different deployed versions of the predictive model of electricity consumption for the 
CGBT1 consumption point. 

Initial date End date RMSE Version  

2020-04-01 2021-03-31 49.804 0.0 

2020-04-02 2021-04-01 48.802 0.1 

2020-04-07 2021-04-06 48.633 0.2 

2020-04-08 2021-04-07 47.924 0.3 

2020-04-10 2021-04-09 47.803 0.4 

2020-04-11 2021-04-10 46.237 0.5 

2020-04-17 2021-04-16 46.043 0.6 

2020-05-23 2021-05-22 43.065 0.7 

2020-05-28 2021-05-27 38.118 0.8 

2020-06-03 2021-06-02 38.060 0.9 

2020-06-04 2021-06-03 15.169 1.0 

2020-06-05 2021-06-04 14.939 1.1 

2020-06-06 2021-06-05 14.791 1.2 

 
 
The update of the model deployed for the clean room is shown in Table 3. In this room the consumptions are 

lower and more controlled. This is reflected in the slower improvement of the RMSE. The model was updated to 

version 8 on 20 June, achieving a 30% improvement in the RMSE.  
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Table 3: Evolution of the RMSE of the training of the different deployed versions of the predictive model of electricity consumption for the 
clean room. 

Initial date End date RMSE Version  

2020-04-01 2021-03-31 3.016 0.0 

2020-04-16 2021-04-15 2.972 0.1 

2020-05-28 2021-05-27 2.843 0.2 

2020-05-29 2021-05-28 2.811 0.3 

2020-06-04 2021-06-03 2.141 0.4 

2020-06-05 2021-06-04 2.129 0.5 

2020-06-09 2021-06-08 2.121 0.6 

2020-06-12 2021-06-11 2.115 0.7 

2020-06-21 2021-06-20 2.103 0.8 

 
Finally, Table 4 shows the update of the model deployed for the consumption point under cover. In this case, the 

final version was version 13 reached on 18 June, having lowered the training error from 17,511 to 5,456. This 

improvement represents a 69% decrease in the internal RMSE of the model.  

Table 4: Evolution of the RMSE of the training of the different deployed versions of the predictive model of electricity consumption for the 
consumption point under cover. 

Initial date End date RMSE Version  

2020-04-01 2021-03-31 17.511 0.0 

2020-04-03 2021-04-02 17.192 0.1 

2020-04-07 2021-04-06 17.183 0.2 

2020-04-10 2021-04-09 16.263 0.3 

2020-05-23 2021-05-22 13.969 0.4 

2020-05-24 2021-05-23 13.522 0.5 

2020-05-26 2021-05-25 13.424 0.6 

2020-05-28 2021-05-27 12.383 0.7 

2020-06-04 2021-06-03 5.548 0.8 

2020-06-05 2021-06-04 5.502 0.9 

2020-06-06 2021-06-05 5.480 1.0 

2020-06-07 2021-06-06 5.467 1.1 

2020-06-13 2021-06-12 5.459 1.2 

2020-06-19 2021-06-18 5.456 1.3 

 
Conclusions  
ML models based on historical electricity consumption data are key for demand forecasting and for different 

energy efficiency strategies. PRENERGET is a system that contributes to the control and updating of the models 

developed for these tasks in an automatic, simple and efficient way. In this way, it is possible to maintain and 

even improve the error of the ML models that periodically provide estimates of future electricity demand values. 

The modular architecture of PRENERGET allows analysts to test different algorithms and evaluate them with 

different training and error measurement strategies. In a simple way, the different versions of the models are 

stored together with the information of each model that has been used during the course of the iterative tasks. 

PRENERGET is cost-saving, especially in terms of time, as its structure provides a simple way to change the 

prediction approach avoiding the effort of analysis from the beginning.  
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In addition, model errors decrease over time, so having this automatic model re-training tool improves model 

resilience by automatically adapting to changes in the environment.  In the examples analysed in this work, it has 

been shown that in about 3 months the RMSE of the models has been reduced by up to 70% in some cases.  

Future work 
PRENERGET is a system for periodically evaluating the effectiveness of electricity demand forecasting models 

based on historical consumption. The update of the models is given when a new adjustment with more recent 

training data obtains a lower error in the cross-validation. As a further evaluation, a module to evaluate model 

degradation by assessing the prediction errors obtained in the past is proposed as future work. That is to say, the 

error committed in the prediction of the past day would be collected by calculating a metric that compares the 

predicted values with the real ones and a Concept Drift detection system would be implemented. This method 

would detect deviations in the error distribution, which, by definition, should be normal. 
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Implementation of dqts
R package

A

The dqts R package is available in GitHub and the install_github
function of the devtools package can be used to install it.

1 install . packages (" devtools ")
2 devtools :: install _ github (" MeritxellGomez /dqts -R- package ")

Once installed, three simulated data sets are also available in the
package to test the functions and become familiar with their use:
weatherdf is a data frame with daily data from a multivariate time
series of temperature and humidity; salests is a univariate time
series with monthly sales data of a product; and finally, dfnorm is a
data frame with daily data of a Gaussian variable.

The use of the package is detailed below using the weatherdf data
set as an example. As can be seen in the sample data in Table A.1,
the data frame contains 3 columns with the information of the day
in yyyy-mm-dd format, the temperature in degrees Celsius and the
relative humidity in percentage. In total, there are 100 observations.
Also available is the file of allowed ranges shown in Table A.2.

The four main functions can be used for DQ calculation, visualisa-
tion, inspection, and future improvement using DQ function, plotDQ
function, deepDQ function and handleDQ function respectively.

• The DQ function calculates DQ metric values in two alternative
ways: in the whole time series or by moving windows.
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Tab. A.1.: Sample of the data contained in the weatherdf set of the dqts
R package.

Date Temperature Humidity
2020-07-07 24.4 88
2020-07-08 28.9 85
2020-07-09 24.3 88
2020-07-10 25.5 90
2020-07-11 55.0 85

Tab. A.2.: Ranges values allowed for weatherdf data set of the dqts R
package.

Date Temperature Humidity
2020-07-07 0 50
2020-10-23 40 100

This function accepts two possible R formats as the main in-
put of the data to be evaluated: data frames, which are two-
dimensional data structures and can contain data of different
types; and time series, a special format for containing time-
ordered information. The other input parameters contain rele-
vant information for the correct calculation of the metrics:

– var_time_name is a string that indicates the name of the
time variable to be evaluated, which is used as the tempo-
ral index of the data set.

– maxdif is a numerical value that indicates the frequency
acquisition of the time series, that is, the maximum differ-
ence allowed between timestamps.

– units contains the information about time units, e.g.
hours or days.

– ranges provides the minimum and maximum values ex-
pected for each of the variables.
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– dataref is an extract of time series data with the standard
used to check the name and format of the variables.

– windows is a logical parameter indicating whether DQ
metrics are calculated by moving windows or not; and in
case of being positive:

* initialWindows fixes the size of the first subseries.

* skip is the number of observations between the be-
ginnings of two consecutive window subseries.

* fixedWindow is a logical value to determine if the
window size remains constant or not.

– weighted is a vector of length 11 to assign weights to each
DQ metric which is fixed by default to assign equal impor-
tance to all metrics. The users can use their knowledge
to modify the weight of each metric in the final quality
value.

Regarding data inputs, some of them, such as ranges can be
estimated by the function using a random sample drawn from
the data set in case they are not provided by the user. Other
inputs, like windows, have a default value which is set to cal-
culate the metrics on the full set of the time series. However,
other information like var_time_name depends on the evalu-
ated time series and can only be provided by the user, thus if
that information is not available, the function throws an error
message and does not allow the calculations to continue.

With the following code instructions, the total data quality of
the weatherdf data set is calculated. Note that the default
fixed value in the windows argument is FALSE, so the metrics
are automatically executed using all available information.
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Tab. A.3.: Metric scores for the complete execution of DQ function in
weatherdf data set.

Initial Date 2020-07-07
Final Date 2020-10-23

Completeness 0.98
Completeness by Observations 1

Completeness by Variables 1
Time Uniqueness 0.99

Range 0.9932
Consistency 0
Moderation 0
Typicallity 0
Timeliness 0.9009

Formats 1
Names 1

Data Quality 0.9830

1 dq_ complete <- DQ(data = weatherdf ,
2 var_time_name = ’date ’, maxdif = 1,
3 units = ’days ’, ranges = weatherRange )

The dq_complete data frame is composed of a single row and
14 columns with the initial and final dates, the value of the 11
quality metrics, and the average total value of the data quality
calculated as an arithmetic mean of the metrics. Table A.3
displays the obtained result flipped to facilitate visualisation.

Problems can be seen in the Completeness as its value is 0.98,
which means that 2% of the values in the series are missing.
0.7% of the data are out of the established ranges because
the value of its metric is 0.993. Furthermore, 8.9% of the
observations have not been received at expected time instants,
so Timeliness = 0.901. Finally, TimeUniqueness = 0.99 indicates
that there are repetitions in 1 out of 100 time entries.
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On the other hand, the value of quality metrics can be com-
puted by rolling windows by setting windows = TRUE and spec-
ifying the size of the windows. In the following example, the
metrics are executed by windows of size 10, and a leap of 3
values is made between consecutive windows.

1 dq_ windows <- DQ(data = weatherdf ,
2 var_time_name = ’date ’, maxdif = 1,
3 units = ’days ’, ranges = weatherRange ,
4 windows = TRUE , initialWindow = 10, skip = 3)

As the original data set consists of 100 observations, this type
of execution performs 23 calculations of the metrics, obtaining
the dq_windows data set of 23 observations for the 14 columns
mentioned in the previous case. In this case, for each row of
the data set, the initial and final dates indicate the position of
the window in which the metric calculations are performed.

• The plotDQ function allows the visualisation of the quality
metric scores and receives as input the output of DQ function.
There are two types of graphs depending on whether the DQ
function has been run per window or on the complete data set.
Figure A.1 shows the results of executing this function on both
DQ information obtained from the previous function.

On the left, the visualisation of the performance of the quality
metrics in a complete time series is obtained by the following
code:

1 dqplot _ complete <- dqplot (dq_complete ,
2 normal = FALSE)

On the other hand, the graph on the right shows the evolu-
tion of the quality metrics over time and it is obtained by the
following code:

1 dqplot _ windows <- dqplot (dq_complete ,
2 normal = FALSE)

325



(a) Complete Data Quality (b) Moving Windows Data Quality

Fig. A.1.: The two modes of execution of the data quality visualisation in
an example without normality metrics

This shows that the Completeness drops at the beginning of the
series, before August, and later stabilises again at the maximum
value. It can also be seen that the Timeliness value drops below
0.5 in mid-September and that the Range failures are due to
the start of the time series.

• The deepDQ function provides details about the failures in the
indicated metric. Therefore, this function receives as input
the data and the name of the metric to be evaluated. In ad-
dition to the parameters mentioned in the previous function
concerning temporality, range and reference set, this function
has two different ways of execution. If the logical parameter
position is negative, the information given is the value of the
metric indicated by variable, whereas the alternative option
is to indicate the positions where the metric is failing in each
of the variables. For instance, both possibilities are shown to
inspect problems in Completeness. In the first case, it can be
observed that the failure of Completeness is due to the humidity
variable obtaining a score of 0.94. In the second case, the exact
dates on which the humidity variable has missing data can be
seen.
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1 deepDQ (data = weatherdf , metric = ’Completeness ’,
2 var_time_name = ’date ’, position = FALSE)
3
4 date temperature humidity
5 1.00 1.00 0.94
6
7
8 deepDQ (data = weatherdf , metric = ’Completeness ’,
9 var_time_name = ’date ’, position = TRUE)

10
11 $date
12 Date of length 0
13
14 $ temperature
15 Date of length 0
16
17 $ humidity
18 [1] "2020 -07 -21" "2020 -07 -22" "2020 -07 -23"
19 "2020 -07 -24" "2020 -07 -25" "2020 -07 -26"

• The handleDQ function estimates solutions to faults and re-
turns a data set with the necessary changes for that metric to
achieve the highest quality score. This function also receives
the classic temporality, range and reference parameters. In
addition, it allows the selection of the correction procedure
from a list of possible methods by entering the name in the
method argument.

The Conformity dimension can be solved by two methods both
for Format and Name related problems. The first approach
is to remove from the dataset those variables that present
errors. The second case is to force the relevant changes so that
the dataset complies with the characteristics specified in the
reference set.

For the metrics related to the Gaussian variables (Consistency,
Typicality and Moderation) the method is to consider the mean
and standard deviation of a sample of the data and simulate
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values that meet the confidence intervals with this, the data
that cause the low quality of these three metrics is replaced.

A similar procedure can be applied to solve quality problems
in the rest of the metrics. The first step is to identify the
observations that cause low quality. In the case of a low value
in TimeUniqueness, observations with repeated time values
are identified. When there is a low Timeliness value, missing
data is found by observing the temporality of the data. To
resolve the low-range values, it is necessary to find the data
that fall outside the established ranges. Finally, to solve for
Completeness, missing values are identified.

Once the data to be processed have been identified, techniques
such as deletion or imputation can be used. Deletion consists
of removing the identified values that cause problems in quality.
Imputation is the technique of replacing data with estimated
values, typically used to fulfil missing values. Different meth-
ods can be used to deal with missing values. The most common
approach is to use a single value such as an average, median,
maximum, or minimum value to replace anomalous data. Nev-
ertheless, other methods are available in the dqts package.
Among them, the user can choose the interpolation between
the values before and after the loss of data by means of linear
or polynomial interpolation and with the Last Observation Car-
ried Forward (LOCF) or Next Observation Carried Backward
(NOCB) methods where the missing values are replaced with
the last or the next observed value, respectively. In addition,
by having the allowed ranges for each variable, data can be
imputed with the minimum, maximum or average of these
ranges. The The values to be replaced can also be estimated
using the outcome of executing the KNPTS algorithm.

Continuing with the previous example, it has been seen in
Table A.3 that the metrics that do not reach the total score are
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Time Uniqueness, Timeliness, Range, and Completeness, in the
order in which they will be addressed. The chosen methods
are the elimination of observations with repeated timestamps,
the creation of missing timestamps by filling temperature and
humidity with missing values, the replacement of out-of-range
values with missing values, and finally the imputation of the
original missing values and those created in the other two fixes
through a mean. These steps are performed in the following
way using pipelines of the dplyr 1 package:

1 handleDQ (data = weatherdf , metric = ’TimeUniqueness ’,
2 var_time_name = ’date ’, method = ’deletion ’) %>%
3
4 handleDQ (data = ., metric = ’Timeliness ’,
5 var_time_name = ’date ’, maxdif = 1,
6 units = ’days ’, method = ’missing ’) %>%
7
8 handleDQ (data = ., metric = ’Range ’,
9 var_time_name = ’date ’, ranges = weatherRange ,

10 method = ’missing ’) %>%
11
12 handleDQ (data = ., metric = ’Completeness ’,
13 var_time_name = ’date ’, method = ’mean ’)

After these actions, the dataset with the highest data quality
score can be saved and used in future analytical activities.

The execution flow to follow for the correct handling of the
package is summarised in the diagram in Figure A.2. The
process starts with the detection of Gaussian variables in step
A and the calculation of missing parameters in case of need
in step B. Then, in step C, the corresponding 11 metrics are
computed with the DQ function and the quality of each of them
is reported. In case the quality of the data does not reach the
maximum score, the non-perfect metrics can be inspected with
deepDQ in step D. Once the problems are understood, the user

1https://dplyr.tidyverse.org, https://github.com/tidyverse/dplyr
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can decide whether to improve the value of a certain metric
in step E with the correction function handleDQ. One by one
metric scores can be improved until they reach the desired
quality.

Fig. A.2.: Flow for the detection, inspection and resolution of poor DQ
problems

This flow represents the iterative logic of the functioning of
the dqts package functions for inspecting and improving data
quality in time series. Thanks to the distribution of functions
and the package structure, it is possible to expand or customize
its capabilities by creating new metrics in the DQ function to
evaluate new scenarios. Additionally, in the handleDQ function,
other resolution methods can be added to enhance data quality.
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Implementation of
KNPTS R package

B
The KNPTS R package is available in GitHub and the install_github
function of the devtools package can be used to install it.

1 install . packages (" devtools ")
2 devtools :: install _ github (" MeritxellGomez /knpts -R- package ")

The main function, predictKNPTS, is used to obtain the next H
values of a univariate time series, obtained from the combination of
K different intervals of the historical series.

The number of K intervals used for the prediction can be chosen
either manually or through cross-validation by providing the max-
imum value to be tested in the process with the kmax argument,
which is fixed as 10 by default. The internal iteration is responsible
for selecting the optimal value of K that provides the most accurate
estimation. In cross-validation, the number of partitions done in
the training phase can also be chosen by the argument repeats, the
value of which is, by default, 3.

Different time series similarity measures can be used to decide the
most similar patterns. In this way, similar intervals can be chosen
because they minimise the Euclidean distance or the Dynamic Time
Warping (DTW) value, which are discussed in more detail in Sec-
tion ??. This decision can be taken by using the input argument
distance.

Predictions can be obtained following two different strategies ex-
plained in detail in Section 2.3.5: the MIMO strategy, where H values
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are obtained all at once using the same patterns; or the Recursive
strategy which provides the values one at a time, using K different
patterns in each of the H predictions and entering the newly esti-
mated value at each step. The user can decide the strategy used by
introducing it as input in the main function.

The consecutive values of the selected K intervals used to make
forecasts of the series can be combined using an arithmetic mean
in which all values have the same weight or an average weighted
according to the distance to the pattern. That decision is introduced
by the boolean pond argument.

An example of a KNPTS run using the R package is shown with
the data from the electricity consumption data mentioned use case
described in Section 2.3.1. The following code is used to execute a
one-week-ahead forecast using the KNPTS algorithm in two different
ways: by following the MIMO strategy on the one hand, and recursive
strategy on the other hand. In both cases, the length of the reference
pattern is tested for one, two and three weeks, but the best results
are obtained for the one-week window (W = 7). Furthermore, a
cross-validation repeated 3 times is run to test the optimal number of
neighbours to be used for forecasting between 1 and 5. The measure
used to calculate the similarity between windows in the data history
is the Euclidean distance and the accuracy measure to evaluate the
predictions obtained is the RMSE.

The R code used for both strategies is shown below:

1 m_7_7_T <- predictKNPTS (ts = ts_train , w = 7, h = 7,
2 kmax = 5, dist = ’Euclidean ’, repeats = 3,
3 pond = TRUE , strategy = ’mimo ’, metric = ’rmse ’)
4
5 r_7_7_T <- predictKNPTS (ts = ts_train , w = 7, h = 7,
6 kmax = 5, dist = ’Euclidean ’, repeats = 3,
7 pond = TRUE , strategy = ’recursive ’, metric = ’rmse ’)
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Fig. B.1.: One week ahead forecasting using KNPTS with MIMO and Re-
cursive strategies.

The forecasting results are shown in Figure B.1, in which K = 4
neighbours and the estimation values have been combined by means
of an average weighted by neighbours’ distance to the reference
pattern. Similar to the SARIMA model, the estimation of the seven
points corresponding to the following week’s forecast is sufficiently
accurate as the periodicity of the series indicates that there are weekly
patterns in electricity consumption.

As noted earlier, the problem arises with forecasts done more than
one week ahead. The execution of ten-weeks-ahead forecasts is done
with a pattern of W = 21 instead of W = 7, as in the previous case,
since the most accurate results are obtained using three weeks as
the window size. In Figure B.2, the forecasting results show that
the Recursive strategy is more suitable for long-term predictions. As
can be seen, providing such a large number of estimations in one
execution causes a loss of accuracy and error accumulation.

Nevertheless, the results are more accurate if the forecast for the
next 7 days is run periodically. In the graph in Figure B.3 the re-
sult of running the MIMO strategy without using estimated values
demonstrates the accuracy of not using the estimates as inputs in
time series, a strategy that clearly avoids the accumulation of error
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Fig. B.2.: Ten weeks ahead forecasting using KNPTS with MIMO and Re-
cursive strategies.

Fig. B.3.: Ten weeks ahead forecasting using KNPTS with ten different
executions using MIMO strategy.

in the long run. Also, a periodic re-training to obtain the predictions
generally gives a more accurate result. Therefore, it is advisable to
use such an approach when the deployment method of the developed
solution and the computational cost of the system allows it.

334 Appendix B

Implementation of KNPTS R package
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