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Abstract
Perspective- taking (PT) accessibility has been recognized as 
an important factor in affecting moral reasoning, also play-
ing a non- trivial role in moral investigation towards autono-
mous vehicles (AVs). A new proposal to deepen this effect 
leverages the principles of the veil of ignorance (VOI), as a 
moral reasoning device aimed to control self- interested de-
cisions by limiting the access to specific perspectives and 
to potentially biased information. Throughout two studies, 
we deepen the role of VOI reasoning in the moral percep-
tion of AVs, disclosing personal and contingent information 
progressively throughout the experiment. With the use of 
the moral trilemma paradigm, two different VOI conditions 
were operationalized, inspired by the Original Position the-
ory by John Rawls and the Equiprobability Model by John 
Harsanyi. Evidence suggests a significant role of VOI rea-
soning in affecting moral reasoning, which seems not inde-
pendent from the order in which information is revealed. 
Coherently, a detrimental effect of self- involvement on 
utilitarian behaviours was detected. These results highlight 
the importance of considering PT accessibility and self- 
involvement when investigating moral attitudes towards 
AVs, since it can help the intelligibility of general concerns 
and hesitations towards this new technology.
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BACKGROUND

In the process of making a critical decision, individuals –  as rational agents –  may struggle to admit 
the reduction of personal benefits in the name of collective advantage (e.g. Hardin, 1968; Impett & 
Gordon, 2008), and, when it comes to life and death situations, the concern for the greater collective 
goal typically led to intricate moral issues (Conway et al., 2018; Kahane et al., 2018). A clear example of 
this conflict is showcased in the intense debate on the acceptance of autonomous vehicles (AVs), which 
is fuelling the investigation of general attitudes towards this new AI technology (Awad et al., 2018; 
Fagnant & Kockelman, 2015; Jobin et al., 2019). Fully AVs (i.e. self- driving cars) are defined as vehicles 
in which driving operations occur without the direct involvement of a human driver, as the vehicle 
is completely capable to control its manoeuvres operating in a self- driving mode (National Highway 
Traffic Safety Administration, 2013). An emblematic example of this moral conflict has been described 
by Bonnefon et al. (2016) as the ‘social dilemma of autonomous vehicles’ (i.e. the ‘AV dilemma’): in 
the unlucky event of a road accident with unavoidable death(s), people agree that aiming for the pro-
tection of the highest number of people would be the fairest choice for the collectivity, regardless of 
their traffic roles (AV passengers or pedestrians). Nonetheless, they would be willing to purchase an 
AV that prioritizes their personal safety and protection before anyone else's. The result is the definition 
of a fundamental psychological roadblocks to the implementation and the adoption of AVs (Shariff 
et al., 2017), that pairs with a general low level of trust and acceptance of this technology (Bergmann 
et al., 2018; Kaur & Rampersad, 2018; Zhang et al., 2019), with the demand of high standards of safety 
(Shariff et al., 2021), and with the need to overcome important technical, economical, and normative 
barriers (Fagnant & Kockelman, 2015; Malle et al., 2015). Clearly, the AV dilemma also raises an issue 
of moral nature, in which the utilitarian moral code is challenged by contrasting non- utilitarian and 
self- protective tendencies.

The utilitarian moral code1 (Bentham, 1781/1996; Mill, 1861/2004) is the reference point in the in-
vestigation of moral reasoning since the definition of the traditional Switch (Foot, 1967) and Push 
(Thomson, 1985) dilemmas. Traditionally (Bruno et al., 2022; Greene et al., 2001; Lotto et al., 2014; 
Moore et al., 2008), moral dilemmas compare a utilitarian resolution for pursuing the greater good with 
an opposite non- utilitarian behaviour, often referred to the duty- based deontological moral code2 
(Kant, 1785), but generally representing an opposite alternative to utilitarianism. These dilemmas are 
traditionally sacrificial (Bartels & Pizarro, 2011) since the moral agent has to choose between two be-
haviours with the inevitable consequence of at least a human life loss. In some cases (e.g. the AV di-
lemma), the moral agent is framed as one of the potential victims (i.e. self- sacrificial dilemma), requiring 
a decision that may also lead to personal sacrifice. Interestingly, self- sacrificial dilemmas in the tradi-
tional sets (Greene et al., 2001; Moore et al., 2008) typically jeopardize the moral agent's life in the non- 
utilitarian alternative (e.g. ‘Should you kill this person to save yourself and other five people?’; The 
burning building dilemma; Moore et al., 2008). This appears to be a fundamental difference with self- 
involvement AV dilemmas (‘should you sacrifice yourself to save five pedestrians?’, Awad et al., 2018; 
Bonnefon et al., 2016), where the moral agent plays the role of the AV passenger and personal sacrifice 
is required for pursuing the utilitarian outcome. Expectably, the self- sacrifice framing factor has been 
evidenced as fundamental in boosting the endorsement of utilitarian behaviour in moral dilemmas 
concerning AVs (Bruno et al., 2023). Interestingly, a non- dichotomous version of the self- sacrificial di-
lemma has been proposed and discussed (the “moral trilemma”, Di Nucci, 2013; Thomson, 2008), delv-
ing into the permissibility to divert the trolley in the Switch dilemma if the moral agent is not willing to 

 1In normative ethics, an ethical theory according to which an action is right if it tends to produce positive effects not just for the moral agent 
but also for everyone else affected by the action. It can be assumed to be the paradigm case of consequentialism, which claims that an act is 
right if and only if it minimizes overall harm, denying that moral rightness depends on anything other than its consequences 
(Bentham, 1781/1996).

 2Ethical theory that place special emphasis on the relationship between inviolable norms (i.e. duties) and human actions. This doctrine 
considers an action as morally good because of some characteristic of the action itself, not because the product of the action is good 
(Kant, 1785).
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sacrifice him/herself for the greater good. Huebner and Hauser (2011) were the first to test the trilemma 
in an experimental setting, highlighting a high rate of utilitarian judgements independently from the 
presentation of the altruistic self- sacrifice option. Di Nucci (2013) further deepened this perspective, 
supporting Thomson's hypothesis (2008) on the advantage of moral trilemmas in revealing the desire to 
avoid self- sacrifice when pursuing the utilitarian solution.

Perspective- taking (PT) has been recognized as an important bias in affecting moral judgement 
(Kusev et al., 2016), and the AV dilemma demonstrates that the endorsement of a particular moral code 
can be negatively affected by personal involvement and required commitment (Bonnefon et al., 2016). A 
potential solution to this bias would be to investigate the AV dilemma both from the passenger's and the 
pedestrian's perspectives. Nonetheless, is rare to find such experimental applications in literature, lead-
ing to the underestimation of alternative perspectives (Borenstein et al., 2019). Kallioinen et al. (2019) 
investigated moral attitudes towards autonomous and non- AVs in a virtual reality environment, assum-
ing several perspectives (car occupants, pedestrians and third- party observers). Results showed that 
moral judgement was influenced by PT, in favour of greater preferences towards self- protective out-
comes. Later, Mayer et al. (2021) corroborated this tendency through a vignette- based study and varying 
the number of characters involved. An overall advantage of the utilitarian resolution was confirmed, 
but results revealed a general tendency towards non- utilitarian self- protective behaviours within a 1:5 
sacrifice ratio. A potentially valuable strategy for the investigation of the role of PT in moral judgement 
has been retrieved from the theory of the political philosopher John Rawls, leveraging the amount of 
accessible information at disposal of the moral agent.

The AV dilemma behind the veil of ignorance

In the 1971, A Theory of Justice, the philosopher John Rawls describes his conception of ‘social contract’ 
as a form of fairness- based agreement between individuals, who would converge on common principles 
under specific circumstances (Rawls, 1971/2009; Sterba, 1989). For the derivation of these principles, 
Rawls suggested that individuals' reasoning has to take place in a hypothetical setting, the so- called 
‘original position’, located behind the veil of ignorance (VOI). Behind the VOI, individuals (i.e. rational 
agents) are deprived of every contextual and personal information about the self and about others (e.g. 
gender, age, relationships, social and political positions). Rawls' belief is that only in this particular 
condition individuals are capable to reach a true agreement, assuming ‘justice as fairness’ (Maxcy, 2002; 
Moehler, 2018). Behind the VOI, Rawls suggests that the most appropriate decisional process should 
rely on the maximin strategy (‘maximize the minimum’). This egalitarian decisional rule aims at en-
suring the greatest possible benefit to the least- advantaged individual (i.e. the ‘difference principle’; 
Rawls, 1973). In other words, following the maximin rule would result in sharing the benefits between 
the majority, at the cost of reducing for some. ‘Decisions under ignorance’ situations have been widely 
discussed in behavioural economics (Krug et al., 2020), suggesting the maximin criterion as a potential 
solution to optimization problems (Gorissen et al., 2015), but this decisional approach has never been 
tested in the context of moral psychology.

Rawslian theory has been reinterpreted by John Harsanyi's Equiprobability Model, stressing the role 
of impersonality over impartiality (Harsanyi, 1975, 1978). According to the philosopher, individuals 
are assumed to be Bayesian agents, aiming at maximizing their expected individual utility (on the basis 
of the Rational Choice Theory by Coleman, 1994). Nevertheless, when key contextual and personal 
information is concealed behind the VOI, they will likely follow the average utility principle, as an 
equal partition of resources between all the involved parts. In other words, when individuals cannot 
clearly favour themselves, they opt to prioritize collectivity in a more utilitarian rather than egalitarian 
sense. Importantly, both Rawls and Harsanyi assume that the nature of this decision is selfish, since the 
person is aware that she/he could end up being any member of the group (Ashford & Mulgan, 2013). 
Despite some fundamental similarities (Moehler, 2018), Rawls and Harsanyi support two different deci-
sional processes in two defined states of ignorance, describing two types of veils with slightly different 
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features. Rawlsian VOI can be defined as a Thick Veil, where the agent has no reference points and 
is completely deprived of contextual and individual information on the self and the others (i.e. the 
‘No Knowledge Formula’, Parfit, 2011). Divergently, Harsanyian VOI can be described as a Thin Veil 
(Harsanyi, 1975), where the agent is acquainted with at least limited information (e.g. the social position 
of the people behind the veil) but knows nothing more about the characteristics of each member and 
the self (i.e. the ‘Equal Chance Formula’, Parfit, 2011).

Recently, the conceptualization of the VOI has been operationalized and applied as an experimental 
setting in the investigation of moral reasoning, and also in the investigation of moral attitudes towards 
AVs. To our knowledge, the first application was proposed by Huang et al. (2019), which highlighted how 
VOI's impartial thinking may have the ability to boost utilitarian behaviours. Specifically, participants 
were asked whether an AV should be required to act utilitarian in response to a road accident involving 
nine characters and her/himself, given a 1- to- 10 chance of being the single AV passenger and a 9- to- 10 
chance of being one of the nine pedestrians. Results showed that VOI reasoning was able to stimulate 
utilitarian decisions, interpreting this tendency as an attempt to maximize the odds of a self- beneficial 
outcome. Recently, Martin, Kusev, and Van Schaik (2021); Martin, Kusev, Teal, et al. (2021) delved into 
the topic, proposing a novel theoretical model for PT in moral dilemmas (i.e. PT accessibility theory), 
and disputing two previous methodological approaches (Bonnefon et al., 2016; Huang et al., 2019). 
First, the authors marked a flaw in the studies by Bonnefon et al. (2016). Indeed, the authors adopted a 
‘Partial PT accessibility’ to the dilemma, exposing participants to only one perspective (AV passenger), 
and underestimating the role of other perspectives in affecting moral reasoning (Kallioinen et al., 2019; 
Mayer et al., 2021). Second, the authors criticized the features of the ‘Full PT accessibility’ paradigm 
presented by Huang et al. (2019), as flawed by the uneven odds of being each one of the involved char-
acters. In fact, in nine of 10 cases, the participant was one of the pedestrians secured in the utilitarian 
option, which thereby automatically induce selfishness in the process (Martin, Kusev, Teal, et al., 2021). 
To fill these gaps, Martin, Kusev, and Van Schaik (2021) developed a between- subjects study comparing 
moral judgements with Partial PT accessibility (access to only one perspective) and Full PT accessibility 
(access to all the potential perspectives). Differently from Huang et al. (2019), this version of the AV di-
lemma with Full accessibility was more faithful to VOI principles (Rawls, 1971/2009), since it assumed 
even odds of being one of the characters involved in the crash scenario, and therefore eliminating the 
opportunity of making self- interest- driven decisions. Their findings confirmed that when contingent 
information is blurred in the Full PT moral scenario, the likelihood of the utilitarian resolution grows, 
coherently to an increased agreement between moral judgement and willingness to buy utilitarian AVs.

Aims and structure of the research

The present research aims to deepen the role of VOI reasoning in the process of moral evaluations, 
distinguishing the operationalization of Rawslian and Harsanyian VOI and stressing the role of PT 
when facing problems of moral nature. The focus has been directed towards the context of autono-
mous transportation (Huang et al., 2019; Martin, Kusev, Teal, et al., 2021; Martin, Kusev, & Van 
Schaik, 2021), implementing a renewed application of VOI reasoning inspired by the moral trilemma 
paradigm (Thomson, 2008). It allows us to push the investigation beyond the typical utilitarian 
versus non- utilitarian dispute, considering a third potential solution (namely the maximin strategy). 
The effects of this decisional process are also tested in terms of moral acceptability and availability 
to share the autonomous technology, to bring new insights to the general perception of AVs' be-
haviours (Bonnefon et al., 2016). To this aim, two within- subjects studies were developed in order 
to test how variations in the availability of contingent information and the imposed perspective 
can affect moral judgements and perception of AVs (Kallioinen et al., 2019; Martin, Kusev, & Van 
Schaik, 2021). In Study 1 (S1) we investigate potential differences in the endorsement of different 
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AV behaviours through a ‘funnel’ within- subject approach, gradually moving from Full PT acces-
sibility to Partial PT accessibility to increase the availability of contingent information scenario 
after scenario. Evidence collected in S1 has been further deepened in a follow- up study (Study 2, 
S2), with the aim of controlling for potential countereffects of the proposed methodology, as well 
as further testing the role of sacrificial framing in moral judgement (Bruno et al., 2023; Huebner & 
Hauser, 2011). Below are provided the specifics for each study, followed by a comprehensive discus-
sion. Additional information about the experimental materials and data analysis are retrievable in 
the Supplementary Materials.

STUDY 1

Coherently with Martin, Kusev, and Van Schaik (2021), in S1 we aimed to test the effect of PT ac-
cessibility (partial vs. full) in shaping moral judgements but assuming a different approach. Indeed, 
Martin, Kusev, and Van Schaik (2021) opted for a between- subject design, comparing moral judge-
ments in partial and full PT accessibility dilemmas. Participants assigned to the partial PT condition 
were asked to assume a specific perspective (the AV passenger), while in the Full PT condition, the 
moral agent had even odds of being the AV passenger or one of the pedestrians crossing the road. 
In our study, first we distinguish between two different Full PT scenarios, structured on the basis 
of VOI principles by Rawls (i.e. Thick Veil) and Harsanyi (i.e. Thin Veil). Consistently, to discern 
the decisional processes in ‘decision under ignorance’ situations, we have adapted the structure of 
moral trilemma to VOI reasoning and AV dilemma, directing the focus towards three potential 
resolutions: utilitarian, maximin and non- utilitarian. Importantly, we opted to provide increasing 
contingent information adopting a ‘funnel’ within- subject design, presenting Full PT accessibility 
scenarios before the disclosure of a specific perspective (AV passenger or pedestrian) in the final 
partial PT condition (i.e. No Veil). This design allows us to investigate moral consistency through-
out the veils (i.e. ‘moral profiles’), considering participants who have expressed equal or different 
moral judgements throughout the veils. To the best of our knowledge, this is the first applied re-
search distinguishing between Rawslian- like and Harsanyian- like VOI reasoning, both in terms of 
information accessibility and in the separation of the two proposed decisional rules (maximin and 
utilitarian).

We hypothesized that:

H1.1. Coherently with the reference theories (Di Nucci, 2013; Harsanyi, 1975, 1978; 
Huebner & Hauser, 2011; Rawls, 1971/2009), different decision strategies are expected 
throughout different VOI conditions. Specifically, the favour towards the maximin decision 
rule should be higher behind the Rawslian Thick Veil, while moral agents should endorse 
the utilitarian rule more behind the Harsanyian Thin Veil.

H1.2. Consistently with previous studies (Bruno et al., 2023; Kallioinen et al., 2019; 
Mayer et al., 2021), when all personal and contingent information is disclosed in the par-
tial PT accessibility condition (No Veil), a transition towards self- protective behaviours 
is expected.

H1.3. Assuming the within- subjects nature of this study, we expected a coherence be-
tween moral consistency and attitudes towards AVs, in terms of moral acceptability of the 
proposed AV behaviours and willingness to buy. For example, moral agents who have con-
sistently favoured utilitarian behaviours would express better attitudes towards AVs pro-
grammed to follow this decisional rule.
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Method

Participants

A priori power analysis has been computed on G- power (Faul & Erdfelder, 1992), assuming a medium 
effect size (Cohen's d = 0.20) and a correlation of .50 among repeated measures, with an alpha error 
probability of .05 and 0.95 of power. The system suggested a total number of 220 participants, and 
251 Italian participants were recruited for the experiment. The final sample counted a total number of 
239 participants (12 subjects were excluded as they failed to correctly answer two check questions, see 
Procedure). The final sample counted 50.21% females (n = 120). Overall, the mean age was 28.28 years 
(SD = 8.26, range = 18– 63), the mean schooling age was 16.94 years (SD = 2.78), and 51.46% of the par-
ticipants (n = 123) were enrolled in university courses. Most of the participants (88.28%, n = 211) had 
held diver licences, and 53.55% of the sample was involved in a road accident at least once in a lifetime 
(n = 128). The study was approved by the local ethics committee (ID No.: 4420).

Materials

The set of stimuli is composed of three sacrificial and self- involvement moral trilemmas, presented with 
both textual storyline and vignette and readapted by Martin, Kusev, and Van Schaik (2021). The trilem-
mas depict the same on- road situation involving an AV driving on an urban road with a single passenger 
on board, approaching an intersection. Because of a non- human- related failure, three pedestrians are 
now crossing the road in the direct path of the AV. The dynamic of the event does not allow the vehicle 
to brake safely, leading to an unavoidable crash.

Two trilemmas (Thick and Thin Veil) were framed consistently with VOI principles, having a full 
PT accessibility to contingent information. Consistently, in these scenarios participants were informed 
of having even odds of being the AV passenger or one of the pedestrians (Martin, Kusev, & Van 
Schaik, 2021). Differently, in the last dilemma (No Veil) participants were framed ‘outside the veil’ and 
assigned to a specific viewpoint in the scenario (AV passenger or one of the pedestrians), consistently to 
a partial PT accessibility to contingent information. Below is the storyline and the vignette (Figure 1) 
from the two VOI trilemmas (Thick and Thin Veils). The experimental material is retrievable in the 
Supplementary Materials.

YOU could be the sole passenger (Pa) in an autonomous self- driving vehicle traveling at 
the speed limit down an urban road. OR you could be one of the three pedestrians now 
crossing the road. Pe1 and Pe2 are in the middle of the road, whereas Pe3 is just behind 
them. Because of a traffic light malfunction, the pedestrians are now in the direct path of 
the car. There is no more time to brake. Facing this event, the autonomous vehicle may 
be programmed to implement three different emergency maneuvers, resulting in different 
risks for the passenger and the pedestrians.

Each trilemma has three different resolutions, corresponding to three potential manoeuvres that the AV 
would be able to perform in that critical situation. The three manoeuvres were not expressed explicitly, 
but their outcomes were presented in the form of individual numerical chances of survival (Table 1): the 
higher the individual percentage, the higher the corresponding chance of survival. The decision to focus 
on the sole outcome of each manoeuvre was taken to emphasize the consequences of each outcome 
instead of the events' dynamics.

The selected strategy also allowed us to achieve a VOI- like representation of three decisional rules in 
the AV dilemma: to prioritize the AV passenger safety (following the non- utilitarian rule), to minimize 
the number of casualties (following the utilitarian rule), or to maximize the protection of the least- 
advantaged character (following the maximin rule). The specific chances of survival percentages were 
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    | 7MORAL REASONING BEHIND THE VEIL OF IGNORANCE

defined to be as faithful as possible with the three AV behaviours, so as to communicate the number 
of characters at different levels of risk which was consistent with the correspondent decisional rule. 
The non- utilitarian behaviour favoured the lowest number of characters (two of four) and the lowest 
expected utility (Morgenstern & Von Neumann, 1944). In the No Veil scenario, this may turn out to be 
the self- protective option, depending on the experimental condition. The utilitarian rule allowed for the 
highest number of survivors (three of four) and the highest expected utility. Finally, the maximin be-
haviour resulted in an increased chance of survival of the character with the highest risk, but distribut-
ing it among the other characters, resulting in an expected utility value just below the utilitarian option.

The three dilemmas were presented in a fixed order, increasing the level of individual and contingent 
information available. When answering the first full PT scenario (Rawslian Thick Veil), the chances 
of survival were disjointed from characters and roles (i.e. no label provided), requiring participants 
to assume a decision on the sole basis of the final ‘economic’ outcome, but knowing nothing about 
their personal role and the role of other characters in the scene (Table 1, Thick Veil). Subsequently, the 
chances of survival were associated with each role in the second full PT scenario (Harsanyian Thin Veil), 
but participants still had no notion of their personal involvement. (Table 1, Thin Veil). Finally, all the 
information about the personal role and the role of others was disclosed to participants in the partial PT 
scenario (Table 1, No Veil), who were asked to assume the perspective of the AV passenger or of one of 
the pedestrians. Importantly, the chances of survival were kept constant throughout the three dilemmas 
to reduce the risk of confusion.

Procedure

S1 was programmed on the Qualtrics survey platform (Qualtrics, Provo, UT) and distributed online 
through Prolific, with a mean duration of 13.36 min (SD = 6.37 min). An hourly rate contribution of 
12.70€ was provided, and on average, each participant was rewarded with 3.2€ for their participation. 
All the participants were requested to complete the survey using a laptop or a desktop computer and 
a mouse. Before the experimental session, each participant filled out the informed consent form, read 
the instructions about the experimental session, and provided personal information and driving habits. 
Additionally, two questions on numeracy ability were administered to control for basic knowledge of 
proportions and percentages. Twelve participants were excluded based on this control check. At this 

F I G U R E  1  Vignette of the AV trilemma deployed in the two VOI conditions (Thick and Thin Veils).
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8 |   BRUNO et al.

point, the three scenarios were presented in a fixed order. Starting the experimental section, a detailed 
explanation of the task was provided. Participants were informed about the modality of presentation 
of the upcoming moral scenarios, matched by descriptive vignettes. In the depicted event, the partici-
pants knew that they were involved in the scene, having even odds of being the AV passenger or one 
of the pedestrians. At this point, the three trilemmas were presented in fixed and increasing order of 
contingent informativeness, starting from the two full PT scenarios (Thick and Thin Veils), and con-
cluding with the partial PT scenario (No Veil). Participants had unlimited time to read the storylines 
and watch the vignettes. Switching to the next screen, they were reminded of their involvement in the 
scenario. Then, they were required to choose the most appropriate AV manoeuvre among the three 
options (non- utilitarian, utilitarian and maximin) and consistently with the type of veil. Introduced to 
the last No Veil dilemma, the sample was branched into two gender- balanced groups with different PT 
accessibility, which requested them to assume the perspective of the AV passenger or of one of the pe-
destrians. Finally, participants were required to rate from 0 to 100 moral acceptance and willingness to 
buy AVs programmed to follow the three proposed behaviours (0 = completely unacceptable/ unwilling 
to buy, 100 = completely acceptable/ willing to buy). The evaluated AVs were programmed: to prioritize 
the AV passenger before anyone else (passenger- protective AV), to minimize the number of casualties 

T A B L E  1  The three outcomes depict the three potential AV behaviours in the three scenarios (Thick, Thin and No 
Veil).

1. Thick Veil (full PT accessibility)

AV behaviour
Unknown 
character

Unknown 
character

Unknown 
character

Unknown 
character

Non- utilitarian 99% 1% 1% 99%

Utilitarian 1% 99% 99% 99%

Maximin 42% 38% 38% 90%

2. Thin Veil (full PT accessibility)

Passenger Pedestrian 1 Pedestrian 2 Pedestrian 3

Non- utilitarian 99% 1% 1% 99%

Utilitarian 1% 99% 99% 99%

Maximin 42% 38% 38% 90%

3.1 No Veil, AV passenger perspective (partial PT accessibility)

YOU Pedestrian 1 Pedestrian 2 Pedestrian 3

Non- utilitarian 99% 1% 1% 99%

Utilitarian 1% 99% 99% 99%

Maximin 42% 38% 38% 90%

3.2 No Veil, pedestrian perspective (partial PT accessibility)

Passenger YOU Pedestrian 2 Pedestrian 3

Non- utilitarian 99% 1% 1% 99%

Utilitarian 1% 99% 99% 99%

Maximin 42% 38% 38% 90%

Note: The percentages in each cell indicate the chance of survival of each character (columns) in each outcome (rows). From top to bottom, the 
first table was recalled in the full Perspective Taking (PT) Thick Veil scenario (with hidden information about personal and others' roles); the 
second table in the full PT Thin Veil scenario (percentages attached to each role but no information about personal involvement); the third and 
fourth table in the partial PT No Veil condition (with available information about personal and the others' role). Trilemmas were presented in 
a fixed order: (1) Thick Veil, (2) Thin Veil and (3) No Veil. Here, half of the sample was requested to assume the AV passenger's perspective 
(3.1), while the rest assumed the pedestrian perspective (3.2, see Procedure). Importantly, during the experiment, the name of each decisional 
strategy (Non- utilitarian, Utilitarian, Maximin) was blurred and replaced with a more general label (namely: Behaviour 1, Behaviour 2, and 
Behaviour 3).
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    | 9MORAL REASONING BEHIND THE VEIL OF IGNORANCE

(utilitarian AV), and to maximize the protection of the least- advantaged character (maximin AV). Dif-
ferently from the trilemma's options, the three AV behaviours were now explained and made explicit 
to participants.

Data analysis

The statistical analysis was conducted in the R environment (version 4.1.1; R Core Team, 2021). Given 
the hypotheses, a series of statistical models were implemented. For the investigation of H1.1 and H1.2, 
moral decisions to the three AV trilemmas (non- utilitarian, utilitarian and maximin) were assumed as 
three separate binomial dependent variables in three generalized mixed- effects linear models (M1 –  
M3), setting the dilemma type (Thick Veil, Thin Veil, No Veil with AV passenger perspective, No Veil 
with pedestrian perspective) as a fixed effect and participants a random intercept. Then, two further 
mixed- effects linear models (M4, M5), were implemented for the investigation of potential differences 
in terms of moral acceptability and willingness to buy AVs programmed to follow the three proposed 
behaviours. In these latter two models, moral consistency profiles were considered as a fixed effect to 
investigate H1.3. In these terms, we defined ‘fully utilitarian’, ‘fully maximin’ and ‘fully non- utilitarian’ 
individuals as the ones who gave the same answers throughout the three scenarios, while ‘inconsistent’ 
individuals changed their moral decision at least one time during the experimental session. The ‘fully 
non- utilitarian’ profile was excluded from the analysis, considering its scarce numerosity (n = 3). The 
models presented in the main analysis (M1 –  M5) are the result of forward stepwise model comparisons. 
Post hoc pairwise comparisons were considered when requested using the R package ‘emmeans’ (Lenth 
et al., 2018), and Bonferroni correction was set as an adjustment method. Additional tables and figures 
are provided in the Supplementary Materials, together with the final datasets and the R script.

Results

Firstly, we investigated the role of the Full PT accessibility behind the veils in the endorsement of each 
decisional strategy (H1.1), across three generalized linear models (M1– M3). Surprisingly, the utilitarian 
moral code was mainly preferred in the Thick Veil trilemma (χ2 (3) = 56.52, p < .001) when compared to 
the Thin Veil (z = 3.45, p = .003). The inversion of the predicted trend was also observed in the endorse-
ment of the maximin decisional strategy, which was the more frequently selected outcome responding 
to the Thin Veil scenario (χ2 (3) = 24.51, p < .001) when compared to the Thick Veil (z = 2.95, p = .019). 
These results are represented in Figure 2 and comprehensively in Table 2.

As expected, (H1.2), partial PT accessibility increases the favour towards the revealed self- protective 
behaviours. Indeed, participants tend to prefer the non- utilitarian (χ2 (3) = 29.02, p < .001, z = 3.06, 
p = .013) or utilitarian behaviours (χ2 (3) = 56.52, p < .001; z = 6.74, p < .001) when it matched with self- 
protective outcomes (Figure 3). Interestingly, under partial PT accessibility, the maximin strategy 
appeared to be highly preferred by AV passengers than pedestrians (χ2 (3) = 24.51, p < .001; z = 4.00, 
p < .001), since in this case, the endorsement of the utilitarian AV manoeuvre would have led to the 
passenger's sacrifice.

Finally, the consistency between moral judgements and attitudes towards AVs (H1.3) was investi-
gated with two mixed effects linear models (M4 –  M5). The interaction effect between AV behaviour 
and Moral profile (χ2 (4) = 67.32; p < .001) confirmed the hypothesized trend among morally consis-
tent agents. Indeed, ‘fully utilitarian’ participants evaluated the utilitarian behaviour option as more 
moral than ‘fully maximin’ individuals (z = 27.17; p < .001), and –  on the contrary –  ‘fully maximin’ 
participants evaluated the maximin option as more moral than ‘fully utilitarian’ individuals (z = 17.84, 
p = .001). Interestingly, morally ‘inconsistent’ participants evaluated the passenger- protective AV as less 
immoral than ‘fully utilitarian’ (z = 14.13, p = .001) and ‘fully maximin’ moral agents (z = 28.76, p < .001). 
In terms of willingness to buy, ‘fully utilitarian’ participants would prefer to buy utilitarian AVs when 
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10 |   BRUNO et al.

compared to other algorithms (e.g., vs. maximin AVs: z = 16.49, p < .001) and different Moral profiles 
(vs. ‘fully maximin’: z = 21.49, p = .001). Overall, utilitarian AVs were perceived as more morally accept-
able (χ2 (2) = 342.63; p < .001) and more appealing in case of future purchase (χ2 (2) = 43.19; p < .001), 
when compared to passenger- protective vehicles and AVs programmed to distribute the risk among 
characters in a maximin sense. The table of the descriptive scores of moral acceptability and willingness 
to buy is retrievable in the Appendix 1 (Table A1).

Discussion

S1 investigates if variations in PT accessibility and availability of contingent information have the 
potential to affect moral judgement and attitudes towards AVs, leveraging on the structure of the 
moral trilemma paradigm (Thomson, 2008) and through the operationalization of VOI reasoning. 
Coherently with the reference theories (H1.1; Harsanyi, 1975, 1978; Rawls, 1971/2009), we expected 
a stronger favour towards the maximin decisional strategy when both contingent and personal in-
formation were hidden behind the Rawslian Thick Veil. Conjunctively, a stronger favour towards the 
utilitarian code was expected behind the Harsanyian Thin Veil, when only contingent but no per-
sonal information was disclosed. Interestingly, evidence is in slight opposition with the theoretical 
framework: when answering to the two VOI scenarios, individuals show a higher preference for the 
utilitarian code behind the Thick Veil, and a favour towards the maximin strategy when responding 
to the Thin Veil trilemma. It appears that the disclosure of other characters' roles (i.e. labels) im-
proves the interest in maximizing the protection of the least- advantaged individual, at the expense 
of the utilitarian resolution for the minimization of casualties. This solution appears to aim for a 
more ‘democratic’ distribution of risk among all the characters involved when compared to the more 
‘economical’ utilitarian resolution for the minimization of the total number of casualties. Consid-
ering this result, we can assume that, when adding the individual labels as the simplest contextual 

F I G U R E  2  Bar chart of the relative percentage of endorsement of the three proposed AV manoeuvres (non- utilitarian, 
utilitarian and maximin), throughout the two Full PT accessibility conditions (Rawslian Thick Veil, Harsanyian Thin Veil).

 20448295, 0, D
ow

nloaded from
 https://bpspsychub.onlinelibrary.w

iley.com
/doi/10.1111/bjop.12679 by C

ochraneItalia, W
iley O

nline L
ibrary on [26/08/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



    | 11MORAL REASONING BEHIND THE VEIL OF IGNORANCE

T
A

B
L

E
 2

 
Pe

rc
en

ta
ge

s o
f a

bs
ol

ut
e 

en
do

rs
em

en
t o

f t
he

 th
re

e 
pr

op
os

ed
 A

V
 b

eh
av

io
ur

s, 
di

vi
de

d 
by

 m
or

al
 sc

en
ar

io
 (T

hi
ck

 V
ei

l, 
T

hi
n 

Ve
il 

an
d 

N
o 

Ve
il)

 a
nd

 –
  se

pa
ra

te
d 

by
 th

e 
do

tt
ed

 li
ne

 
–  

co
nt

ro
lle

d 
fo

r t
he

 p
er

sp
ec

tiv
e 

as
su

m
ed

 in
 th

e 
N

o 
Ve

il 
sc

en
ar

io
 (p

ar
tia

l P
T;

 A
V

 p
as

se
ng

er
 o

r p
ed

es
tr

ia
n)

.

Sc
en

ar
io

Pe
rs

pe
ct

iv
e 

(N
o 

Ve
il)

O
ve

ra
ll

T
hi

ck
 V

ei
l

T
hi

n 
Ve

il
N

o 
Ve

il
AV

 p
as

se
ng

er
Pe

de
st

ri
an

N
on

- u
til

ita
ria

n 
(%

)
3.

76
%

 (n
 =

 9)
6.

2%
 (n

 =
 15

)
16

.7
3%

 (n
 =

 4
0)

28
.3

3%
 (n

 =
 34

)
5.

04
%

 (n
 =

 6)
8.

92
%

 (n
 =

 64
)

U
til

ita
ria

n 
(%

)
63

.6
1%

 (n
 =

 15
2)

51
.8

9%
 (n

 =
 12

4)
49

.8
0%

 (n
 =

 11
9)

27
.5

0%
 (n

 =
 33

)
72

.2
7%

 (n
 =

 86
)

55
.0

9%
 (n

 =
 39

5)

M
ax

im
in

 (%
)

32
.6

3%
 (n

 =
 78

)
41

.8
4%

 (n
 =

 10
0)

33
.4

7%
 (n

 =
 80

)
44

.17
%

 (n
 =

 53
)

22
.6

9%
 (n

 =
 27

)
35

.9
8%

 (n
 =

 25
8)

N
ote

: T
he

 o
ve

ra
ll 

pe
rc

en
ta

ge
s a

re
 p

re
se

nt
ed

 in
 th

e 
la

st
 c

ol
um

n.

 20448295, 0, D
ow

nloaded from
 https://bpspsychub.onlinelibrary.w

iley.com
/doi/10.1111/bjop.12679 by C

ochraneItalia, W
iley O

nline L
ibrary on [26/08/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



12 |   BRUNO et al.

information, the gap between the utilitarian and the maximin moral code is reduced, enhancing a 
more distributive approach to risk. The low appeal of the maximin rule behind the Thick Veil is pre-
dicted by Rawls himself (Rawls, 2001), which describes the use of this decisional strategy as a ‘useful 
heuristic device’ for the justification of the ‘difference principle’. Moreover, Moehler (2018) suggests 
that, behind the Rawslian veil, rational agents may aim to maximize the individual expected utility 
independently of their personal role (Briggs, 2014), which would result in an improved likelihood 
of the utilitarian option.

As predicted (H1.2), the transition from full to partial PT accessibility –  when personal involvement 
is finally disclosed to moral agents –  led to a greater favour towards self- protective behaviours. Indeed, 
awarding the participant with a specific perspective (AV passenger or pedestrian) allowed them to dis-
cern the individual advantages (and the relative costs) from the main collective goal. Results show that 
individuals with the pedestrian perspective endorsed the utilitarian (and self- protective) option more 
frequently than the passenger- perspective counterpart. Indeed, a tendency towards self- protection was 
revealed also in this latter condition even if with considerably less intensity, assuming the non- utilitarian 
feature of the self- protective option. Interestingly, when personal life was endangered in the utilitarian 
option, the likelihood of the maximin AV behaviour consistently increased, confirming the potential 
role of this decisional rule as an intermediate moral solution in partial PT accessibility scenarios. The 
personal involvement effect was strongly anticipated by the traditional literature on moral decision- 
making (Greene et al., 2001; Lotto et al., 2014; Moore et al., 2008), and this result seems consistent 
with evidence collected on AV morality using partial PT accessibility scenarios (Kallioinen et al., 2019; 
Martin, Kusev, & Van Schaik, 2021; Mayer et al., 2021). Nonetheless, the authors opted to investigate 
this feature through the only AV perspective, highlighting a detrimental effect on utilitarian endorse-
ment. The present study also focuses on the pedestrian perspective, strengthening the role of partial PT 
accessibility as a motivator towards self- protective tendencies.

F I G U R E  3  Bar chart on the total percentage of endorsement of the three proposed AV behaviours when the individual 
perspective (i.e. personal role) is revealed in the Partial PT accessibility condition (protect the AV passenger/non- utilitarian, 
protect the pedestrians/utilitarian and Maximin), divided by individual perspective (AV passenger, pedestrian).
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    | 13MORAL REASONING BEHIND THE VEIL OF IGNORANCE

Finally, we expected a potential coherence between moral judgements and attitudes towards AVs 
(H1.3). Three ‘moral profiles’ were derived from the experimental activity, describing moral agents 
who consistently followed the utilitarian moral code (i.e. ‘fully utilitarian’), who consistently followed 
the maximin strategy (i.e. ‘fully maximin’), and who changed their decisional rule at least one time (i.e. 
‘inconsistent’). As expected, consistent individuals evaluated the AVs programmed to follow the same 
moral goal as more acceptable, but this trend appears to be sustained by the availability of purchasing 
this vehicle only in the ‘full utilitarian’ individuals. This result suggests an effect of full and partial PT 
accessibility on ‘fully utilitarian’ individuals in improving the agreement between moral evaluation and 
shareability (Martin, Kusev, & Van Schaik, 2021), but overall, the pattern seems in line with the ‘social 
dilemma’ exposed by Bonnefon et al. (2016).

STUDY 2

In order to investigate the described hypotheses, in S1 a series of decisions were taken in order to de-
fine a methodology that was the most suitable to our research goals. In this sense, it appears important 
to give credit to potential comments on the eventual limitations of S1, testing it through a follow- up 
study (S2).

A primary question would be on a potential order effect. In S1, the three AV trilemmas were admin-
istered to each participant in a fixed order (Thick, Thin and No Veil). The transition from full to partial 
PT is a core feature of S1 and is plausible to expect different results when the personal role and contin-
gent information are not disclosed progressively but randomizing the scenarios. A second discussion 
point is on the reliability of the evidence collected by administering a single trial per each VOI condi-
tion. This may be non- trivial, since this may have affected both moral judgement and moral consistency, 
categorizing as ‘morally inconsistent’ individuals on the basis of a limited number of evaluations.

Finally, a general concern may be referred to as the structure of moral alternatives. In this partial 
PT accessibility situation, participants make moral judgements being aware of their role in the scenario, 
and hence also knowing which of the alternatives will require self- sacrifice. Consequently, is admissible 
that self- sacrificial framing may impact the endorsement of the utilitarian act, making it more attractive 
(‘kill one to save yourself and others’) or more unpleasant (‘kill yourself to save others’). This may be 
the case in S1, where individuals embracing the pedestrian perspective in the No Veil condition had 
the ‘advantage’ to protect themselves and two more at the expense of the AV passenger's life. The 
role of self- sacrifice has been deepened in previous research (e.g. Di Nucci, 2013; Greene et al., 2001; 
Huebner & Hauser, 2011; Moore et al., 2008), but little is known about its framing (Bruno et al., 2023).

Taking together, S2 aims at deepening these discussion points, investigating from a descriptive view-
point how the experimental design from S1 may have affected the results. To fulfil this goal, the presen-
tation of the three veils was randomized in a within- subjects study. Moreover, to investigate the role of 
sacrifice framing in the endorsement of the utilitarian moral rule, two different versions of the partial 
PT accessibility scenario were administered: in one case, pursuing the utilitarian behaviour would re-
quire the participant to accept a self- sacrificial act, in the opposite case this moral outcome is instead 
framed as self- protective. Additionally, the stimuli set was renewed with an additional scenario per 
condition, presenting eight AV trilemmas per participant.

Method

Participants

A priori power analysis has been computed on G- power (Faul & Erdfelder, 1992), assuming a conserva-
tive low- to- medium effect size (Cohen's d = 0.15) and a correlation of .50 among repeated measures, 
with an alpha error probability of .05 and 0.95 of power. The system suggested a total number of 62 
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14 |   BRUNO et al.

participants, and 76 Italian participants were recruited for the experiment. The final sample counted 
48.68% females (n = 37). Overall, the mean age was 27.04 years (SD = 3.55, range = 21– 44), the mean 
schooling age was 17.68 years (SD = 2.18), and 42.10% of the participants (n = 32) were enrolled in uni-
versity courses.

Materials

The set of stimuli is composed of eight sacrificial and self- involvement moral trilemmas. Three sce-
narios were retrieved by S1, and five new AV trilemmas were developed for the occasion. For each new 
scenario, the structure of each storyline and vignette was consistent with S1, depicting an AV approach-
ing a crosswalk with three pedestrians crossing the road in the unlucky event of an unavoidable road 
accident. Four dilemmas were framed consistently with VOI principles and having full PT accessibility 
to contingent information (see Materials). Differently from S1, the partial PT accessibility scenarios (No 
Veil) only asked participants to assume the perspective of one of the three pedestrians. Two No Veil 
scenarios depicted the participants as the one right outside the AV trajectory (Utilitarian Self- Sacrificial, 
USS; Figure 4), while the remaining two asked the participants to assume the perspective of one of the 
two pedestrians right in front of the AV (Utilitarian Self- Protective, USP; Figure 4). Response modal-
ity was also coherent with S1, providing participants with three potential AV behaviours in the form 
of numerical individual chances of survival. Per each VOI condition, participants were provided with 
different levels of personal and contingent information (see Materials). In S2, the chances of survival 
of the No Veil scenario outcomes were adapted consistently with the adopted sacrifice framing in the 
utilitarian resolution. Accordingly, both USS and USP conditions required participants to assume the 
perspective of one of the pedestrians, but if in the first case (USS), the utilitarian decision required a 
self- sacrificial act in order to be accomplished, in the USP condition participant had the chance to pro-
tect the self and also the other two pedestrians (Table 3).

Procedure

S2 was programmed on the Qualtrics survey platform (Qualtrics, Provo, UT). The programme provided 
an anonymous link to the survey, which was then distributed via social networks and institutional com-
munication channels following a snowball non- probabilistic sampling technique (Chandler et al., 2019; 
Goodman, 1961; Parker et al., 2019). Each participant signed an informed consent form before partici-
pation, which was voluntary and unremunerated.

The experimental procedure was consistent with S1 (see Procedure). Differently from the previous 
experiment, the dilemma set was randomized within- subjects following a Latin square design. This 
technique allowed for randomization of the three VOI conditions (Thick, Thin and No Veil) but having 
the full set of possible order with equal numerosity. To reduce the risk of confusion due to the switch 
from full to partial PT accessibility scenarios, the presentation of AV trilemmas belonging to the same 
VOI condition was randomized pairwise, and the four No Veil trilemmas were randomized as a single 
block. After the administration of AV trilemmas and consistently with S1, participants were required to 
rate from 0 to 100 moral acceptance and willingness to buy AVs programmed to follow the three pro-
posed behaviours (0 = completely unacceptable/ unwilling to buy, 100 = completely acceptable/ willing 
to buy).

Data analysis

The statistical analysis was conducted in the R environment (version 4.1.1; R Core Team, 2021). Assum-
ing the follow- up nature of the present study, the data analysis procedure from S1 was replied for S2 
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    | 15MORAL REASONING BEHIND THE VEIL OF IGNORANCE

(see Data analysis). Again, three moral consistency profiles (‘fully utilitarian’, ‘fully maximin’ and ‘in-
consistent’) were derived for the investigation of attitudes towards AVs. Consistent individuals were the 
ones who gave the same answers throughout all eight scenarios, while ‘inconsistent’ individuals changed 
their moral decision at least one time during the experimental session. For descriptive purposes, two 
additional profiles were considered in Table A2 (Appendix 1), gathering participants with at least six of 
eight consistent moral judgements (‘mainly utilitarian’ and ‘mainly maximin’). Additional information is 
provided in the Supplementary Materials, together with the final datasets and the R script.

Results

Table 4 describes the percentage of endorsement of the three available AV behaviour behind the 
Thick and Thin Veils (full PT) and outside the veil (partial PT), controlling for the sacrifice fram-
ing of the utilitarian option. Overall, results seem consistent with S1 in the predictable low interest 
towards the non- utilitarian option (Table 4), and, descriptively, a preference towards a particular deci-
sional approach behind the Thick (utilitarian) and the Thin (maximin) Veils is still partially observable 
(Figure 5). Nevertheless, randomization appears to have significantly affected moral judgement in the 

F I G U R E  4  Vignette of the No Veil AV trilemma, in the utilitarian self- sacrificial framing (USS, above) and in the 
utilitarian self- protective framing (USP, below).
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16 |   BRUNO et al.

full PT accessibility conditions. Indeed, results indicate a non- significant difference between the two 
VOI veils in the likelihood of utilitarian (χ2 (3) = 46.60, p < .001; z = 1.34, p = 1) and maximin decisions 
(χ2 (3) = 25.56, p < .001; z = 0.21, p = 1). This effect may be due to an improvement in the endorsement 
of the maximin approach behind the two veils (Table 4).

Importantly, the trend towards favouring self- protecting behaviours was also confirmed in S2, 
where participants assumed the pedestrian's perspective in two different sacrificial framings. Indeed, 
participants tend to prefer the non- utilitarian (χ2 (3) = 42.24, p < .001, z = 5.76, p < .001) or utilitarian 
behaviours (χ2 (3) = 46.60, p < .001; z = 6.29, p < .001) when it matched with self- protective outcomes 
(Figure 6). Interestingly –  and consistently with S1 –  when facing the AV trilemma with the perspective 
of the pedestrian at risk in the utilitarian option (USS), the likelihood of the maximin decisional rule 
was higher than in the opposite sacrifice framing (USP; χ2 (3) = 25.56, p < .001; z = 3.83, p < .001).

Finally, also in S2 three moral profiles were derived from the expressed moral judgements, so to 
re- evaluate the consistency between moral judgements and attitudes towards AVs. Consistently with 
S1, Moral acceptability of the proposed AV algorithms was evaluated differently from different moral 
profiles (χ2 (4) = 28.59; p < .001), with higher evaluations from ‘fully utilitarian’ and ‘fully maximin’ in-
dividuals of the corresponding AV behaviour when compared to other algorithms and moral profiles. 
Finally, a generally low interest in purchasing AVs was confirmed independently from the moral profile. 
The table of the descriptive scores of moral acceptability and willingness to buy is retrievable in the 
Appendix 1: Table A2.

Discussion

S2 is assumed as a follow- up investigation, with the aim of testing a series of methodological deci-
sions assumed in the implementation of S1. Importantly, results confirm the relevance of the ‘fun-
nel’ within- subject approach followed in S1 in revealing characteristic approaches in the resolution 
of the AV trilemma behind the VOI. Indeed, presenting personal and contingent information about 
the AV scenario in a randomized order changed the approaches towards the dilemmas, slightly 
improving the likelihood of the maximin resolution. This was predictable. In the development of 
S1, we sought to maintain the AV trilemma presentation in a fixed order since we aimed to disclose 

T A B L E  3  The three outcomes depict the three potential AV behaviours in the No Veil scenarios (utilitarian self- 
sacrificial and utilitarian self- protective).

No Veil, utilitarian self sacrificial (USS –  partial PT accessibility)

AV behaviour Passenger Pedestrian 1 Pedestrian 2 YOU

Non- utilitarian 1% 1% 99% 99%

Utilitarian 99% 99% 99% 1%

Maximin 42% 38% 90% 38%

No Veil, utilitarian self- protective (USP –  partial PT accessibility)

Passenger YOU Pedestrian 2 Pedestrian 3

Non- utilitarian 99% 1% 1% 99%

Utilitarian 1% 99% 99% 99%

Maximin 42% 38% 38% 90%

Note: The percentages in each cell indicate the chance of survival of each character (columns) in each outcome (rows) for the two partial PT 
accessibility conditions. Here is possible to observe the different nature of the utilitarian AV behaviour in terms of individual involvement. 
In the case of self- sacrificial framing (USS), the utilitarian option is satisfied only in the case of self- sacrifice. In the case of self- protective 
framing (USP), the utilitarian option is satisfied also protecting the participant. Importantly, during the experiment, the name of each 
decisional strategy (non- utilitarian, utilitarian, and maximin) was blurred and replaced with a more general label (namely: Behaviour 1, 
Behaviour 2 and Behaviour 3).
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18 |   BRUNO et al.

F I G U R E  5  Bar chart of the relative percentage of endorsement of the three proposed AV manoeuvres (non- utilitarian, 
utilitarian and maximin), throughout the two Full PT accessibility conditions (Rawslian Thick Veil, Harsanyian Thin Veil).

F I G U R E  6  Bar chart on the total percentage of endorsement of the three proposed AV behaviours when the individual 
perspective (i.e. personal role) is revealed in the Partial PT accessibility condition (protect the AV passenger/non- utilitarian, 
protect the pedestrians/utilitarian and maximin), divided by sacrifice framing. In the utilitarian self- sacrificial framing (USS) 
the utilitarian option is satisfied only in the case of self- sacrifice. In the case of self- protective framing (USP), the utilitarian 
option is satisfied also protecting the participant.
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progressive information about personal involvement and contingent features of the scenario step- 
by- step. Randomizing the accessibility to PT does not seem a suitable solution to enhance VOI 
reasoning, since moral agents are no longer bereft of personal and contingent information (Har-
sanyi, 1975, 1978; Moehler, 2018; Rawls, 1971/2009), which may assumingly influence the decisional 
processes (Di Nucci, 2013).

Nonetheless, is possible to admit how results from S2 may suggest a good consistency with trends 
evidenced in S1. A low overall interest towards non- utilitarian AV behaviours was confirmed, as 
well as the consistency between attitudes towards this technology and the expressed moral judge-
ments, assumed in different ‘moral profiles’. Preliminarily, these findings seem independent of the 
number of stimuli administered to each participant, which seems important in order to control the 
time and cognitive requests of participants (Broeders et al., 2011; Bruno et al., 2022). Importantly, 
S2 confirmed the hypothesis of a non- trivial role of sacrifice framing in moral reasoning, which 
consistently affects moral judgement in relation to how the utilitarian option is framed. Indeed, S2 
supports S1 and the literature on self- protective tendencies in partial PT accessibility conditions 
(Bruno et al., 2023; Kallioinen et al., 2019; Mayer et al., 2021). Here, we have framed the utilitarian 
option only using a single role (the pedestrian), suggesting how this factor might be independent of 
the role played in the AV dilemma.

GENER A L DISCUSSION

The present study aimed at deepening the utility of VOI principles and PT accessibility in investigat-
ing moral reasoning in the AV dilemma, taking advantage of the collected evidence on the role of full 
PT accessibility in investigating moral preferences towards this technology (Huang et al., 2019; Martin, 
Kusev, Teal, et al., 2021; Martin, Kusev, & Van Schaik, 2021). Differently from previous studies, we 
decided to study PT accessibility following a new ‘funnel’ approach, disclosing additional informa-
tion about the moral scenario through a progressive transition from full to partial PT. Importantly, we 
distinguished between two different Full PT scenarios, operationalizing VOI reasoning principles by 
Rawls (1971/2009) and Harsanyi (1975, 1978) in the form of moral trilemmas (Di Nucci, 2013; Thom-
son, 2008), so to dispose of two different levels of informativeness behind the veil and to disentangle 
the advantage of utilitarian attitudes providing a new decisional approach (i.e. maximin) to the process.

S1 and S2 confirm that full PT can actively influence individual moral attitudes when compared to 
partial PT accessibility and that this is not independent of the order in which information is presented. 
Consistently with the literature (Martin, Kusev, Teal, et al., 2021), a general selfless interest in the pro-
social benefits of utilitarian behaviours behind the VOI is confirmed, assuming (i) the impossibility of 
taken selfish decisions (even odds) and (ii) the avoidance of any ‘anchoring effect’ presenting this condi-
tion as first (Di Nucci, 2013). Assumingly, the interest in self- protective actions has been evidenced to 
have a detrimental role on prosocial behaviours, operating when personal roles are disclosed in partial 
PT conditions (Bruno et al., 2023; Kallioinen et al., 2019; Mayer et al., 2021), and influencing moral 
agents towards a moral solution that prevents or limits individual risks. In the vision of these results, it 
appears clear that personal interest cannot be underestimated when evaluating moral attitudes under 
partial PT accessibility situations. We stress the recommendation for both researchers and practitioners 
to consider PT accessibility and personal roles when investigating moral concerns and attitudes, espe-
cially when towards AVs (Huang et al., 2019; Martin et al., 2017; Martin, Kusev, & Van Schaik, 2021) 
since it can help the intelligibility of general concerns and hesitations limiting and slowing the adoption 
of this technology (Kaur & Rampersad, 2018; Shariff et al., 2017, 2021).

The operationalization of two VOI conditions (Thick and Thin Veil) and the ‘funnel’ within- subjects 
approach have been important in revealing a significant preference towards utilitarian resolutions when 
moral agents have limited information about the self and the other characters involved in the sce-
nario (Thick Veil). Oppositely to our hypothesis, the sole disclosure of other characters' roles (Thin 
Veil) improved the interest to maximize the protection of the least- advantaged individual, reducing the 
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likelihood of the utilitarian decisional rule. Considering this result, we can assume that, when adding 
the individual labels as the simplest contextual information, the gap between the utilitarian and the 
maximin moral code decrease, enhancing a more distributive approach to risk. The reduced likelihood 
of the maximin rule behind the Rawslian veil was plausible for Rawls (2001) and potentially explained 
by Moehler (2018), who suggests that rational agents aim to maximize the expected individual utility 
also when unaware of their personal position. Importantly, Moehler (2018) pointed out that the dispute 
for the appropriate decisional rule behind the veil is originally conceived only at a normative level. 
However, formal methods alone cannot offer a full description of moral ideas behind specific moral de-
cision situations, and other principles of justice and morality are conceivable other than Rawls' original 
position and Harsanyi's equiprobability model (Moehler, 2018).

Overall, the utilitarian endorsement seems to be negatively affected by the amount of contextual and 
personal information. This result deserves further investigation, by focusing –  for example –  on how the 
progressive disclosure of additional personal and contextual features of the dilemma may affect moral 
reasoning (e.g. gender, age, social position and potential negligence in the traffic). It must be acknowl-
edged that the present operationalization of Rawslian and Harsanyian VOIs may seem rather simplistic, 
as it condenses two complex and tangled theories in a simpler experimental setting. Additionally, the 
employment of percentages in risk communication is controversial (e.g. De Melo et al., 2021; Gigerenzer 
et al., 2007; Gigerenzer & Galesic, 2012; Peters et al., 2006, 2011). Despite our care in following indica-
tions on their use, potential limitations have to be taken into account. In this sense, is it worth pointing 
out that this study does not aim at stressing the discrepancies between the two theories (e.g. Frohlich 
et al., 1987; Gaus & Thrasher, 2015; Moehler, 2018), but the VOI principles have served as an inspi-
ration to deepen the impact of PT accessibility in the moral perception and general attitudes towards 
AVs. Further studies may opt for manipulating the numerical risk, revealing for instance the existence 
of numerical thresholds for switching decisional strategies or even propose a more effective method to 
investigate VOI reasoning that dispenses with a numerical representation of risk.

Interestingly, the present research is one of few applications that tested moral trilemma as a useful 
experimental tool in the investigation of morality, especially in the field of moral perception of AVs. 
Further studies may stress the role of PT in the resolution of moral trilemmas, especially towards self- 
protective behaviours. Di Nucci (2013) empirically tested the role of a third moral solution in affecting 
moral reasoning in the traditional Switch problem (Foot, 1967; Thomson, 2008). Despite some meth-
odological flaws, Di Nucci showed that requiring the moral agent to deal with a three- option dilemma 
has the effect of increasing the impermissibility of the utilitarian (and self- protective) alternative in a 
following dichotomous Switch problem. Additionally, moral judgement in moral dilemmas appears to 
be affected by the dilemma structure itself (e.g. Greene et al., 2001; Lotto et al., 2014; Schein, 2020), but 
everyday situations like road driving may affect moral reasoning (Bruno et al., 2022). We believe that fu-
ture studies may continue to investigate the potentiality of moral trilemmas also in the field of AI ethics, 
which could help overcome a series of limitations regarding the stark distinction between the utilitarian 
and non- utilitarian decisional criteria (e.g. Evans et al., 2020; Rhim et al., 2021) and disclosing self- 
interested or egoistic motives towards self- protective behaviours (Bruno et al., 2023; Di Nucci, 2013; 
Gino et al., 2016). Importantly, leveraging on multiple alternatives and a probabilistic risk formulation, 
the three- option format can become a valid experimental tool to investigate attitudes towards AVs other 
than the classic life and death edge cases employed in the trolley problem (Goodall, 2016). It will allow 
to consider additional layers of information, potentially more applicable with the AV's ethics of risk 
(Contissa et al., 2017; Geisslinger et al., 2021; Gogoll & Müller, 2017).

Finally, the employment of a sequential paradigm –  typical of within- subjects experiments –  allowed 
us to define ‘moral profiles’ on the basis of individuals' moral judgements of the presented dilem-
mas. Sequential behaviour paradigms are tasks in which the same individual has to face a choice in 
consideration of relevant prior behaviour (Mullen & Monin, 2016). Throughout this task, individuals 
can be consistent or inconsistent with their initial behaviour (e.g. Conway & Peetz, 2012; Fanggidae 
et al., 2022). Moral consistency has been detected mainly when individuals think abstractly, transcend-
ing the actual event, and focusing on superordinate goals and values (e.g. Cornelissen et al., 2013; Trope 
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& Liberman, 2010). Overall, the progressive introduction of AV technology in the traffic system has to 
deal with a number of psychological roadblocks shared with other AI systems (Shariff et al., 2017), such 
as AI literacy (Wang et al., 2022), trust in automation ( Jessup et al., 2019), acceptance of autonomous 
systems (Zhang et al., 2019). Results show that investigating moral consistency can actually improve the 
intelligibility of general attitudes towards AVs, as the acceptability and the shareability of AV algorithms 
seems to converge with morally consistent profiles. Further studies may continue in this direction, inte-
grating the investigation of individual ethics, attitudes, trust and intentionality towards the adoption of 
AVs (Martinho et al., 2021; Panagiotopoulos & Dimitrakopoulos, 2018; Qian et al., 2023).

In conclusion, the present study brings novel findings in the multifaceted discussion about the mo-
rality of AVs' behaviours, proposing a new approach for investigating how PT accessibility can affect 
perception and attitudes towards this new technology.
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A PPEN DI X 1

T A B L E  A 1  Mean and standard deviation of moral acceptance (0 = completely unacceptable) and willingness to buy 
(0 = unwilling to buy) of the three main consistency profiles (consistent utilitarian, consistent maximin and inconsistent).

N

AV behaviour

Prioritize the passenger
Minimize the number of 
casualties

Maximize the protection of 
the least- advantaged

Moral 
acceptance

Willingness 
to buy

Moral 
acceptance

Willingness 
to buy

Moral 
acceptance

Willingness 
to buy

Fully 
utilitarian

83 31.73 (24.35) 50.37 (31.28) 85.69 (14.74) 66.87 (27.12) 46.55 (23.28) 37.60 (25.91)

Fully 
maximin

45 28.49 (39.07) 39.07 (29.81) 58.51 (28.97) 45.38 (29.87) 64.40 (22.18) 46.42 (25.17)

Inconsistent 108 45.87 (25.63) 57.33 (28.26) 77.54 (19.74) 55.87 (29.02) 57.55 (27.17) 46.34 (26.12)

Overall 239 37.88 (26.04) 51.73 (30.32) 76.77 (22.33) 57.77 (29.33) 54.73 (25.72) 43.27 (26.02)

Note: The ‘consistent non- utilitarian profile’ was not added to the profile for the scarce numerosity (n = 3). The overall information is presented 
in the last row.

T A B L E  A 2  Mean and standard deviation of moral acceptance (0 = completely unacceptable) and willingness to buy 
(0 = unwilling to buy) of the three main consistency profiles (consistent utilitarian, consistent maximin and inconsistent).

N

AV's behaviour

Prioritize the passenger
Minimize the number of 
casualties

Maximize the protection 
of the least- advantaged

Moral 
acceptance

Willingness 
to buy

Moral 
acceptance

Willingness 
to buy

Moral 
acceptance

Willingness 
to buy

Fully utilitarian 14 32.3 (26.5) 45.6 (41.1) 88.4 (12.4) 55.1 (38.0) 45.6 (18.0) 35.1 (24.3)

Mainly 
utilitarian

7 50.0 (35.1) 54.0 (31.9) 69.1 (34.3) 50.4 (23.4) 45.7 (30.5) 33.3 (29.8)

Fully maximin 12 15.4 (17.60) 45.8 (40.8) 58.8 (35.4) 46.9 (41.3) 62.6 (36.1) 45.6 (38.4)

Mainly maximin 14 25.4 (26.5) 21.3 (26.6) 70.1 (25.8) 29.1 (36.0) 66.2 (23.1) 34.1 (31.8)

Inconsistent 29 50.5 (21.0) 51.9 (28.4) 71.1 (22.5) 60.9 (29.3) 53.8 (27.0) 36.6 (23.8)

Overall 76 35.2 (26.4) 44.3 (34.1) 72.3 (26.1) 50.9 (34.9) 55.1 (27.1) 39.9 (27.9)

Note: Compared to Study 1, two further profiles were added (‘mainly utilitarian’ and ‘mainly maximin’), assuming at least six moral judgements 
coherent with the corresponding moral code. Overall information is presented in the last row.
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