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 Abstract. In this paper, a data storage data warehouse is designed to 
store collected data from social networks. Creating indexes with data and 
selecting a configuration with the appropriate number of shards and 
replicas is described – the primary states of the cluster and possibilities 
of its scaling. The features of working with the non-relational 
Elasticsearch database are described when working with data on user 
activity in social network posts. Among social networks, Facebook and 
Instagram were chosen for analysis. The paper describes the advantages 
and disadvantages of using such a data store compared to Apache Kafka. 
Analysed existing data insertion Application Program Interfaces (APIs) 
and data visualisation tools integrated with Elasticsearch. The study 
describes the use of the Bulk API to insert many records at once into a 
database. The designed data warehouse uses Kibana, a data visualisation 
and analytics tool integrated with the selected database. Also, it is shown 
the ability to insert and view logs using Elasticsearch, Logstash, and 
Kibana (ELK stack). Tested data ingest by logging into the database using 
Beats. The obtained results can help implement a system for analysing 
user activities from social network data based on Elasticsearch as a 
central component. 

Keywords: social networks; data warehouse; data analytics; big data 
processing; system design. 

 

INTRODUCTION 

In recent years, there has been an increase in the 
number of social networks. This may be due to 
their popularity due to the rapid exchange of in-
formation and global coverage of various blog-
ging trends. As a result, specific dependencies 
can be established in different periods of user 
activity in social networks. The problem is the 
large amount of data and the difficulty of obtain-
ing it from web pages. Access to the data is quite 
limited, but some activity data can be collected. 
This can be the number of likes, comments, 
shares, etc. To obtain data from social networks, 
a program developed based on the Selenium li-
brary is used [1, 2]. 

Collected data can be saved to a file or in data-
bases. Usually, the semi-structured data was 
stored in a file with the format Comma Separated 
Values (CSV). Searching for data in a file is more 
complicated than in databases with filters and 
possible division into more atomic values, taking 

into account recommendations for a better 
search. 

In recent works [3, 4], Kafka has been actively 
used to monitor data and store the history of ad-
ditions. 

Non-relational databases provide more flexible 
options for searching data by several parameters. 
The Elasticsearch, Kibana, and Logstash (EKL) 
technology stack allows you to monitor the pro-
cess of data filling and analysis of added infor-
mation in the storage. 

This paper aims to design a data warehouse 
based on the EKL stack to store collected data 
from social networks about user activity. 

The main tasks in the work are the following: 

– describe a process of data transformation and 
ingestion data; 

– design data storage and description of the data 
ingestion process in Elasticsearch. 
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METHODS 

A data warehouse is a data management system 
for data analysis based on stored data. The main 
components are data sources, a data warehouse 
with raw and metadata, data marts and a view of 
results with accounting, reporting and mining. 
Data sources can be flat files (the database is 
saved to a file) and operating systems with data 
collected in the staging area. The data ware-
house's central element is a database containing 
meta, raw and summary data. Data warehouses 
can be divided into separate data marts for pur-
chasing, sales and inventory. The final element of 
such a system is the reporting layer for business 
analytics. 

A data warehouse can be implemented with the 
EKL stack. Elasticsearch is the central element. 
Elasticsearch is a non-relational database that 
uses a search engine in JavaScript Object Nota-
tion (JSON) format of a web service developed in 
the REST (Representational State Transfer) ar-
chitectural style, based on the Lucene library. All 
data is divided between data indexes, each of 
which houses a specific set of data (filter data, 
main content, etc.). In addition, there is a possi-
bility of data recovery [5]. Possible configura-
tions include setting the number of shards and 
replicas for each index. The status of the index 
indicates incorrect configuration settings or 
problems in operation. Among the possible posi-
tions of the index are green – everything is fine, 
yellow – disproportionate configuration of the 
index with shards and replicas, and red –
problems with work. Elasticsearch contains 
many developed Application Program Interfaces 
(APIs) for data insertion, information, search, and 
transformation. This set of REST APIs makes it 
possible to use Elasticsearch features. Logstash is 
a process of collecting logs from data sources. 
Kibana is a visualisation tool for reporting analy-
sis. REST API is built using Hypertext Transfer 
Protocol (HTTP) methods: GET, POST, PUT, 
DELETE and others. 

Bash scripts were used in the work to transform 
data and use curls for bulk operations in Elas-
ticsearch. Scripting is a set of commands on the 
command line. This monotonous process allows 
you to automate data conversion into JSON for-
mat and send it to the database. 

In general, after conducting the Apache Kafka 
and EKL stack benchmarking for multiple data 
collection from the social network, the following 
conclusions can be drawn: 

– Apache Kafka is often compared to Elas-
ticsearch as a technology that can be used as an 
alternative. The specifics and purpose of these 
tools are quite different. Apache Kafka can be 
considered the best for monitoring and logging 
but as a search engine and setting up customised 
search queries – Elasticsearch [6]. Each selected 
tool can be more helpful or practical, depending 
on the task. In working with data on user activity 
in social networks, a more important mission for 
further analysis is data search and analytics. 

– Kafka is primarily not used as a database but as 
a change monitoring system. One of the disad-
vantages of Elasticsearch is the difficulty of 
grouping data with connections [7]. 

 

RESULTS AND DISCUSSION 

Data transformation and ingestion process. The 
machine learning process requires testing data, 
which will later be used to classify the data. 
Therefore, storing such a data set for automatic 
search and replenishment is more convenient 
using the database, as shown in Fig. 1, collected 
data in a file for transformation and storage in a 
database. 

 

 

Figure 1 – An input file with data to send to the 
database 

 

The raw data is converted into the desired for-
mat. To send data in a batch, we can group it into 
a JSON file of limited size. After that, the data 
from the converted file is transferred to the bulk 
endpoint, shown in Figure 2. 

 

 

Figure 2 – Transformed data to use it in Bulk API 
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This data processing and transformation stage is 
necessary to prepare the data for the ingest pro-
cess. When data is loaded into the database, the 
data load statuses are returned in the response. 
Thus, a report is obtained on the success of 
downloading data or errors during some down-
loads. In case of an unsuccessful download, we 
can perform a re-download with corrections. 

Data storage design and the process of ingesting 
data to the Elasticsearch data store. Designing 
such a data warehouse for a specific task will al-
low to optimise the work of analysis and bringing 
data to a single data presentation format. Also, it 
will be possible to identify data with the wrong 
design and other defects during processing at the 
data loading stage. The flow is shown in Figure 3, 
from downloading data from files from social 
networks to the corresponding analysis results. 
 

 

Figure 3 – The general view of the data warehouse 

 

After downloading the Elasticsearch installation 
package, the installation process takes place with 
the generation of a password and a unique token 
for integration with Kibana [8, 9]. After starting 
Elasticsearch, the logs will display events and all 
changes made with the REST API, as shown in 
Figure 4. The installed version of Elasticsearch is 
8.9.0. 
 

 

Figure 4 – Elasticsearch event logging view 

The installation process of Kibana is similar to 
Elasticsearch. The techniques are all logged in the 
console, and changes and errors can be reported, 
as shown in Figure 5. Kibana opens in the brows-
er because it visualises all events that could be 
performed using the REST API in Elasticsearch. 

 

 

Figure 5 – Kibana event logging view 

 

The index creation process is automated using a 
script but can be performed manually using the 
PUT method with the specified number of shards 
and replicas in the request body. As shown in Fig. 
6, the selected configuration may differ, and the 
selection of these parameters affects the state of 
the index. Data index settings can be changed 
during system operation. For convenience, the 
Postman tool was used, which is designed to 
work with the API. The tool helps configure re-
quests through the user interface, not the com-
mand line. 

 

 

Figure 6 – An example of a request to configure the 
data index index-inst-category-3 in Elasticsearch 

 

Based on the collected data from social networks 
[1, 2], it is possible to fill the database. Data on 
the news from well-known publications that pub-
lished information in Facebook posts Forbes, 
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New York Times, Reuters, and Washington Post 
are added to the relevant indexes index-fb-
newspapers, index-fb-newspapers-1, index-fb-
newspapers-2, index-fb-newspapers-3. In the 
same way, data were collected on the keywords 
astronomy, medicine and information technolo-
gies from Instagram social network у індекси 
index-inst-category-1, index-inst-category-2, in-
dex-inst-category-3. As shown in Figure 7, the 
indexes are filled with data with the specified 
main characteristics after data ingestion. This 
process took place using text data transformed 
into JSON format and sent via the Bulk API. Sta-
tuses are different for indexes. This has been 
changed to demonstrate the existence of other 
states. This signals the number of shards and rep-
licas is more than needed and should be changed. 
These data changes can be tracked using a web 
page from Kibana and requesting the REST API 
with a display of all existing data indexes. 

Distribution by indexes can be done differently, 
provided that data is not added to only one index. 
There are recommendations for the optimal 
loading of data indexes and their settings. 

 

 

Figure 7 – Viewing existing indices and their 
parameters through the Kibana tool 

 

An example of the record structure in the created 
Elasticsearch database index is shown in Fig-
ure 8. Numerical values are the number of com-
ments, likes and links under the post with the 
text value of the news in the centre. There is also 
a specified date and time when information was 
collected to search for time dependencies. 

As we can see in Figure 9, in Kibana, a custom-
ised dashboard can be created to monitor chang-
es in data and the system. In addition, the user 
can create charts that will be updated after a 
specified time and signal critical modifications 
based on the set filters. Changes in logs and met-
rics can be displayed on such charts. In addition 
to primitive graphs, it is possible to show de-
pendencies and connections when parsing text. 

As a result, the capabilities offered make it possi-
ble to analyse without developing new additional 
applications. 

 

 

Figure 8 – An example of the data structure of an 
added user activity record from a social media news 

post to Elasticsearch 

 

  

a) b) 

Figure 9 – Examples of customisation of 
visualisations for analytics on the Kibana dashboard: 

a) – the number of records read from the news on 
September 28, b) – the number of comments and 

likes, respectively, on September 28 in posts 

 



Path of Science. 2023. Vol. 9. No 7  ISSN 2413-9009 

Section “Technics”   4005 

Modern developments are well thought out, al-
lowing data warehouse creation at a higher level. 
In addition to using tools for processing Kafka 
data streaming, the EKL stack can be used as a 
searchable data store. 

In designing a data warehouse for storing and 
analysing users' activities in social networks, the 
EKL stack allows you to cover the main tasks. 
This technology stack is freely available and, in 
most cases, costs nothing. 

Compared to Kafka, Elasticsearch with integrated 
Kibana and Logstash can visualise results for 
analysis and store data. To work with text, taking 
into account the search engine built in Elas-
ticsearch, it is possible to carry out a more in-
depth analysis of readers in the future. 

One of the essential and challenging operations is 
the configuration and integration between these 
technology stacks. This is because each EKL stack 
runs in a separate console and has its settings. 
The advantage of such a solution is the possibility 
of using the same technologies in cloud services 
for global access to results. 

Non-relational Elasticsearch database based on 
JSON format will provide more structured data 
exchange. The division into the number of index-
es with stored data can be expanded to be used 
for more information from more sources and 
topics. 

 

CONCLUSIONS 

The paper describes converting textual semi-
structured data into JSON format and sending 
groups to the Elasticsearch database. Thus, this 
process is automated using a bash script and is 
fast enough to populate the database. The meth-
od of installing and configuring the main parame-
ters is described. The data warehouse was also 
designed, and the process of data work in Elas-
ticsearch and data visualisation in Kibana was 
described. 

Indexes are divided according to the principle of 
data collection sources. The work results can be 
used as test data for machine learning models 
implemented for natural language processing. 
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