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Preface

2400 years ago

“The King looked at it in amazement; it was striding quickly looking up and down;

undoubtedly it was a man. When the craftsman pushed its cheek it sang in tune;

when he clasped its hand it danced in time; it did innumerable tricks, whatever it

pleased you to ask. The King thought it really was a man.” (Lièzǐ, 列子, ca. 400

B.C.)1

Today

“It’s a pile of aluminum and copper wire and software. I don’t cheer for my laptop.

But people cheer for these [robots]. And of course when it falls, we all feel terrible,

‘Uh, it got hurt.’ But at the end of the day … It’s just a machine.” (Gill Pratt, then

program manager of the US Defense Advanced Research Projects Agency

(DARPA), discussing robots competing at the DARPA Robotics Challenge,

2015)2

 

“I know it’s amachine. [But] therewas just something about it. It wasmore reliable

than the other ones. … I just had some connection to it.” (US Air Force Colonel

Stephen Jones describing a RQ-1 Predator remotely piloted aircraft)3

1 Cited in Richey, 2012, p. 194.

2 Cited in Guizzo & Ackerman, 2015.

3 Cited in Pawlyk, 2019.
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“Me,a scientist, not easily fooled.Alsome:why are you sad,Cozmo?      (AnnaHen-

schel, a PhD candidate in Psychology andHuman-Robot Interaction, com-

menting on a Cozmo toy robot in a Twitter post, 2019)4

 

“We got a Roomba and I get it now … I would die for this hardworking little man.”

(Ryan Boyd, a computer scientist, commenting on a vacuum cleaning

robot in a Twitter post, 2019)5

4 https://twitter.com/annahenschel/status/1197561427994828800 (accessed 2019-12-02).

5 https://twitter.com/ryandroyd/status/1103782256638812161 (accessed 2019-03-08).

� ”

https://twitter.com/annahenschel/status/1197561427994828800
https://twitter.com/ryandroyd/status/1103782256638812161


1. Robots Wanted – Dead And/Or Alive

1.1. Making Love and Killing People: The Old and New Age of
Robotics

Robots have the connotation of a futuristic technology. In fact, however, they

have been around for quite a while: Simple self-operating machines, so-called

automata, existed already in ancient Greece, and the manufacturing tradi-

tion continued on into medieval times (Truitt, 2015). In the fifteenth century,

Leonardo da Vinci drew plans for a humanoid robot (Moran, 2006), and in

the eighteenth century Jacques de Vaucanson built his legendary mechanical

defecating duck (Riskin, 2003). These automata were mostly toys or pieces of

art, bespoke single pieces made not to take on work, but to entertain, to be

admired, or to serve as proof for a mechanical concept. Only in the twen-

tieth century had the state of the art, in what was now called robot tech-

nology, progressed far enough to be applied on a larger, commercial scale.

From the first moving assembly line in a Ford factory in the early twentieth

century (Ford.com, n.d.) it was a short way to fully autonomous robots. The

earliest concepts for industrial robots emerged in the 1930s. In 1960, the first

programmable digital robot was introduced. The 1970s spawned not only the

first robotic production lines, but also the first real humanoid robots. Since

the early twenty-first century, there even are robots in space and on Mars.

In recent years, robots have been making another important step. They

havemade their way out of their factory cages and out of robotics laboratories,

entering private homes and public spheres to be employed in close physical

and social proximity to humans. Today, robotics is a global industry with a

50-billion-dollar turnover. In 2019, 17 million household service robots and

400,000 industrial robots were sold – in addition to the two million already

in use (IFR, 2019; Siciliano & Khatib, 2016).
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Until recently, the vast majority of robots was employed in the manufac-

turing industry, and confined to factory cages. They were simply too “dumb”

and inflexible, and therefore too dangerous for humans to be around. Since

the 2010s, this has begun to change drastically, heralding a “New Age of

Robotics” (e.g. Hessman, 2013; Macdonald, 2013):

“From a largely dominant industrial focus, robotics is rapidly expanding into

human environments … Interacting with, assisting, serving, and exploring

with humans, the emerging robots will increasingly touch people and their

lives.” (Siciliano, 2013, p. v)

This new generation of robots is smaller, lighter,more flexible,more adaptive,

and more precise – and much more suited for use in close physical proximity

to humans, or even in collaboration with them:

“New robotics no longer concerns only factory applications, but also the use

of robotics in a more complex and unstructured outside world, that is, the

automation of numerous humanactivities, such as caring for the sick, driving

a car, making love, and killing people.” (Royakkers & Est, 2015, p. 549)

Coming in the shape of small mobile platforms, lightweight manipulators

(“robot arms”) or even with a design inspired by the human body (humanoid

robots), a variety of these new robot models are available on the market today,

and many more are being developed in academic and commercial robotics

labs around the world. Small logistics robots operate in close proximity to hu-

mans, for example in Amazon’s warehouses1 (Simon, 2019). Domestic robots

likemops, lawnmowers, and vacuum cleaners – such as the popular Roomba2

– are a hugemarket success (Tobe, 2014, 2017). Remote controlledmobile plat-

forms with manipulators have become standard equipment in law enforce-

ment and the armed forces, and are routinely deployed in search and rescue

operations, explosive ordnance disposal (EOD), and even combat missions

(Nosengo, 2019). Collaborative robots (“cobots”), such as Universal Robots’3

and Kuka’s4 lightweight arms or Rethink Robotics’ “Sawyer”5, are increasingly

employed in a range of commercial contexts.

1 http://www.amazonrobotics.com (accessed 2019-10-25).

2 http://www.irobot.com/roomba (accessed 2019-10-25).

3 https://www.universal-robots.com/products (accessed 2019-10-25).

4 https://www.kuka.com/en-de/products/robot-systems/industrial-robots/lbr-iiwa

(accessed 2019-10-25).

5 https://www.rethinkrobotics.com/sawyer (accessed 2019-10-25).

http://www.amazonrobotics.com
http://www.irobot.com/roomba
https://www.universal-robots.com/products
https://www.kuka.com/en-de/products/robot-systems/industrial-robots/lbr-iiwa
https://www.rethinkrobotics.com/sawyer
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Dead And/Or Alive?

This new kind of robot and this new form of interaction with robots appear

to touch a nerve in the human mind. We have always been fascinated with

objects we know to be inanimate but which, for some reason, appear animate

to us. For most of human history, these objects were largely restricted to the

world of fiction. Robot technology pulls them into the real world, and into our

immediate physical and social environment.

Robots have a range of characteristics causing us to associate them

with living beings: They are embodied entities in our vicinity, they act au-

tonomously and unpredictably, they sense and react to their environment,

they can be mobile and interactive. Crucially, this association is – at least in

most cases – not founded in a false belief that robots are actual living beings.

It is present in spite of our knowledge that robots are, in fact, inanimate

objects. Robots, it appears, can be perceived as both inanimate and animate

at the same time.

There is a plethora of both anecdotes and scientific research showing that

humans can attribute various lifelike characteristics to robots, and that this

influences their attitudes and behavior towards the robots. The field of hu-

man-robot interaction studies (HRI) has been producing a vast number of

studies trying to explain and quantify the conditions and circumstances of

this phenomenon (some of which we will explore in Chapter 2). They usually

do so by “measuring” how different characteristics of a human and a robot

influence how the human perceives and behaves towards the robot. However,

most of this research only explores human reactions to a very specific kind of

robot assumed to trigger the strongest attributions of animacy6: humanoid

robots and robots with an animal-inspired design7. This stands in contrast

to those robots already in use outside of factories and robotics laboratories

today, most of which do not have a humanoid or animal-inspired design.

Most of this HRI research is not conducted in the field, but instead un-

der somewhat artificial laboratory conditions. After all, the few robots that

have already made it out “in the field”, those that are available for purchase

for the average consumer, do not appear to belong to the fascinating group

of interactive “new robots”. The popular vacuum cleaner robots, for example,

6 Chapter 2, Section 2.2, will explain why this book uses the term “animacy” and not, for

example “aliveness”, “agency” or “intentionality”.

7 Sometimes called “zoomorphic robots”.
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are nothingmore than a small disc shaped vehicle driving across the floor, oc-

casionally bumping into a table leg. The simple shape does not keep humans

from developing deep social and emotional connections to them, however,

not even from attributing animacy or a personality to them (e.g. Sung, Guo,

Grinter, & Christensen, 2007; Forlizzi & DiSalvo, 2006; Forlizzi, 2007; Sung

et al., 2008; J. Fink, Mubin, Kaplan, & Dillenbourg, 2012). In fact, many users

appear to perceive their vacuum cleaner robots as an entity “sit[ting] some-

where between a pet and a home appliance” (Sung et al., 2007, p. 7).There are

reports of customers who “t[ook] them on holiday, unwilling to leave them at

home alone” (Kahney, 2003).

They “express[ed] concernwhen… told … tomail in their Roomba and receive

a new one in return… they didn’t want a new vacuum. … They wanted ‘Rosie’

to be … healed.” (Sitrin, 2016)

 

“There are peoplewho actually consider them their companion, even though

it’s just vacuuming their floor … People get attached to them and think of

them as part of their family. It’s almost a pet. It makes them feel like they’re

not alone.” (iRobot spokeswoman Nancy Dussault, cited in Kahney, 2003)

These emotional reactions were not intended by the robots’ manufacturers.

They were, in fact, surprised by their customers’ dedication to the little clean-

ers:

“When iRobot created Roomba, we didn’t want it to be cute; we wanted peo-

ple to take it seriously, so we gave it more of an industrial look. 25M home

robots later, people still personify their Roomba. Over 80%name their robot

and many consider it part of the family.” (Colin Angle, CEO and founder of

iRobot, 2019)

Cute little household helpers are not the only robots with a surprisingly emo-

tional connection to their users. Robots used by bomb squads for explosive

ordnance disposal (EOD) are basically small remote controlled tanks with a

grasping device on top. And yet they are perceived by their human operators

as more than just a tool. These robots are sometimes even considered to be

team members, deserving of a funeral when they get “killed” (e.g. Garreau,

2007; P. W. Singer, 2009; J. Carpenter, 2013; Pawlyk, 2019).

“Sometimes [the soldiers] get a little emotional over it … Like having a pet

dog. It attacks the [bombs], comes back, and attacks again. It becomes part
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of the team, gets a name. They get upset when anything happens to one of

the team. They identify with the little robot quickly. They count on it a lot in

a mission. The bots even show elements of “personality” … Every robot has

its own little quirks.” (Bogosh, cited in Garreau, 2007)

The list of anecdotes goes on: People have been reported to attribute animacy

to robotic ottomans (Sirkin et al., 2015), robotic trash cans (Yang et al., 2015),

and planetary rovers (e.g. Clancey, 2006; Feltman, 2014; L. Wright, 2016).

That humans can develop emotional connections to technological artifacts

is not a new finding per se. It has already been observed with, for example,

cars (Chandler & Schwarz, 2010) or mobile phones (Jane Vincent, 2005). The

case of robots, however, is unique in that it sparks a new discussion about the

ontological status of technological artifacts. In all of the examples explored

above, people are very well aware that robots are inanimate objects. Nonethe-

less, something about robots makes them appear to be more than “just ma-

chines”.

The question of what robots are, ontologically, has sparked a lively dis-

cussion across public and academic discourses. Scholars across disciplines

have described robots as “neither alive nor not alive” (Severson & Carlson,

2010, p. 1101), “neither and both” (Melson et al., 2009, p. 563), “alive in some

respects and not alive in other respects” (Kahn et al., 2004, p. 549), “both an-

imate and inanimate” (De Graaf, 2016, p. 592), “sort of alive” (Turkle et al.,

2004, p. 4), “stand[ing] between an ‘animal kind of alive’ and a ‘human kind

of alive’” (ibid., p. 11), or “simultaneously enacted as an agent and as a thing”

(Alač, 2016, p. 526). Other authors described robot users as showing “a ‘weird’

doubleminded attitude” (Bruckenberger et al., 2013, p. 305) or as holding “par-

allel conceptions” of robots (Fussell et al., 2008, p. 151).

It appears to be quite difficult to sort robots in a dichotomy of “animate”

and “inanimate”. Some scholars even propose to create an altogether new,

different ontological category for them:

“If from the person’s experience of the subject-object interaction, the object

is alive in some respects and not alive in other respects, [it] is experienced

not simply as a combination of such qualities … but as a novel entity.” (Kahn

et al., 2004, p. 549; cf. Severson & Carlson, 2010)
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1.2. Hype, Hope, and Horror

While the scholarly discussion on the ontological status of robots is going

on in academic journals and conference halls, the machines in question are

already making their mark on our everyday lives. Almost every day the news

report on yet another revolutionary robot technology being “unleashed” on

society. It seems that, finally, all the robots we so far only knew from science

fiction are becoming reality – as are the scenarios associated with them, both

the hopeful and the scary ones.

The current hype around robot technology is thoroughly embedded in –

and fueled by – culturally shared visions and imaginaries of a robot-populated

future. Crucially, these visions cannot only be encountered in popular culture,

in science fiction movies, shows, and novels. They are very much a part of

our “real life”, in that they shape the way robot technology is discussed by

laypeople, by the media, and by policy makers.

The notion of visions of the future crucially shaping the development of

emerging technologies has been of interest for science and technology studies

(STS), sociology, and innovation studies. Concepts like guiding visions (Ger-

man “Leitbilder”; cf. e.g. Giesel, 2007), expectations (e.g. Borup et al., 2006;

Beckert, 2016; Brown et al. 2000), socio-technical imaginaries (e.g. Jasanoff

& Kim, 2009, 2015), or socio-technical futures (e.g. Böhle & Bopp, 2013) de-

scribe how imaginations of the future shape the development of technology

in the present. These different approaches all share the idea that visions of

the future have a guiding and structuring function. By drawing the focus on

a shared horizon and “[preparing] possibilities of future events” (Luhmann,

1988, p. 121), they reduce the complexity of possible paths into the future.They

help to define roles and tasks, and to legitimize and coordinate science and

governance efforts, such as resource allocation and legislation (Borup et al.,

2006; Giesel, 2007).

These functions can also be observed for the case of robot technology.

Visions for a robotized society can be found in policy documents across the

world. In the European context, there is the EUROP8 Strategic Research

Agenda, with elaborate “Product Visions & Application Scenarios” (EUROP,

2006, 2009), or the SPARC9 Strategic Research Agenda, featuring short sto-

ries on desirable robot applications (SPARC, 2013).There is Japan’s New Robot

8 European Robotics Platform (http://www.robotics-platform.eu).

9 “The Partnership for Robotics in Europe” (https://www.eu-robotics.net/sparc).

http://www.robotics-platform.eu
https://www.eu-robotics.net/sparc
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Strategy (The Headquarters for Japan’s Economic Revitalization, 2015), the

Korean Robot Act (cf. S. Kim, 2018), and the US National Robotics Roadmap

(Computing Community Consortium, 2016a). They all lay out visions for

futures in which robot technology is employed in almost all possible contexts

– from health care to education, from manufacturing to transportation.

While these documents are mostly geared towards policy makers, other

– more extreme – imaginations draw much public attention. With robotics

being “an emerging and significant area of controversial technoscientific de-

velopment” (Wilkinson, Bultitude, & Dawson, 2011, p. 373), public discourse

appears to be split between two contrasting narrative poles. At one end of the

spectrum,we can observe a discourse steepedwith utopian techno-optimism,

promising solutions to a score of societal problems. At the other end, there

is a dystopian-pessimistic discourse, dominated by a view of robots as com-

petition for humanity, by fears of humanity being replaced or subjugated by

ultra-intelligent and powerful “robot overlords”. Both of these discursive ex-

tremes are heavily influenced by popular science fiction tropes (cf. COMEST,

2017, p. 40; Gesellschaft für Informatik, 2019), which we will explore in more

detail in Section 1.3.

The impression left by this discourse, that robot technology is getting

“closer to science fiction”, is in fact not completely unfounded. Most of the

robot characters we know from popular science fiction stories are able to act

autonomously, interact socially with humans, have roles and tasks tradition-

ally reserved for humans, and often even look like humans.This – as discussed

above – is exactly the kind of “New Robots” which have beenmaking their way

from robotics laboratories into our everyday lives.

It is also the kind of robot technology that has been showered with po-

litical and financial support in the recent past. In the United States, the 2011

National Robotics Initiative (NRI) and its 2016 successor NRI 2.0 dedicated

around 100 million dollars of funding “to accelerate the development and use

of robots in the United States that work beside or cooperatively with people”

(Jahanian, 2011; National Science Foundation, 2019). Japan’s 2015 New Robot

Strategy and Robot Revolution Initiative, with service robotics as one of the

funding foci, pushed to quadruple the Japanese robotics market to 2.4 bil-

lion yen by 2020 (The Headquarters for Japan’s Economic Revitalization, 2015;

Edwards, 2015). The European Commission poured 700 million Euros into

SPARC, “the largest civilian robotics research and innovation programme in

the world” (EU Robotics, 2018). This funding boost is part of a global robotics

“arms race”, fueled by a political and economic discourse that constructs robot
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technology as inherently useful (Bischof, 2017a, p. 138). As Andreas Bischof

notes, research and development in these initiatives is often driven by a goal

of finding problems to which to apply robot technology – rather than the goal

of finding robot-assisted solutions to existing practical problems (2015, pp.

156 & 181). The idea of an inevitable future brimming with robot technology

seems to serve as a self-fulfilling prophecy (cf. Meister, 2011, p. 120).

The underlying assumption of usefulness, hope, and even salvation

through robots is also observable at the “utopian extreme” of public dis-

course. Here, robots are presented as a universal solution for some of today’s

most pressing issues. Most prominently among those issues: the “alarmist

demography” alerting to an aging society in an overpopulated world (Katz,

1992), but also environmental and health crises, unemployment, armed

conflict, and more. Robot technology is praised as a “new solution … to

societal challenges from aging to health, smart transport, security, energy

and environment” (European Commission, 2015), with “the potential to

transform lives and work practices, raise efficiency and safety levels, provide

enhanced levels of service and create jobs” (SPARC, 2013, p. 6). In this, robots

are understood to “represent the dawn of a new era, ubiquitous helpers

improving competitiveness and our quality of life” (SPARC, 2013, p. 15). Robot

technology is almost hailed as a panacea:

“Robots can save lives and reduce the economic consequences of disasters …

Homehealth care,mobility, wellness andwell-being are being positively im-

pacted by assistive robotics, human-robot interaction, advanced prosthetics,

and smart sensing … Robotics can be seen as a tool for not just enhancing

but potentially revolutionizing K-12 STEM education … low[ering] the digital

divide, and bring[ing] more gender and ethnic balance to the STEM work-

force. … Social robots can boost the confidence and self-esteem of children

from all socio-economic backgrounds.” (Report on US robotics development

during the National Robotics Initiative, Computing Community Consortium,

2016b, p. 4)

Across the whole spectrum of discourse, from the pessimistic-dystopian to

the hopeful-utopian visions, the increasing application of robot technology

in an unspecified future is presented as self-evident and unquestionable. As

Andreas Bischof notes, policy documents and public discourse are saturated

with a “fatalistic conviction of the unavoidability of a robotic future”10 (2017a,

p. 163), a “teleological inevitability and desirability, inferred from a desire
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for technical feasibility”10 (2019; cf. Jasanoff & Kim, 2009). The European

Commission and the European Robotics Platform EUROP describe robotized

futures as if they were already set in stone, predicting that “as assistants,

robots will be co-workers in the workplace, companions at home, servants,

playmates, delivering professional services and acting as agents for security”

(European Commission, 2008, p. 4), and that “in the service sector robotics

coworkers will assist humans performing services useful to the well-being of

humans or equipment” (EUROP, 2009, p. 15). Technical and social challenges

and obstacles are downplayed, met with counter-arguments, or simply

negated. For example, the prominently and controversially discussed issue of

technological unemployment – increasing automation potentially making a

human workforce obsolete – is quickly settled in a policy document by the

European Commission: “While the installation of robots may result in imme-

diate redundancies, the long-term benefits to employment cannot be denied”

(European Commission, 2008, p. 1). Other challenges, too, are often swept

under the carpet in these and similarly enthusiastic publications: technical

bottlenecks like battery capacity, natural language interfaces, or unstructured

environments, but also non-technical issues like user acceptance or ethical

concerns.

The predominantly utopian policy discourse stands in stark contrast to a

much more dystopian, albeit often similarly fatalistic, parallel discourse. Es-

pecially in the news media, enthusiastic reports on new robotic technologies

are neighbored by predictions of widespread unemployment, of humans be-

ing replaced, even of robots “going rogue” and rising as “robot overlords”. Also

political discourse is peppered with references to this dystopian narrative, es-

pecially in the context of autonomous weapons (“killer robots”; e.g. Human

Rights Watch, 2014; Sychev, 2018).

This type of controversial and emotional rhetoric can be observed for other

emerging technologies as well, which likewise “exist in a state of flux as amix-

ture of blueprint and hardware, plan and practice, … surrounded by specula-

tion and speculators, who make often-contested claims about their promises,

perils, and possibilities” (Hilgartner & Lewenstein, 2014, p. 1).The neighboring

discourses on artificial intelligence, machine learning, and neural networks

are just as torn between hopes and fears (Marcus, 2013; Cave & Dihal, 2019).

The discourse on genetic technology is similarly infused with a “discourse

10 Translated from German by the author
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of great promise [and] great concern” (Tambor et al. 2002, p. 35; cf. Durant,

Hansen, & Bauer, 1996).

Among the many emerging and controversially discussed technologies

robotics has a prominent position, however, as it often is perceived as stand-

ing paradigmatically for technological progress. It seems as if robot technol-

ogy is somehow “always in the future. Every once in awhile, a piece of it breaks

off and becomes part of the present” (Huggins, cited in Loukides, 2013). In

this, robotics is an example of how a strong existing vision of a technological

future can also hinder developmental flexibility (cf.Dierkes, 1988, p. 58): “Once

technical promises are shared, they demand action, and it appears necessary

for technologists to develop them, and for others to support them” (Van Lente

& Rip, 1998, p. 17). This makes it possible to misuse robots as a “technofutur-

istic escape” (Jeon, 2016): Promoting idealized scenarios of a future in which

today’s pressing problems have been solved by robot technology conveniently

gives policy-makers the possibility to evade addressing the current problems.

1.3. Robots and Science Fiction: Inseparably Linked

Robotics’ curious status as a technology that is both futuristic and well known

to everyone and its prominent discursive position as an unavoidable technol-

ogy are rooted in the fields’ unique history. In robotics, fictional narratives and

real technological progress have always advanced hand-in-hand: “No technol-

ogy has ever been so widely described and explored before its commercial in-

troduction” (Jordan, 2016, p. 5). While technological predecessors of today’s

robots can be traced back to medieval automata (Truitt, 2015; cf. Section 1.1),

the idea of autonomously acting “animated” objects goes back even further, to

Greek, Byzantine, and Chinese myths (Brett, 1954; Needham, 1956; “Automa-

tones,” n.d.).

This historically close connection of fictional narratives and technological

development can be observed in robotics until today. Not only does the word

“robot” stem from a 1920 theater play (Čapek, 1920), science fiction narratives

also crucially influence roboticists’ identity and everyday life culture (Bischof,

2017a, p. 141).They serve as what Susan Leigh Star and James Griesemer (1989)

called a “boundary object”. Both within the robotics community and in com-

munication efforts by robotics with the general public they provide a shared

discursive framework and focus of attention, and they act as a repository for
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the epistemology of the public discourse on robotics11. Even the official web-

site of the IEEE12, the world’s largest association of technical professionals,

states that “for most … [roboticists], science fiction has strongly influenced

what [they] expect a robot to look like and be able to do” (Guizzo, n.d.).This is

also reflected in the many forewords of robotics handbooks written by science

fiction authors – such as Isaac Asimov’s forewords for Joseph Engelberger’s

(1980) “Robotics in Practice” and Shimon Nof’s (1985) “Handbook of Indus-

trial Robotics”; in the mission statements of commercially successful robotics

companies – such as iRobot, which considered the mottos “making science

fiction reality” and “practical science fiction” (P. W. Singer, 2009, p. 185); and

in countless implicit and explicit references to science fiction as a “hidden

curriculum” for robotics (Bischof, 2017a, p. 145; cf. Rammert, 2001, p. 22).

The connection of robotics and science fiction goes so far that policy ac-

tors explicitly base legislative decisions on science fiction narratives (Chapter

6 will explore this issue in depth). The most prominent – and controversial

– examples are probably the many references to Asimov’s (1950) “Three Laws

of Robotics”13 in the discourse on robotics and artificial intelligence (AI) leg-

islation. Even human rights experts, in interviews on the laws of unmanned

warfare, have been noted to “reference … Blade Runner14, the Terminator15,

and Robocop16 with the same weight as … the Geneva Conventions” (P. W.

Singer, 2009, p. 203).

The commonpractice of understanding science fiction as inspiration, even

as a blueprint, for real-life technology development, governance, and legisla-

tion faces considerable criticism. Several science fiction writers felt the need

to emphasize that their stories are not to be understood as predictions or even

recommendations. For example, award-winning science fiction author Ursula

K. Le Guin (1976) cautioned:

11 Hat tip to Lisa Meinecke.

12 Institute of Electrical and Electronics Engineers (https://www.ieee.org).

13 The Three Laws of Robotics: “(1) A robot may not injure a human being or, through

inaction, allow a human being to come to harm. (2) A robotmust obey the orders given

it by human beings except where such orders would conflict with the First Law. (3) A

robot must protect its own existence as long as such protection does not conflict with

the First or Second Laws and (0) A robot may not harm humanity, or, by inaction, allow

humanity to come to harm” (Asimov, 1950).

14 Thefilm “BladeRunner” (R. Scott, 1982) is based on a short story by Philip K.Dick (1968).

15 The Terminator is the cyborg protagonist of a successful film franchise, starting with

“The Terminator” (Cameron, 1984) and comprising six films as of 2019.

16 Robocop is the cyborg protagonist of the film of the same name (Verhoeven, 1987).

https://www.ieee.org
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“Science fiction is not predictive; it is descriptive … But our society, being

troubled and bewildered, seeking guidance, sometimes puts an entirely

mistaken trust in [science fiction authors], using them as prophets and

futurologists.”

It has been argued that, in fact, science fiction is more concerned with the

present than the future. Science fiction author William Gibson pointed out:17

“It’s about the present. It’s not really about an imagined future. It’s a way of

trying to come to terms with the awe and terror inspired … by the world in

which we live.” (cited in Leary, 1989, p. 58)

Understanding science fiction as inspiration for the development of new tech-

nologies disregards thatmost science fiction stories are a way of reflecting on,

even criticizing, the past and present reality. As Lisa Meinecke and I noted:

“[Science fiction] is not a neutral repository of ideas about technology or a

roadmap to the future. Thenarratives are shapedby the cultural context they

originate from, by the values, hopes, and anxieties of society. … A fictional

robot is rarely just a robot, it is also a narrative canvas for projections of the

other, which carries a culture’s hopes and anxieties.” (Meinecke& Voss, 2018,

p. 208)

This reflexive and critical aspect of science fiction appears to go over the

heads of many scientists, innovators, and policy makers who seem to un-

derstand science fiction as mostly inspirational. A 2018 cartoon commented

on science-fiction-inspired expectations of future robots by contrasting an

“unlikely” scene from the Terminator movie (Cameron, 1984) with a “likely”

alternative concept, in which not the socially interactive cyborg Terminator

but a small non-humanoid wheeled platform seeks out the other main pro-

tagonist Sarah Connor (see Figure 1).

William Gibson, whose novels often feature an extremely dark and violent

technological future, experienced this as well, with “analysts and politicians

… actively draw[ing] on [his novels] to justify investment in information and

communications technologies” (Kitchin & Kneale, 2001, p. 24). He noted: “The

social and political naivete of modern corporate boffins is frightening, they

read me and just take bits, all the cute technology, and miss about fifteen

levels of irony” (cited ibid.).

17 Specifically referring to his cyberpunk novel “Neuromancer” (1984).
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Figure 1: Cartoon “Robot Apocalypse” (XKCD, 2018).

 

Source: https://what-if.xkcd.com/5 (accessed on 2019-11-26). Image

used in accordance with the artist’s guidelines (https://xkcd.com/licen

se.html).

In fact, there is “a recursive relationship between scientific every day prac-

tice and fictional technology futures” (Bischof, 2017a, p. 145). Not only do fic-

tional narratives influence real-life robotics, many newer science fiction sto-

ries reference current developments in robot technology (Meinecke & Voss,

2018, p. 206). This “sci-fi feedback loop” is not unique to robotics but can

also be observed, for example, with space flight and defense technologies

(Bankston & Finn, 2019).

The process of “science unfiction” (Poon, 2000) goes so far that technol-

ogy companies and even government agencies hire science fiction writers as

consultants. In 2019, the French army announced the creation of a team of

science fiction writers, whose task it would be to “propose scenarios of dis-

ruption that military strategists may not think of” (BBC News, 2019). More-

over, science fiction films have been shown to feature “diegetic prototypes”

of, for example, space ships – providing scientific organizations with pro-

motional images and arguments for the necessity and viability of new space

flight technology (Kirby, 2010).

Science fiction narratives not only serve as a boundary object for roboti-

cists themselves, but also for their communication with the lay public (Ša-

banović, 2007). Due to its immense popularity, science fiction strongly influ-

ences most people’s ideas of what robots look like and what their capabili-

ties are (Gesellschaft für Informatik, 2019; Bruckenberger et al., 2013). The

https://what-if.xkcd.com/5
https://xkcd.com/license.html
https://xkcd.com/license.html
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emotional and controversial public discourse on robotics, as discussed above,

reflects this science fiction-fed notion of robots. The discourse is torn be-

tween utopian and dystopian conceptions of a robot-populated future, and

constantly refers to the recurring themes of robot science fiction: the robot

as an “other”, and the question what constitutes a human being; robots, an-

droids, and cyborgs as more or less elaborate artificial humans; robots be-

ing treated (or not) like humans; robots wanting to become humans; robots

standing in competition to humans; robots wanting to overthrow humanity

– all these are staples of past and present science fiction literature, TV, and

cinema (Meinecke & Voss, 2018). We find these themes in early android sto-

ries like Fritz Lang’s (1926) “Metropolis”, Isaac Asimov’s (1950) “Runaround”, or

Philip K. Dick’s (1968) “Do Androids Dream of Electric Sheep?”; in 1980s Hol-

lywood movies like “Blade Runner” (R. Scott, 1982; an adaptation of “Do An-

droids...”), “The Terminator” (Cameron, 1984), “Robocop” (Verhoeven, 1987), or

“Short Circuit” (Badham, 1986); and in movies and TV series of the 2010s, like

“ExMachina” (Garland, 2014), “BigHero Six” (C.Williams&Hall, 2014), “Chap-

pie” (Blomkamp, 2015), or “Westworld” (Nolan & Joy, 2016). All these stories are

expressions of humans’ long-standing fascination with stories of “objectively”

inanimate machines with characteristics of living beings. With recent devel-

opments in the “New Age of Robotics”, this fascination is not restricted to the

world of fiction anymore (cf. Section 1.1). There are now real robots coming

staggeringly close to what, so far, was only known from fiction:

“Robotics as a technology is fascinating because it represents, even just in

the last 20 years, this transition of an idea from something that’s always

been [relegated to] pop culture to something that’s real.” (Wilson, cited in

LaFrance, 2016)

1.4. Research Question and Approach

The previous sections showed that robot technology – especially the kind of

“New Robotics” that is increasingly interactive and employed in close physical

and social proximity to humans – is at the center of a controversial discourse

spanning fictional narratives, academic research, political decision-making,

and public discourse. Robots’ polarizing position as either our companions,

coworkers, even saviors on the one hand, and as our competition, even poten-

tial oppressors on the other hand, is closely tied to their disputed ontological



1. Robots Wanted – Dead And/Or Alive 25

status. Are they “only” inanimate machines? Or are they – somehow – more

similar to living beings than other technological artifacts?

This ontological problem, which is so heavily reflected across discourses,

also fuels the overarching question (or rather, questions) this book wants to

explore. Crucially, this book does not aim to decide what robots “really are”,

whether robots are like living beings or not, or whether robots should bemade

to resemble living beings or not. Rather, it will follow an idea voiced by Lucy

Suchman, who in her book “Human-Machine Configurations” proposed to

“[shift the discussion from] whether humans and machines are the same or

different to howandwhen the categories of human ormachine become rele-

vant, how relations of sameness or difference between them are enacted on

particular occasions, and with what discursive and material consequences.”

(Suchman, 2007, p. 2)

Inspired by this proposal, we will explore two overarching questions:

1. Which discursive and non-discursive manifestations of in/animacy at-

tributions to robots are there?

2. What are the conditions, functions, and consequences of these attribu-

tions?

In the spirit of Foucault’s (1977) dispositive analysis, we will take apart the

complex apparatus of “discourses, institutions, … regulatory decisions, laws,

… scientific statements, philosophical, moral and philanthropic propositions”

(ibid., p. 194), exploring “the said as much as the unsaid” (ibid.).

This approach is meant to set an explicit contrast to existing research that

only looks at a very narrow aspect of robotics –usually that of physical human-

robot interaction.Wewill instead explore the whole “life cycle” of robots, rang-

ing from their conception in fictional and nonfictional visions of a robotized

future, to practices of making them physical reality in research and develop-

ment, to their presentation to different audiences in demonstrations, science

communication, and marketing, to users’ actual interaction with robots, to

the reception of robot technology in the medial and political discourse (see

Figure 2).

By following this cycle, we can utilize robot technology as an entry

point for the exploration of our present technologized society, in which new

technologies fundamentally permeate, and constantly challenge, the lives

of individuals, collectives, and organizations. Technologies such as mobile
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Figure 2: The “life cycle” of robots.

communication, neurotechnology, or advanced prosthetics, which, in the

words of Donna Haraway, “have made thoroughly ambiguous the difference

between natural and artificial, mind and body, self-developing and externally

designed, and many other distinctions that used to apply to organisms and

machines” (1991, p. 152). Robotics is also one of these technologies. Robots

can be intelligent, embodied, and autonomous – all characteristics we tra-

ditionally know from living beings. They thus challenge traditional views

of who and what can be a communicative and socially interactive “other”,

and appear to scrape, or even break, the boundaries of the social world (cf.

Luckmann, 1970; cf. Lindemann, 2005).

1.5. Some Methodological Clarifications

Interdisciplinarity

While guided by the conceptual and methodological traditions of science and

technology studies (STS), this book was written with an interdisciplinary

mindset. It is aimed at readers of all disciplines and cites relevant literature

from a wide range of academic fields.This is not only because the author does

not consider herself belonging to one specific discipline: a neuro-cognitive

psychologist by training, advised by a sociology of science professor, with

professional experience as a researcher and as a science manager, gained
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at an interdisciplinary research center for science and technology studies

and in robotics research and development. It is also also because the issue

of what (or who?) robots are – ontologically, culturally, perceptually – is of

interest for and researched by a wide range of disciplines, including, but

not limited to, science and technology studies, cognitive and evolutionary

psychology, communication studies, anthropology, philosophy, and human-

machine interaction studies.

Definition of “Robot”

The question of “what a robot is” is difficult to answer – and not only because

of robots’ unclear ontological status. Even the IEEE provides no official defini-

tion of “robot”. Its website notes that “the term ‘robot’ means different things

to different people. Even roboticists themselves have different notions about

what is or isn’t a robot” (Guizzo, n.d.). This issue has become somewhat of a

running joke, as the following quotes illustrate:

“I asked some very smart people a pretty simple question, at least on the sur-

face: ‘What is a robot?’. I received answers dripping in ambiguity.” (Pearson,

2015)

 

“Never ask a roboticist what a robot is. The answer changes too quickly. By

the time researchers finish their most recent debate on what is and what

isn’t a robot, the frontier moves on as whole new interaction technologies

are born.” (Nourbakhsh, 2013, p. xiv)

 

“Ask three different roboticists to define a robot and you’ll get three different

answers.” (Simon, 2017a)

 

“I don’t knowhow to define [robot], but I knowonewhen I see one!” (Robotics

pioneer Joseph Engelberger, cited in Guizzo, n.d.)

Within the robotics community, opinions differ on whether a robot, in order

to be called a robot, has to be mobile (which would exclude stationary robot

arms), autonomous (which would exclude remote controlled robots), or in-

teractive (which would exclude many industrial robots). Even the most basic

consensus – describing a robot as a machine that can sense, compute, and

act in the physical world – is problematic, as this would include seemingly

“unrobotic” devices, such as dishwashers and thermostats (Guizzo, n.d.).
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In public discourse, even the idea of embodiment is debatable (as Chap-

ter 5 will discuss in depth). On the one hand, many laypeople only think of

humanoid robots when they hear “robot”, as this is what they know from sci-

ence fiction. On the other hand, the word “robot” is routinely used in media

discourse for non-embodied (“virtual”) technologies such as software, AI, and

chat bots, or even automation in general (cf. LaFrance, 2016).

For the purpose of this book, the question of which machines are consid-

ered robots will be approached like the question of what ontological category

robots belong to: Following Lucy Suchman’s (2007, p. 2) idea, we will not dwell

on which machines “really” are robots, but instead explore when and where

the concept of a robot becomes relevant, how it is enacted on particular oc-

casions, and with what discursive and material consequences.

A working definition proposed by Neil Richards andWilliam Smart (2013)

closely matches this sentiment:

“A robot is a constructed system that displays both physical and mental

agency, but is not alive in the biological sense. That is to say, a robot is

something manufactured that moves about the world, seems to make

rational decisions about what to do, and is amachine. It is important to note

that the ascription of agency is subjective: the system must only appear to

have agency to an external observer to meet our criteria. In addition, our

definition excludes wholly software-based artificial intelligences that exert

no agency in the physical world. Our definition intentionally leaves open the

mechanism that causes the apparent agency. The system can be controlled

by clever computer software, or teleoperated by a remote human operator.”

(Richards & Smart, 2013, p. 5)

On a practical level this means: when a field actor calls something a robot, we

will consider it to be a robot.

Cultural Context

Not only is robot technology defined differently in different contexts.The dis-

course on robotics, their use, and their acceptance in society is also influenced

by a vast range of variables. One of these variables is the cultural context.

Especially a presumed east-west divide of cultural acceptance of robots has

received quite a bit of academic attention. The question of whether eastern

cultures are more accepting of robots than western cultures, and whether this
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has to do with a shintoistic understanding of all objects possessing a spirit18,

is at the focus of interest of a plethora of studies19. This book will not ex-

plore these cultural differences – as relevant and interesting they are – but

explicitly stay on the western side of the presumed divide. The investigated

cases are all from the European and North American cultural context. This

also means that the insights of this book are not necessarily generalizable to

other cultural contexts.

1.6. A Tour Along the Life Cycle of Robots

In the next five chapters, we will go on a journey along the life cycle of robots,

exploring a range of different contexts in which robots play a role. In the intro-

ductory sections of Chapter 1 we already explored how recent technological

developments bring robot technology into closer interaction with humans,

and how this raises the question of which ontological category robots belong

to, of whether robots can be “animate”.We also took a step back to what could

be understood as the starting point of a robot’s life cycle and explored the

fictional and real-life visions that have been crucially influencing technical

progress in, as well as public and political discourse on, robotics.

Up next, Chapter 2 will equip us for the further progress of our tour by

providing some conceptual tools and disciplinary background.We will untan-

gle the complex terminological, conceptual, and historical context of research

on attributions of in/animacy to inanimate objects.

Chapter 3 will continue the tour by diving into the representation of robots

as in/animate in the context of robotics research and development.

Chapter 4 will explore how robots are presented as in/animate to different

expert and non-expert audiences in the context of robotics demonstrations,

science communication, and marketing.

Chapter 5 will examine how robot technology is represented as in/animate

in the news media.

18 In contrast to the Judeo-Christian understanding that only God can give life and ani-

mated objects are therefore sinful.

19 E.g. Kaplan, 2004; Bartneck, Nomura, Kanda, Suzuki, & Kato, 2005; Geraci, 2006; Ki-

tano, 2007; MacDorman, Vasudevan, & Ho, 2008; Weng, Chen, & Sun, 2009; Tat-

suya Nomura, Sugimoto, Syrdal, & Dautenhahn, 2012; Wagner, 2013; Šabanović, 2014;

Kamide & Arai, 2017.
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The final Chapter 6 will discuss, now from a cross-contextual perspec-

tive, the constructive contributions of in/animacy attributions and the crit-

ical discourse we will observe across contexts, and provide some take-home

messages for the readers of this book.



2. Disciplinary Context and Terminology

Before we continue our tour along the life cycle of robots and explore how

in/animacy is attributed to robot technology in different contexts, we first

need to equip ourselves with some conceptual tools.

The question of when and why humans attribute characteristics of liv-

ing beings to non-living entities, or characteristics of humans to non-human

entities, has been a topic of interest for several scientific fields. Within and

across these different disciplines a range of terminology is employed to de-

scribe the same or similar phenomena.The present chapter will untangle this

complex disciplinary, historical, and terminological context.

First, the chapter will show how human-robot interaction (HRI) research

approaches the phenomenon of animacy attribution to robots.Wewill explore

the field’s strongly innovation- and application-driven approach towards the

phenomenon, and explore basic assumptions underlying this research, as well

as methodological and ethical issues discussed in this context.

Second, we will take apart the tangle of different terms used across

disciplines – such as “anthropomorphism”, “animacy”, “intentionality”, and

“agency” – and establish the use of the term “attribution of animacy” for the

purpose of this book.

Third, the chapter will give an overview of further relevant disciplinary

perspectives on the topic. It will show that, historically, phenomena like an-

thropomorphism have often been viewed either as a “primitive” interpretation

of environmental cues or, in the context of academia, as methodological mal-

practice. Only relatively recently has the topic drawn scientific interest as an

object of research in itself. We will see how different disciplines approach is-

sues like anthropomorphism, animacy detection, and technological agency.
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2.1. Human-Robot-Interaction Research: “Controlling” In/Animacy
Attributions

In Chapter 1 (Section 1.1), we already touched upon the fact that most aca-

demic attention on the phenomenon of animacy attributions to robots can be

observed in the context of human-robot interaction (HRI) research.Most HRI

research takes place in the field of social robotics, focusing on robots explic-

itly meant for more complex user interactions, usually with a humanoid de-

sign.These robots can be either bespoke platforms or off-the-shelf models like

Softbank’s Nao1, which are still too expensive for the average customer. Robot

technology safe and robust enough to be employed in direct physical contact

with humans is only just now becoming available and affordable enough for

the mass market, for example in the form of lightweight robot arms, house-

hold robots, or small tele-operated platforms. These robots are usually not

intended for complex social interactions. Nonetheless, there is a slowly grow-

ing awareness of the complexity of interaction with “mechanical looking” and

seemingly “non-social” robots not specifically designed to interact with hu-

mans or to appear life-like in any way. Andrea Guzman (2016), for example,

argues for the designation of industrial andmanufacturingmachines as tech-

nologies of communication.

The goal of research efforts in HRI is usually not the short-term realiza-

tion of an interaction scenario representing the current state of robot tech-

nology. Instead, HRI research usually focuses on the exploration of scenarios

expected to become relevant only in the future, such as the coexistence with

very human-like robots (Bischof, 2015, p. 211). In order to simulate the an-

ticipated capabilities of future robots some interaction studies make us of

so-called “Wizard-of-Oz” experiments, in which the robot’s behavior is se-

cretly controlled by a human operator. This method is sometimes criticized

– both for its deception of study participants and for not really studying hu-

man interaction with the robot, but rather with the human robot operator,

only relayed through a robot (cf. Laurel D. Riek, 2012).

For most people, the long-term use of robot technology, especially so-

cially interactive robot technology, is not yet an everyday practice. Most HRI

research therefore studies short-term interactions in laboratory settings, or

explores attitudes towards robots based on people’s existing knowledge and

imagination of robots.

1 https://www.softbankrobotics.com/emea/en/nao (accessed 2019-12-21).

https://www.softbankrobotics.com/emea/en/nao
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Notable exceptions to this approach are studies exploring some of the few

contexts where users already closely interact with robots every day. This in-

cludes the professional use of remote controlled robot platforms for explo-

sive ordnance disposal (J. Carpenter, 2013, 2016) or search and rescue efforts

(Bethel & Murphy, 2006; Murphy, Riddle, & Rasmussen, 2004), and the use of

vacuum cleaner robots in private households (Forlizzi & DiSalvo, 2006; Sung

et al., 2007).These field studies,which all focus on non-humanoid robots, only

superficially deal with the question of how or why humans attribute charac-

teristics of living beings to robots. In the more short-term, laboratory-based

research, however, this topic receives plenty of scholarly attention. Especially

in the field of social robotics, a range of studies investigateswhat is sometimes

called “anthropomorphic projections” or “anthropomorphic attributions”2 to

robots (Damiano & Dumouchel, 2018, p. 2) – the perception of robots as hav-

ing human-like characteristics. This research is frequently based on the find-

ings of cognitive and evolutionary psychology – an aspect explored further in

Section 2.3 of this chapter. The methodological spectrum and quality of these

studies is broad. It ranges from psychophysiological and neuroscience meth-

ods, to behavioral observation, to cognitive tests and self-assessment ques-

tionnaires.3 While the majority of these studies uses “homemade” method-

ological tools, there are some efforts to standardize the “measurement” of

anthropomorphic projections, such as the Godspeed questionnaire (Bartneck

et al., 2009; Ho & MacDorman, 2010) or the RoSAS scale (Carpinella et al.,

2017).

Underlying this approach is an idea inherent to the innovation-driven in-

terests and methods of HRI research: that of “controlling” humans’ anthro-

pomorphic attributions to technology. In contrast to the historical skepticism

towards anthropomorphism and similar phenomena in other academic dis-

ciplines (which we will explore in Section 2.3), the self-imposed challenge for

HRI research is “not how to avoid anthropomorphism, but rather how to em-

brace it” (Duffy, 2003a, p. 180).The goal is to identify user and robot charac-

teristics involved in the “activation” of anthropomorphic attributions. These

characteristics are then supposed to act as predictors for specific behavioral

2 Section 2.2 will explain why this book uses a different term for the same phenomenon

(“animacy attribution”).

3 For a general overview see e.g. Złotowski et al. (2018) or Damiano and Dumouchel

(2018). For an overview of neuroscience approaches to human–robot interaction re-

search see Henschel, Hortensius & Cross (2020).
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and emotional reactions of the user, which in turn are understood as indica-

tors for the “strength” of the anthropomorphic attribution.

Typical user characteristics used as independent variables in this type of

HRI research are standard demographic variables such as age, gender, or cul-

tural background, as well as personality traits.4 The catalog of variables also

includes complex (and difficult to operationalize) traits such as “loneliness”,

“need for control”, “experience with robots” and “interest in technology”.5 On

the side of the robot, HRI research explores relatively simple variables like

size, color, or material, but also more complex, usually unstandardized fac-

tors such as “physical presence”, “human likeness”, “animacy”, or “behavioral

complexity”.6

Combinations of these independent variables are then explored in their

effect on various emotional and behavioral measures. Some of these are

meant to quantify the “amount” of human-likeness study participants at-

tribute to robots. Here, we find studies observing “intelligence attribution”,

“mind perception”, “perceived social presence”, “perceived sociability”, but

also “embarrassment from being observed by the robot”, “empathy with the

robot” and “hesitation to switch off”, or refusal to physically “harm”, or “kill”

a robot.7

4 Selected examples: Age (e.g. Kuo et al., 2009; Reich & Eyssel, 2013); gender (e.g. Chin,

Sims, Clark, & Lopez, 2004; De Graaf & Ben Allouch, 2013; T. Nomura, Kanda, Suzuki,

& Kato, 2008; Schermerhorn, Scheutz, & Crowell, 2008); cultural background (e.g. Ev-

ers, Maldonado, Brodecki, & Hinds, 2008; Tatsuya Nomura et al., 2008); personality

traits (e.g. Syrdal, Dautenhahn, Woods, Walters, & Kheng Lee Koay, 2006; Walters et

al., 2005; Woods et al., 2007).

5 Selected examples: Loneliness (e.g. Epley, Akalis, Waytz, & Cacioppo, 2008; Reich

& Eyssel, 2013); need for control (e.g. Epley, Waytz, Akalis, & Cacioppo, 2008); in-

terest in/experience with robots or technology (e.g. Bartneck, Suzuki, Kanda, & No-

mura, 2007; EuropeanCommission, 2012;Heerink, 2011, 2011; TatsuyaNomura, Suzuki,

Kanda, Yamada, & Kato, 2011; Reich & Eyssel, 2013; Woods et al., 2007).

6 Selected examples: Size (e.g. Walters, Koay, Syrdal, Campbell, & Dautenhahn, 2013);

color/material (e.g. J. Wright, Sanders, & Hancock, 2013); physical presence (e.g. Kidd

& Breazeal, 2004); human likeness (e.g. Bartneck, Bleeker, Bun, Fens, & Riet, 2010; L.

U. Ellis et al., 2005; Hinds, Roberts, & Jones, 2004; Kiesler & Goetz, 2002; R. H. Kim,

Moon, Choi, & Kwak, 2014; Kwak, 2014; von der Pütten & Kramer, 2012); animacy (e.g.

Bartneck, Kanda, Mubin, & Al Mahmud, 2009); behavioral complexity (e.g. Rau, Li, &

Liu, 2013; Scholl & Tremoulet, 2000; Vouloutsi, Grechuta, Lallée, & Verschure, 2014).

7 Selected examples: Intelligence attribution (e.g. H. M. Gray, Gray, & Wegner, 2007;

Kiesler&Goetz, 2002; Sung, Guo,Grinter,&Christensen, 2007);mindperception/mind

attribution (e.g. Epley, Waytz, & Cacioppo, 2007; H. M. Gray et al., 2007; Kamide,
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Studies often try to explore the effect of different variables on the

“success” of human-robot interaction by measuring participants’ “attitude

towards robots”, “willingness to use robots”, or “acceptance of robots”.8 In “an

attempt to design and control not only robotics systems but also the entire

process of human-robot interaction, users’ performance included” (Zawieska,

2015, p. 3) these insights are meant to help with the improvement of future

human-robot-interaction. Not surprisingly for such a complex issue, and

considering the jumble of different variables, few widely accepted theories or

models have emerged so far. One exception is Nicholas Epley and colleagues’

(2007) Three-Factor Theory of Anthropomorphism, which strives to integrate

the various perspectives investigated in previous studies, and suggests three

“psychological determinants” of anthropomorphism: the accessibility and

applicability of anthropocentric knowledge, the motivation to explain and

understand the behavior of other agents, and the desire for social contact and

affiliation. While Epley and colleagues explicitly named robotics as an area

of application, and the model is frequently referenced in the HRI literature,

they are not HRI researchers, but cognitive scientists. The success of their

model in the HRI community demonstrates the close connection of HRI

and the cognitive sciences in this particular context (which Section 2.3 will

explore in depth).

Two basic assumptions underlie many of the HRI studies trying to find

predictors for anthropomorphic attributions to robots: Firstly, the assump-

tion that it is possible to “switch on” anthropomorphic attributions with the

right kind of robot design or robot behavior. Secondly, the assumption that

anthropomorphic attributions to robots are desirable and advantageous for

human-robot-interaction.

Eyssel, & Arai, 2013); perceived social presence or sociability (e.g. Choi, Kim, & Kwak,

2014; Kiesler & Goetz, 2002; R. H. Kim et al., 2014; Schermerhorn et al., 2008); embar-

rassment (e.g. Bartneck et al., 2010; Choi et al., 2014); empathy (e.g. Darling, Nandy,

& Breazeal, 2015; Riek, Rabinowitch, Chakrabarti, & Robinson, 2009a, 2009b; A. M.

Rosenthal-von der Pütten, Krämer, Hoffmann, Sobieraj, & Eimler, 2013); hesitation to

switch off/harm/“kill” robot (e.g. Bartneck, van der Hoek, Mubin, & Al Mahmud, 2007;

Riek et al., 2009b, 2009a; Darling, 2012; A. M. Rosenthal-von der Pütten et al., 2013;

Darling et al., 2015; ).

8 Selected examples: Attitude towards/willingness to use/acceptance of robots (e.g. De

Graaf & Ben Allouch, 2013; Kwak, Kim, & Choi, 2014; T. Nomura et al., 2008; T. Nomura,

Kanda, Suzuki, Yamada, & Kato, 2009; Stafford, MacDonald, Jayawardena, Wegner, &

Broadbent, 2014).
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The first assumption is based on the notion that certain characteristics

of robot technology – such as embodiment, mobility, autonomous behavior,

or humanoid design – trigger a human perception system highly primed to

recognize animacy (cf. Section 2.3). Commonly, “the robot is an inanimate

object” is understood to be the default interpretation or null hypothesis. HRI

studies then try to trigger anthropomorphic attributions in a controlled way,

by manipulating the design or behavior of the robot. The idea behind this

approach is that the existence or magnitude of certain features is able to push

the robot over a “social threshold”, giving it a “social presence” (Damiano &

Dumouchel, 2018; cf. Levillain & Zibetti, 2017).

Few studies explicitly look at the opposite, at attributions of inanimacy.

Presumably, it being considered the null hypothesis, this attributive perspec-

tive is not viewed as an interesting phenomenon per se. An exception to this is

a cluster of research working with the concept of “dehumanization”. Here, the

idea is that “looking at a process of depriving objectified humans of charac-

teristics regarded as crucial in order to be perceived and treated as a human”

would contribute to “identify[ing] the key characteristics for robots to affect

their anthropomorphism” (Złotowski et al., 2018, pp. 1 & 2; Waytz, Epley, &

Cacioppo, 2010; Morera et al., 2018; cf. Haslam, 2006).

There are also some field studies finding anecdotal evidence of what we

will also observe in the context of this book: robots being simultaneously en-

acted as an agent and as a thing, as both animate and inanimate. A study

exploring spontaneous interactions with a social robot in a classroom set-

ting found that for their study participants “seemingly contradictory features

– a thing and a living creature – unproblematically coexist[ed]”, “the robot

present[ing] its multiple facets so that each theme c[ould] resurface at any

particular moment” (Alač, 2016, pp. 12 & 15). A short field study with a hos-

pital delivery robot found that the hospital staff perceived the robot as both

a machine and a colleague, both “perspectives mutually coexist[ing], even for

the same person” (Ljungblad et al., 2012, p. 9).

Studies like these, which consider attributions of both animacy and inan-

imacy, are rare, however. This might in part be due to the second assumption

underlying many HRI studies: That of anthropomorphic attributions being

beneficial for smooth human-robot interaction. They are thought to “facil-

itate … human-machine interaction, … increase people’s willingness to care

about the well-being of robots” (Złotowski et al., 2015, p. 351), and even to “fa-

cilitate … the introduction of robots in the society at large” (Ferrari, 2015, p.

17). This idea can also be encountered outside of a purely academic context.
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For example, in the marketing campaign for the personal service robot Jibo,

roboticist Cynthia Breazeal argued that “it is really important for technology

to be humanized” (cited in Markoff, 2014). This assumption inspires HRI re-

search efforts with an openly communicated agenda: In HRI, anthropomor-

phism is mainly studied in order to use the insights for the improvement

of future robots’ interaction capabilities and “usefulness … by creating social

bonds that increase a sense of social connection” (Epley et al., 2007, p. 897).

In this context, knowledge about anthropomorphism is now “highly valued

by many roboticists and computer scientists” for its potential to be used as a

means to control user reactions to robots (Vidal, 2007, p. 3). Research efforts

exploring the processes behind anthropomorphism are therefore frequently

fueled by the inherent goal of building socially interactive robots:

“While anthropomorphism is clearly a very complex notion, it intuitively pro-

vides us with very powerful physical and social features that will no doubt

be implemented to a greater extent in social robotics research in the near

future.” (Duffy, 2002, p. 5)

In some parts of the robotics community, building a “perfect” human-like

robot is considered the ultimate goal, or even “holy grail” (e.g. Duffy, 2006, p.

33): “It seems a truth universally acknowledged that a roboticist with a good

research lab must want to create a humanoid!”9 (Keay, 2011, p. 66). This goal

is also fueled by the tempting engineering challenge it poses. As one of the

roboticists interviewed for this book (cf. Chapter 3) explained:

“[A humanoid robot] is not only the most extreme form [of robot]; it is the

most difficult form of autonomous systems you can work on. … It’s the in-

teractions, the possibilities of interaction … they basically explode.” (R2.3-

00:07:22-8)10

The challenge is not only to make a robot look like a human but, even more,

to make it behave like a human. While it is relatively easy to put a realis-

tic looking “skin” on a robot “skeleton”, making a robot autonomously move

and speak in a completely natural-appearing way is still an unsolved problem.

9 A reference to the famousfirst sentence of JaneAusten’s “Pride andPrejudice” (1813): “It

is a truth universally acknowledged, that a single man in possession of a good fortune

must be in want of a wife.”

10 The numbers after this quote refer to the position in the audio transcript of the inter-

view.
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Robots with relatively good interaction abilities are usually remote controlled

or follow a predetermined script, rather than acting autonomously – such as

Hanson Robotics’ Sophia11, or Hiroshi Ishiguro’s various Geminoids12. How-

ever, a realistic humanoid design is not a prerequisite for humans to experi-

ence a strong social connection and to attribute emotions, desires, and even

personality traits to robot technology (cf. Chapter 1).13

The strongly innovation-driven goal of many HRI projects – to find out

which robot characteristics have to meet which human characteristics in

order to attain the best possible “interaction experience” – faces criticism

from both within and outside the HRI community. Not only is there a range

of methodological problems, such as the questionable operationalization of

complex concepts like “human-likeness”. There is also no clear evidence that

human likeness actually has a positive influence on human-robot interaction.

HRI researchers face a methodological challenge: On the one hand, stud-

ies exploring human-robot interaction are supposed to use “realistic” scenar-

ios in order to make the results generalizable and maybe even usable for mar-

ketable applications. On the other hand, variables like robot and environment

features or user reactions need to be measurable and comparable. The result

is often a methodological compromise, with research being conducted in lab-

oratory environments with simulated “real life” scenarios, and metrics con-

structed around what is doable within the constrictions of the institutional

conditions and available resources (Meister, 2014, p. 120). Often, this results

in the use of “i-method”-approaches14, as well as a naïve and uncritical use

of what is understood to be “social science” methods by untrained engineers

(Irfan et al., 2018).This leads to a lack of commonmetrics, methods, and gen-

eralizability –making the findings of most HRI studies neither comparable to

each other, nor generalizable to a real life environment or a wider population

(Steinfeld et al., 2006; Dautenhahn, 2007; Bethel & Murphy, 2010; Bischof,

2015).

These operationalization issues are also present in research on anthropo-

morphism and related phenomena in the context of robotics. For example,

there is no consensus on what “human-like” robot design or robot behavior

11 https://www.hansonrobotics.com/sophia (accessed 2019-11-19).

12 https://eng.irl.sys.es.osaka-u.ac.jp/robot (accessed 2019-11-19).

13 E.g. J. Carpenter, 2016; Julia Fink, 2014; Forlizzi & DiSalvo, 2006; Kolb, 2012; Levillain &

Zibetti, 2017; Sandry, 2015b; Sung et al., 2007; Yang et al., 2015.

14 Implying a designer’s reliance on personal experience, attempting to take on a layper-

son’s perspective (cf. Oudshoorn, Rommes, & Stienstra, 2004).

https://www.hansonrobotics.com/sophia
https://eng.irl.sys.es.osaka-u.ac.jp/robot
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means, or how to “measure” anthropomorphism and users’ attributions of

human-likeness to robots – making study results difficult or even impossible

to compare. Those difficulties are observable in arbitrary categorizations of

robot designs inmany studies trying to contrast “humanoid” against “non-hu-

manoid” robots, with every study drawing the border between the categories

somewhere else.There have been proposals for universal categorizations, such

as Brian Duffy’s (2003b) “Anthropomorphism Design Space for Robot Heads”,

but most HRI studies use “homemade” categories. Sometimes these border

on the absurd, like when a robot vacuum cleaner with googly eye stickers is

categorized as “human oriented”15 (Kwak, 2014), or when an oven with arms is

supposed to be “anthropomorphic” (Osawa,Mukai, & Imai, 2007). For one end

of the design spectrum, there is at least a term most agree on – “humanoid”.

For the other end, a plethora of terms is in use, including “non-humanoid”,

“mechanistic”, “mechanoid”, “mechanical”, “appearance-constrained”, “single

purpose”, “functional”, and “with few anthropomorphic features”.

There is also no generally accepted measure for the “strength” of users’ an-

thropomorphic attributions to robots.Most HRI studies do not operationalize

this at all, but instead directly investigate the influence of different “human-

likeness” levels on users’ attributions of “mind”, “sociability”, or “intimacy”, or

emotional and behavioral reactions like empathy (e.g. Carpenter 2013; Gar-

reau 2007; Garber 2013; Riek et al. 2009), embarrassment (e.g. Choi et al.

2014; Bartneck 2010), or decision making (e.g. Bartneck et al. 2007; Chandler

& Schwarz 2010).

The overall methodological disunity is a topic of discussion within theHRI

community. There are efforts for finding some consensus and comparability,

for example by trying to make anthropomorphism “measurable” on a one- or

two-dimensional scale (Bethel & Murphy, 2010; Ruijten et al., 2019), or by de-

veloping standardized tests for anthropomorphic attributions to robots (e.g.

Bartneck et al., 2009; cf. Murphy & Schreckenghost, 2013). However, no gen-

erally accepted approach has been agreed on yet.

HRI researchers not only disagree on how to measure a robot’s human-

likeness and users’ reactions to it.There is also no consensus on whethermak-

ing a robot human-like is actually desirable. While there has been a steady

stream of social robotics research based on the assumption that giving a robot

the “right set” of lifelike features will somehowmake users able and willing to

15 The vacuum cleaner without googly eyes, meanwhile, was categorized as “product ori-

ented” (Kwak, 2014).
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interact with the robot, and the construction of a “realistic” humanoid robot

is considered by some as the “holy grail” of robotics, there is actually no con-

sent within the robotics and HRI community on whether making a robot as

humanlike as possible is worthwhile. In the context of this discussion, the

so-called “Uncanny Valley” effect is referenced frequently. First proposed by

Japanese roboticist Masahiro Mori (1970), the concept hypothesizes that the

relation of a robot’s human-likeness and observers’ emotional responses is

not linear. The underlying idea is that the more a robot is designed to look

and behave like a human, the more positive observers react to it. With one

crucial exception: If a certain level of human-likeness is reached – the robot

resembling a real human very closely, but falling short of being a perfect repre-

sentation – observers’ reactions are adverse, even disgusted.The sharp dip in

the graph representing the relationship of human-likeness and observer reac-

tions is referred to as the Uncanny Valley. Although there is no clear empirical

support for the hypothesis, even after decades of research, it is referenced

frequently in the HRI literature (Brenton et al., 2005; Bartneck et al., 2009;

Damiano & Dumouchel, 2018; MacDorman, 2019). However, the discussion

surrounding the validity of the Uncanny Valley concept does direct attention

to one important issue, namely that of the expectations a human-like robot

raises with users. One of several explanations put forward for the (presumed)

Uncanny Valley effect is that a very human-like robot design causes human

users to have certain expectations about the robot’s behavior, such as realistic

movements or a smooth natural language interaction. At the current state of

technology however, no humanoid robot is able to fulfill these expectations

to a satisfactory level and – so the idea – the ensuing disappointment, irrita-

tion, or even disgust experienced by the user causes the Uncanny Valley effect

(Ferrari, 2015; Złotowski et al., 2015).

Belief vs. Make-Believe

One profound issue is often overlooked in the discussion of users’ expecta-

tions of human-like robots and the operationalization of their attributions

of animacy to robots: That of whether users’ behavioral and linguistic ex-

pressions of animacy attributions are founded in an actual belief that the

robot in question is animate, maybe even driven by human-like intentions,

or whether these expressions are merely metaphorical ascriptions, a perfor-

mance of “make-believe”, of “as-if the robot were alive”.
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We can find this distinction in several theoretical approaches to the attri-

bution of animacy, agency, and intentionality to technological artifacts (Sec-

tion 2.2 will discuss these terms in depth). John Searle (1983), for example, dis-

tinguished “intrinsic intentionality”, which is based on existing mental states

of a conscious living being, from ascribed “as-if intentionality”, which is used

in a metaphorical way to explain the actions of inanimate objects. Similarly,

Epley and colleagues (2007) distinguished between “strong” and “weak” an-

thropomorphism. “Strong anthropomorphism” would entail the explicit be-

lief that a nonhuman entity has humanlike characteristics, for example in

the context of religious belief. In contrast, the metaphorical ascription of hu-

man likeness to artifacts known to be inanimate would be a form of “weak

anthropomorphism”. Eleanor Sandry (2015a, p. 11) used the term “tempered

anthropomorphism” in a similar vein, meaning the “human understanding …

of the robot as somewhat humanlike or animal-like, but … continually tem-

pered by also perceiving the robot as a machine”. Other authors propose that

anthropomorphism can be understood as a spectrum with different shades

or levels (e.g. Persson, Laaksolahti, & Lönnqvist, 2000).

Empirical studies in HRI, HCI (human-computer interaction) and HMI

(human-machine interaction) research sometimes make distinctions like

these. For example, the widely cited Media Equation study observed that

users “mindlessly” attributed social attributes to computers – but also explic-

itly noted that none of the participants actually said that a computer should

be understood in human terms or treated as a person (Reeves & Nass, 1996;

also see Nass & Moon, 2000). The authors thus carefully ruled out anthro-

pomorphism as a term to be applied to their observations. In the context of

human-robot interaction, Leila Takayama (2012) observed different “levels” of

anthropomorphic attributions being applied to the same nonhuman artifact

and thus proposed to distinguish observers’ “in-the-moment” perspective on

robots from a “reflective” perspective. In the actual moment of interaction, a

user might be quick to perceive a robot’s behavior as agentic or even animate

– a “visceral” interpretation, which can differ substantially from a more

reflective perspective that would explain the robots behavior with the robot’s

programming.

Most studies do in fact refrain from operationalizing, or even just ad-

dressing, the complex, multifaceted nature of anthropomorphic attributions.

This draws criticism from within the HRI community:
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“In the large body of experimental work on human reactions to anthropo-

morphic robots, responses on standard questionnaires are commonly taken

to demonstrate that subjects identify a robot’s displays or movements as …

expressions of the fundamental human emotions. … Taking these responses

… at face value ignores the possibility that they are elliptical for the sub-

jects’ actual views. … Saying that the robot has a ‘happy’ expression might

be shorthand for the claim (for example) that if the robot were a human, it

would have a happy expression.” (Złotowski et al., 2015, p. 348)

The research discussed above shows that “metaphors that might represent a

very weak form of anthropomorphism can still have a powerful impact on

behavior” (Epley et al., 2007, p. 867), and that the power of “weak” anthro-

pomorphism, of the “merely” linguistic and metaphorical attributions of ani-

macy to technical artifacts, should not be underestimated. In scenarios of hu-

man-robot interaction, humans’ ability to temporarily suspend their disbelief

(Duffy & Zawieska, 2012) or even simply to “perform” the belief of a robot’s an-

imacy (McGonigal, 2003; cf. Jacobsson, 2009) can serve as a crucial facilitator

for a smooth interaction. Anthropomorphic metaphors can serve as linguis-

tic devices allowing efficient communication about technological artifacts –

a “convenient fiction … that permit[s] ‘business as usual’” (Caporael, 1986, p.

218).This is especially relevant for complex and difficult to grasp technologies:

“To confront the relatively unknown in an infinitely complex reality, we

must rely upon our understanding of the relatively familiar. The resulting

metaphorical concepts help organize inquiry and interpretation – they are

necessary [and] fruitful.” (Krementsov & Todes, 1991, p. 68)

We are very well able to understand metaphors as what Paul Ricoeur (1978,

2003) called “split reference”, interpreting them simultaneously in a literal

way, and as an imaginative concept. Nonetheless, it remains difficult to dis-

tinguish clearly between the playful, even useful, use of metaphors, the sus-

pension of disbelief as an enabler for smooth human-robot interaction, and

potentially harmful misunderstandings about the actual animacy of a tech-

nological artifact. After all, “every metaphor is the tip of a submerged model”

(Black, 1979; cited in Watt, 1997, p. 60), and talking about a robot as if it were

alive might correspond to having a mental model of a robot being a living

being.

Are robot designers therefore guilty of deceiving users when they give

robots human-like characteristics, when “robots are designed in such a way
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that they trigger us to ‘fool ourselves’” (Turkle, 2011a, p. 20)? This question has

been raised by several actors in the HMI and HRI community (e.g. Borenstein

& Arkin, 2019; Coeckelbergh, 2018; De Graaf, 2016; Scheutz, 2012; Sparrow,

2002; Sparrow & Sparrow, 2006). Karolina Zawieska (2015) argues that the

core of anthropomorphism is illusion and the topic therefore intrinsically tied

to ethical concerns:

“The main ethical issue lies not in deception itself but rather in a particu-

lar view of man where human beings are seen as creatures whose anthropo-

morphic projections can be evoked ‘automatically’ and their interactionwith

robots fully managed and controlled.” (Zawieska, 2015, p. 1)

We will also encounter this discussion of deception, in varying forms, at the

stops of our empirical tour along the life cycle of robots in the following chap-

ters, and will revisit it once again the final discussion in Chapter 6.

In conclusion, animacy attributions – for example in the form of “anthro-

pomorphic projections” – are a complex and controversially discussed issue

in the HRI community. In the context of HRI studies, the focus of academic

interest is almost exclusively on the actual or potential interaction between

a robot and a human user. However, this moment of interaction is only one

very narrow “slice” of the whole life cycle of robots. In the following chapters,

we will see that animacy attribution is also an influential phenomenon in all

other stages of the cycle. In three exemplary explorations – of robotics engi-

neering practice, of demonstrations, science communication and marketing,

and of media discourse on robotics – we will encounter different forms of

animacy attribution, and explore its context-specific constructive role.

2.2. Terminology: Anthropomorphism, Agency, Animacy, and More

Before we continue our tour along the life cycle of robots, we first must clarify

some of the terminology used in this book.This section will tease apart several

overlapping concepts – such as animacy, agency, and intentionality – and it

will establish “attribution of animacy” as a central term for this book.

In the vast body of scientific literature on human-robot interaction (cf.

Section 2.1) the term used most often for the phenomenon of humans ascrib-

ing lifelike qualities to robot technology is “anthropomorphism” – meaning

“the attribution of human traits, emotions, or intentions to non-human enti-

ties” (OED, n.d.-d). Its derivation from the Greek “ánthrōpos” (“human”) and
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“morphē” (“form”) points to a crucial limitation of the term. By definition, it

refers to the attribution of human characteristics to something. In the con-

text of robotics and HRI, however, anthropomorphism is often used to mean

something else. Firstly, the term is often (mis)used to describe the human-

like design or behavior of a robot, instead of the phenomenon of attribution

(Julia Fink, 2014, p. 63; cf. Bartneck & Forlizzi, 2004). This disregards that a

robot “is not anthropomorphic per se, but only in so far as it gives rise to an-

thropomorphic processes in a given user and situation” (Persson et al., 2000,

p. 1). Secondly, the term anthropomorphism is frequently used to describe a

much wider phenomenon: the attribution of characteristics of living beings

in general to robots. Characteristics such as aliveness, emotionality, personal-

ity, and sociality are not unique to humans, but apply to a much wider group

of living entities. Rarely, the term “zoomorphism” is used for the attribution

of characteristics of nonhuman animals to robots. A “zoomorphic robot” is

usually understood as a robot with an animal-like design.

In the following chapters, we will encounter several instances of features

being attributed to robots that sometimes are characteristic to living beings

in general (such as sensory experiences, intentions, or emotions) and some-

times are more specific to human beings (such as long-term life goals). In

some existing concepts, this phenomenon is understood to be one level of an-

thropomorphism (e.g. Persson et al., 2000). But for the purpose of this book

and the phenomena it describes the wider term “attribution of animacy” is

more adequate.

“Animacy” is a grammatical and semantic feature meaning the “the

quality or condition of being alive or animate” (OED, n.d.-a), the adjective

“animate” meaning “endowed with life, living, alive” (OED, n.d.-b). Their

antonyms “inanimacy” and “inanimate” will also play a role in this book.

Animacy also happens to be used in the cognitive sciences and developmental

psychology in the context of research exploring, for example, the perceptual

and attentional processes involved the identification of living entities in our

visual environment (cf. Section 2.3). With research in HRI drawing heavily

on the cognitive sciences (cf. Section 2.1) the term animacy also made its

way into the robotics literature. However, animacy, with its connection to

animism, comes with a difficult colonialist connotation, which is rarely

discussed reflexively, or even acknowledged, in the HRI and cognitive science

literature (cf. Section 2.3).

Despite this connotation, this book will use the term “attribution of ani-

macy” for the phenomenon in the focus of interest – for two reasons: Firstly,



2. Disciplinary Context and Terminology 45

“animacy” is used in the majority of the relevant HRI literature. Another pos-

sibly adequate term – “aliveness” – has only been used by a handful of authors

(e.g. Turkle, 2010; Sandry, 2018). Secondly, “attribution of animacy” can be un-

derstood as something like the lowest common denominator of the different

variations of the phenomenon this book explores. A more confined term like

“anthropomorphism” would not adequately reflect the observation that peo-

ple also ascribe physiological processes – which are not unique to humans –

to robots.

The term “attribution of agency”, too, would be too restrictive for the con-

text of this book. It is, however, important to acknowledge the importance

and relevance of the concept of agency. Depending on the disciplinary con-

text (sociology, philosophy, cognitive sciences …), definitions of agency focus

on slightly different aspects. At the most basic level it is “the at least partially

independent capacity to engage in goal-directed action” (H. M. Gray et al.,

2007).

At this point, it is important to note that

“the concepts of ‘animacy’ and ‘agency’ … are not coextensive. Animate en-

tities are living things that can act as agents …. Living things that are not

sentient and do not act as agents, such as trees and mushrooms, are not an-

imate. The domain of agents, however, can include inanimate automatons,

such as robots, that generate theirmovements and actions to achieve goals.”

(Gobbini et al., 2011, p. 1911)

Science and technology scholars have long been discussing whether non-bi-

ological entities can possess agency (also see Section 2.3). Werner Rammert

(2008) proposed a multi-level model of agency. On the model’s lowest level

(causality), agency means simply “behavior that exerts influence or has ef-

fects”. This level, on which “it doesn’t make any difference whether humans,

machines or programs execute the action” (Rammert, 2008, p. 11), has obvi-

ous parallels to the concept of generalized symmetry within Actor Network

Theory: “Objects too have agency” (Latour, 2005, p. 63). The next higher level

(contingency) requires the capacity to act differently, to choose among several

behavioral options. Only the third level uses the term intentionality, referring

to reflexive and intentional actions. Rammert (2008, p. 12) argued that techni-

cal artifacts, while not able to have “literal” intentionality, “can be constructed

as if they had an intentional structure”. Chapter 4 (Section 4.7) will explore in

more depth the issue of technical artifacts acting “as if” they were animate.
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In the cognitive sciences and HMI literature one can findmany more pro-

posals for the conceptual relations of the terms discussed in this section. For

example, Heather Gray and colleagues (2007) understand agency – defined

here as the capability to act and intend – as one dimension of “mind” that can

be attributed to an agent or entity (next to the dimension of experience, i.e. the

capability for feelings and sensations). Elsewhere, Florent Levillain and Elis-

abetta Zibetti (2017, p. 13) propose that the behavioral cues of autonomously

acting technological artifacts are interpreted by an observer on three levels:

the Animacy Level (Does the object look alive?), the Agency Level (Does the

object appear to act intentionally?), and the Mental Agency Level (Does the

object appear to take into account others’ goals?).

The terms discussed above (anthropomorphism, animacy, animism,

agency, intentionality…) are those one encounters most frequently in the

current academic literature. There are also less frequently used concepts,

such as “Universal Projection” – used by Thomas Luckmann (1983) to describe

humans’ capacity to project their own living body onto everything they

encounter in the world, which is sometimes referenced in the context of HRI

(e.g. Nørskov, 2017, p. 11). As is “Mythopoeic Thought”, a proposed ancient

form of human thought, in which each observed event is attributed to the

will of a personal being (Frankfort et al., 1946; referenced e.g. by J. Carpenter,

2016, p. 20).

2.3. Disciplinary Perspectives: Animacy Attribution as an Object
of Research vs. Methodological Malpractice

While HRI is the academic field where most research on animacy attributions

takes place at the moment, the issue is also of interest for many other disci-

plines. An exploration of the publications of different academic fields reveals

two overarching perspectives: Firstly, animacy attributions as a methodolog-

ical malpractice, and secondly, as an object of research in itself.

For centuries, scientists freely compared natural phenomena to processes

of the human body and mind.Medieval scholars attributed chastity to camels

and self-sacrifice to storks, renaissance scholars referred to nature as a benev-

olent servant or artist (Daston, 2000, p. 29). By the seventeenth century, how-

ever, natural philosophers started to abandon these comparisons. The ex-

plaining of natural processes with human-like beliefs and desires became to

be considered scientific misconduct: “Nature had become irretrievably ‘the
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other’” (Daston, 1995, p. 38, cf. 2000). It took a while for this perspective to

reach the non-academic community. Up until the nineteenth century, fed by

the reports of travelers, naturalists, and amateur scientists, zoopsychological

publications describing animal behavior with “human” terms stayed wildly

popular, “replete with descriptions of ‘states’ and ‘factories’, ‘art’ and ‘crafts’,

… ‘friendship’, ‘wars’ … among animals” (Krementsov & Todes, 1991, p. 76). By

the end of the nineteenth century, criticism of the zoopsychological perspec-

tive on animals reemerged and most scholars agreed that “in no case may we

interpret an action as the exercise of a higher psychical faculty, if it can be

interpreted as the outcome of the exercise of one which stands lower in the

psychological scale” (Morgan, 1894, p. 53). In the 1960s, researchers studying

great apes – among them Jane Goodall – were strongly criticized for attribut-

ing presumably human characteristics, such as emotions, to animals – the

“worst of ethological sins” (Goodall, 1993, p. 15; cf. Rees, 2001).

Animism– the attribution of life or spirit to nonliving entities (OED, n.d.-

c) – was traditionally viewed as an immature disposition. As such, it stayed of

interest mainly in two academic contexts: On the one hand, research in devel-

opmental psychology on certain phases of infants’ cognitive development (e.g.

Piaget, 1929). On the other hand, early anthropological research on “primitive”

religions ascribing a distinct spiritual essence to objects, places, and creatures

(cf. Franke, 2010). This “old animism” perspective of anthropology, viewing

“primitive” animist cultures as being unable to differentiate between persons

and things, was held, for example, by nineteenth-century anthropologist Ed-

ward Burnett Tylor (e.g. 1871). Today it is criticized for its colonialist and du-

alist worldviews and rhetoric (Harvey, 2006, p. xii). Nonetheless: “images of

fetishes, totems, … tribal art, pre-modern rituals, and savagery … have for-

ever left their imprint on the term [animism]” (Franke, 2010, p. 11). Up until

recently, practices of attribution of animacy to non-living entities were re-

garded in most scientific disciplines as both an archaic or infantile reflex and

as a methodological mistake (Vidal, 2007, p. 3). As something that scientists

knew having to avoid at all costs for its “violat[ion] of the ideal of the ob-

jectivity of perspective”16 (Daston, 2000, p. 28), little scientific attention was

directed to the nature and consequences of animacy attributions for a long

time:

16 Translated from German by the author.
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“The debate about the nature and implications of anthropomorphism has

rarely been neutral or scientifically objective but has focused mainly on its

fallacious essence … which has diverted attention away from the goal of un-

derstanding the nature of the phenomenon.” (Urquiza-Haas & Kotrschal,

2015, p. 168)

Only in the last few decades, fueled by observations of human interactions

with increasingly complex and autonomous technologies, scientific interest

reemerged across academic disciplines (cf. Vidal, 2007). For example, com-

munication scientist Sherry Turkle, based on her ethnographic research on

computer users, proposed that computers were more than “just a tool” and

explored how we interact socially with them (Turkle, 2005, p. 3). She would

later coin the term “evocative objects”, describing how certain machines “can

act as a projection of part of the self, a mirror of the mind” (ibid., p. 20)

and can even become emotional and intellectual “life companions” (Turkle,

2011b, p. 9). Similarly, communication scientists Byron Reeves and Clifford

Nass showed with their Computers as Social Actors paradigm that even min-

imal social cues from a technical artifact can cause humans tomindlessly treat

it like a living interaction partner (e.g. Nass et al., 1993). Their observations

are often referred to as theMedia Equation, after the title of their widely cited

book (Reeves & Nass, 1996). In a series of HCI studies they showed that hu-

man “individuals are responding mindlessly to computers to the extent that

they apply social scripts – scripts for human-human interaction – that are

inappropriate for human computer interaction” (Nass & Moon, 2000, p. 83).

Communication scientist Don Ihde (1990, p. 97 ff.) explored the interaction

of humans and machines as a quasi-other, proposing “alterity relations” as a

term for relations with technology (cf. Sandry, 2018).

In the cognition science community, a widely cited study from 1944 by

Fritz Heider and Marianne Simmel showed that human subjects interpreted

movements of abstract shapes in an animation film as social interactions be-

tween animate entities. For decades, this study was mainly perceived as an

interesting anecdote (Aarts, Dijksterhuis, & Dik, 2013). In recent years, how-

ever, it has been replicated several times and is now regarded as seminal for

the research of social perception and causal attribution (cf. Lück, 2006). To-

day, there is a lively research community interested in the cognitive processes

and neural structures involved in the perception of animacy and action –

both in the developing and adult brain (e.g. Gobbini et al., 2011; Marsh et

al., 2010). The ability to identify animate entities is already present in infants
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(Kuhlmeier, Wynn, & Bloom, 2003; Woodward, 1999). It is understood to be

the foundation for the later development of a Theory of Mind – the ability

to attribute internal mental states to others (Premack & Woodruff, 1978). Re-

search in the cognitive sciences found that agentic entities in our visual field

are prioritized via attentional selection, compared to inanimate objects (e.g.

New, Cosmides, & Tooby, 2007; Scholl & Gao, 2013). Which entity is catego-

rized as animate depends not only on the visual appearance (e.g. the presence

of eyes), but also on its behavior. For example, the perception of movement

being goal-directed and self-propelled strongly contributes to an entity being

categorized as behaving intentionally and having human-like mental states,

and to the observer behaving towards the entity as if it was alive (see e.g. Epley

&Waytz, 2010, for an overview). John Harris and Ehud Sharlin (2011) explored

human reactions to abstract motion with the help of an extremely minimal-

istic robot consisting of nothing but a stick, which was remote-controlled to

perform different movements. Observers not only consistently rated certain

movements as emotional expressions (e.g. speed – excitement, approach –

aggression), but also spontaneously tried to find meaning in the movements

and attributed mental processes to the robot.

A proposed explanation for these reactions is that the cognitive-percep-

tual subsystem responsible for the identification of agentic entities in our

environment is so sensitive that it is prone to over-interpret even minimal

perceptual cues. The evolutionary reasoning is that erring in favor of inter-

preting an object in our environment as animate increases the probability for

survival. From an evolutionary perspective, being able to detect other inten-

tionally acting agents in our vicinity is a crucial fitness advantage. Being able

to quickly identify a predator can mean the difference between life and death

(e.g. B. J. Ellis & Bjorklund, 2005). Also beyond the immediate threat of being

killed by a wild animal, humans, as highly social animals, have been profit-

ing from this ability in the context of their complex social lives – for example

when establishing alliances with other human tribes. This idea was concep-

tualized in the so-called Social Intelligence Hypothesis (Kummer et al., 1997).

The idea of a “Hyperactive Agency Detection Device” is even proposed as an

explanation for religious beliefs in a higher power (Barrett & Lanman, 2008):

“Based on stimuli in the moment, we ascribe the highest level of sophistica-

tion possible to the object at hand. … The smallest evidence of live or inten-

tional action encourages perceptional shift, allowing us to ascribe live and

intentional statuses to objects more readily.” (Owens, 2007, p. 573)
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Animacy as a default interpretation of ambiguous stimuli has been proposed

by several researchers. For example, Daniel Dennet (1998) postulated that the

“Intentional Stance” is the most abstract of three possible levels of abstrac-

tion17 when considering the mental state of an entity. When taking the In-

tentional Stance, predictions made for the behavior of an entity are based on

its assumed beliefs and desires – compared to, for example its physical prop-

erties, respectively its design purpose, on the two less abstract levels. Sim-

ilarly, Stewart Guthrie (1997) proposed an “involuntary perceptual strategy”,

and Linnda Caporael and Cecilia Heyes (1997) a “cognitive default”, in that

“we will default to human characteristics whenever going gets rough” (ibid.,

p. 64). Within the cognitive sciences, the phenomenon of animacy attribu-

tion is considered “endemic” (Watt, 1997, p. 125), “almost irresistible” (Eddy,

Gallup, & Povinelli, 1993, p. 88), and “inevitable” (Krementsov & Todes, 1991,

p. 80), and researchers are trying to “set traps” (Caporael, 1986, p. 217) for it,

in order to “tame” it for research and application development – as discussed

for the context of HRI studies in Section 2.1 of the present chapter.

In the 1980s and 1990s, the field of science and technology studies (STS)

began to explore the agentic and interactive role of technological artifacts.

It was the context of scientific practice where STS researchers first began to

explore the crucial impact of non-human artifacts – such as microbial sam-

ples or scientific instruments – on practices of scientific knowledge produc-

tion (e.g. Knorr-Cetina, 1981; Latour & Woolgar, 1986; Lynch, 1985). This re-

search resulted in a re-conceptualization of the prevailing ontological separa-

tion of “the social” and “the technical” into a concept of human and technical

agency existing in parallel (e.g. Bijker & Law, 1992; Latour, 2005; Law, 1991;

MacKenzie & Wajcman, 1999; also see Krummheuer, 2015). In a “turn to tech-

nology”, researchers began exploring the social shaping and construction of

technology (Woolgar, 1991). Rather than looking at the impact of technology

on society, this research was – and still is – interested in how societal context

finds expression in technological developments, exploring ideas such as ma-

terial agency (cf. Knappett & Malafouris, 2008) and artificial interaction (e.g.

Braun-Thürmann, 2002). Lucy Suchman (1987, 2007) described new human-

machine configurations and human interaction with intelligent machines in

her “Plans and Situated Actions”. Karin Knorr-Cetina (1997, 1998) proposed

the concept of a “sociality with objects” after observing human-object rela-

tionships with a perceived mutuality and solidarity.

17 Physical Stance, Design Stance, Intentional Stance.
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Crucially, while this research on “autonomous technology [took] place

down on earth … it also influence[d] the higher spheres of philosophical

debates about the ideas of agency and autonomy” (Rammert, 2011, p. 1).

Actor Network Theory (ANT) proposed a radical symmetry of human and

nonhuman actors (“actants”), meaning that both are fundamentally equal in

their contribution to any effects they have on the environment (cf. Section

2.2). In coming together in heterogeneous networks, human and nonhuman

actants are presumed to constitute sociotechnical ensembles, which, as a

whole, serve as the location of any agency and create meaning in the world

(e.g. Latour, 1987, 2005; Callon, 1986). In contrast to ANT’s approach, Werner

Rammert and Ingo Schultz-Schäffer (cf. Section 2.2) suggested a distribution

of agency between humans and technical artifacts, with the attribution of

agency to human or nonhuman agents being constructed only by the observer

(Rammert, 2002, 2008, 2011; Rammert & Schulz-Schaeffer, 2002a).

Already in the next chapter, we will encounter such a perceived distribu-

tion of agency – between roboticists and “their” robots. Also in the following

chapters, while exploring a range of practical and discursive human-robot

interaction, we will revisit and apply many of the conceptual approaches dis-

cussed above.





3. Making Robots: In/Animacy Attributions in

Robotics Research and Development

3.1. Complex Epistemic Practices in Long-Term HRI

Contrary to what countless headlines in the news suggest, robots are not com-

ing to us from the future or stepping out of science fictionmovies (cf. Chapter

5). All real-life robots – from the huge industrial robot arms hidden in facto-

ries to the small vacuum cleaning robots in our households – were developed

and constructed by human researchers, engineers, and workers.

Robotics research and development (R&D) takes place along a spectrum of

private, academic, and commercial contexts: From small-scale development

projects run by one person to huge robotics institutes with hundreds of em-

ployees; from tiny startups to big industrial players with dedicated robotics

R&D departments; from hobby inventors and nonprofit organizations, aca-

demic research institutions and public-private partnerships, to purely profit-

oriented businesses. In these environments, roboticists build robotic hard-

and software from scratch or by combining existing components. They de-

velop new robots, assess and improve features of existing robots, and deploy

them in new application scenarios.

This chapter makes an empirical stop on our tour along the life cycle of

robots at one specific section of this spectrum of robotics R&D: the academic

context. Without presuming that observations made in this one particular

context can be generalized to the whole spectrum, this chapter’s observa-

tions will nonetheless be able to give crucial insight in the unique relationship

that robotics professionals have with the robots they develop, build, and work

with.

The special focus of our interest is, of course, on whether and how robots

are perceived and represented as quasi-animate entities in this particular

context. One could assume that, due to their expert insight, roboticists would
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be less susceptible than non-experts to attributing characteristics of living be-

ings to a robot. After all, contrary to lay users of robot technology, roboticists

usually have expert technical knowledge about a robot’s hardware setup, and

know exactly which control algorithms are responsible for the robot’s perfor-

mance. The present chapter will counter this assumption by drawing on ob-

servations made in interviews with roboticists working in university robotics

laboratories. It will show that these roboticists do in fact routinely attribute

animacy to their robots. Crucially, they do not do this in the form of an inflex-

ible, one-sided attribution, but by constantly switching between attributive

perspectives on the robot. We will see that this practice of representing the

robot as both an inanimate object and an animate being is an integral and

constructive aspect of roboticists’ work.

As discussed in Chapter 1, our question is not whether humans (here:

roboticists) are correct in attributing inanimacy or animacy to robots. In-

stead, we will explore how, and with which discursive and material conse-

quences, these attributions are enacted (cf. Suchman, 2007, p. 2). In this, we

follow the academic tradition of the science and technology studies (STS),

as well as ethnographic and discourse analytic “laboratory studies”. It is not

a surprising insight per se that the professional environment of robotics re-

search and development is a setting for complex epistemic practices.We know

from existing research in STS that scientists’ interactions with technical arti-

facts are a crucial and constructive aspect of the knowledge production pro-

cess. As discussed in Chapter 2 (Sections 2.2 and 2.3), it was on the basis of

their observations of professional practices in scientific laboratories that STS

scholars first articulated the crucial impact of technological and other non-

human artifacts on practices of scientific knowledge production (e.g. Knorr-

Cetina, 1981; Latour &Woolgar, 1986; Lynch, 1985). One central observation of

this research was that the process of knowledge production is not a smooth,

controlled process. On the contrary, everyday academic work was shown to

be a mess of trial-and-error and tinkering (Knorr, 1979). With this in mind,

we will approach the context of robotics R&D practices as an opportunity to

learn how roboticists’ interactions with the robot technology they employ and

construct not only shapes the technology itself, but also the discourse about

the technology – both within and outside of the R&D context.

This chapter will show how a R&D process dominated by constant ex-

perimenting, tweaking, customizing, and being confronted with unplanned

results, contributes to roboticists’ attributions of animacy to the robots they

work with; how the constantly changing demands and challenges of roboti-
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cists’ professional lives make their ability to playfully balance and switch be-

tween seemingly contradictory perspectives on a robot crucial and construc-

tive.

A connection of the discussion of technical agency (via laboratory studies)

to the laboratories where robots are developed appears to be quite obvious.

After all, robotics is a technology featured heavily on the stage of the techni-

cal agency discussion (cf. Chapter 2, Section 2.2). Nonetheless, the particular

case of roboticists’ research and development practice has received little aca-

demic attention so far. One of the few studies looking explicitly at roboticists’

work from an STS perspective is Andreas Bischof ’s (2015, 2017a) work on epis-

temic practices in social robotics. Bischof analyzes the practices and strategies

employed by social robotics researchers and engineers in solving the “wicked

problem” (Rittel & Webber, 1973) of deploying socially interactive robot tech-

nology into everyday contexts. The specific question of whether roboticists

attribute animacy to their robots is only touched indirectly, however, insofar

as Bischof observes roboticists’ staging practices in the context of demonstra-

tions and science communication efforts (which we will explore in Chapter 4).

Most other research with an interest in animacy attributions to robots –

predominantly in the field of human-robot interaction (HRI) studies – focuses

mainly on the interaction of lay users with robot technology (cf. Chapter 2,

Section 2.1). Moreover, the empirical studies in the context of these research

efforts usually take place in rather artificial laboratory environments, instead

of observing spontaneous human-robot interaction in the field, and only look

at very short periods of interaction. These constraints are primarily owed to

the limited spread of robot technology in everyday environments.This means

that there are only few opportunities for field research on long-term human-

robot interaction. Interactions with the consumer robot applications available

on the mass market today (mainly cleaning robots) could provide the oppor-

tunity to study long-term interactions in customers’ everyday environment.

Also the everyday work of machine operators working with large industrial

robots, for example in the manufacturing industry, could serve as fields of

research. However, the robots employed in these specific contexts are usually

not considered socially complex enough to be of interest to HRI researchers.

The underlying assumption being that non-socially interactive and non-hu-

manoid robots do not provide enough opportunity for research-worthy inter-

actions.

The widespread approach of researching only short-term interactions

with non-expert users in controlled laboratory settings disregards a whole
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group of users, who do in fact have long-term and hands-on experience

with robots: Roboticists – the engineers and researchers who develop the

very object of interest. After all, with complex and interactive robot technol-

ogy not yet being freely and affordably available to the average consumer,

robotics laboratories are one of the few contexts where intensive long term-

interaction with robots can be observed today.

An additional reason for the lack of scholarly attention to the robotics

R&D context might be that “roboticist” is a relatively new profession. Few re-

searchers and engineers who identify as roboticists today have a degree in

robotics, as degree programs offering dedicated robotics training are a rel-

atively new development. Most who work in robotics R&D today have an

electrical or mechanical engineering, or computer science background. The

heterogeneity of the whole discipline is also reflected in the composition of

R&D teams, each roboticist bringing with them the practices of their original

field(s) of training. At the same time, not every researcher or engineer work-

ing on robots will call themselves a roboticist. Reasons for this are the lack

of consensus of what a robot actually is (cf. Chapter 1, Section 1.5) and the

fields’ wide overlaps with other disciplines, such as artificial intelligence and

automation engineering.

3.2. Approach

Cases and Method

The focus of this chapter will be on observations made during semi-struc-

tured narrative interviews with eight roboticists (referred to in the text as

R1–R8). The interviewees were employed as doctoral and postdoctoral re-

searchers at robotics laboratories at the computer science, electrical engineer-

ing, and computer engineering departments of a large technical university in

Germany. Despite its small size, this sample of cases was able to provide a

range of perspectives and valuable insights into roboticists’ R&D work in an

academic context. At the time of the interview, half of the intervieweesworked

with robots that had some vague humanoid features, such as arm-likemanip-

ulators or a “head” at the highest position of the robot body. Two worked with

“mechanical” looking robots like drones or small industrial robot arms. How-

ever, all of the interviewed roboticists had experience with more than just

the robot type they currently worked with. They had encountered a range of
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robots in their earlier work, at conferences and trade fairs, and in their private

lives. Their experiences with robotics R&D were not only based on the work

at their current workplace, but also on their experiences at the various inter-

national robotics research institutions they worked at during earlier stages of

their career.

All participants signed a standard declaration of consent and received no

compensation for their participation. The interview sessions entailed rela-

tively focused questions about the roboticists’ everyday work practices with

robot technology in general and specific robotic artifacts, as well as the dis-

cursive practices within their teams. Furthermore, the interviewees were en-

couraged to narrate freely about the relationship with “their” robots and to

reflect on which role robot technology played for their professional lives. Four

of the interviews were conducted in German; quotes from these interviews

have been translated into English by the author of this book. The other four

interviews were conducted in English. However, as English was not the first

language of these interviewees, it was, in some cases, necessary to slightly

edit direct quotes for the sake of comprehensibility. All edits are indicated by

square brackets.

All interview transcripts were analyzed following a qualitative content-an-

alytic approach (Mayring, 2010). Analytical categories were developed induc-

tively and iteratively from the material, the central criterion being instances

of discursive and non-discursive animacy attribution to robots in the wider

sense (including attributions of physiology, sensory experience, cognitive pro-

cesses, intentionality, sociality, personality, emotion), as well as hints to prac-

tices of staging robot agency and animacy (e.g. in the form of a purposeful

backgrounding of remote controlling of robot activity).

Chapter Structure

The present chapter is structured along its main conclusions. First, it will fo-

cus on the central, cohesive role of the physical robot platform for robotics

R&D teams (Section 3.3). Second, the chapter will show how robots’ crucial

role as feedback-givers in the R&D process contributes to them being per-

ceived as valuable team members (Section 3.4). Third, we will see how robot’s

often unpredictable behavior during experimental periods of the R&Dprocess

act as a perceptive trigger for attributions of animacy (Section 3.5). Finally, the

chapter will show that a constant switching of perspectives and attributions
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of in/animacy to robots is an integral and constructive aspect of roboticists’

work (Section 3.6).

3.3. The Robot Body in the Center of Attention

Robotics researchers and engineers are often depicted in the media next to a

robotic platform, sometimes with their arm draped around it in a compan-

ionable manner. In their actual work life, many roboticists spend the majority

of their time in front of a computer.Most roboticists interviewed for this book

pointed out that working with and on a physical robot platform is only one as-

pect of their work. Usually, a lengthy period of working in a software environ-

ment precedes any practical work with robot hardware. Only after a control

algorithm has been developed to a certain point can it be implemented and

tested on a physical robot platform. However, even during the period spent

mostly at a computer and not (yet) physically near the actual platform, the

embodied robot is always in a roboticist’s focus of attention.

One reason for this is the robot’s unifying role within a roboticist team.

The term “robot platform” reflects this role: The robot serves as a shared plat-

form for the team members’ different tasks. As robotics is not a homogenous

discipline with standardized terminology and methodology, researchers and

engineers working in robotics laboratories usually come from a range of dif-

ferent backgrounds. Most trained as electrical, mechanical, or computer en-

gineers. Increasingly there are also roboticists with a background inmore “ex-

otic” disciplines, such as cognitive psychology or user interaction design. Fre-

quently, researchers from different academic backgrounds and with slightly

different research interests cooperate in a robotics project.Therefore, “roboti-

cists teams can have as many scientific and non-scientific goals as a robotic

systemhas relevant components” (Bischof, 2015, p. 38; cf.Meister, 2011, p. 109),

which can make cooperation and communication among the different team

members a challenge. In this context, the robot platform provides a shared

focus of attention and action – taking the role of what STS calls a “bound-

ary object” (Star & Griesemer, 1989; cf. Bischof, 2015, p. 38). For example,

R4’s research project had dedicated roboticists working on separate compo-

nents of one robot, “because everyone has their sub-field for which they are
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the expert” (R4.3-00:03:24-41). Some developed pressure sensors for its “skin”

surface, some worked on its navigation system, some on the control of its

manipulators (“arms”), and some on the user interface. The common goal of

developing separate robot components or algorithms and integrating them in

a complex robot platform brought all team members together.

This is a typical situation for academic robotics R&D. In contrast to com-

mercial robotics R&D, the majority of robotics projects in academia do not

produce a finished, marketable robot platform. Instead, the goal is usually to

either incrementally improve certain technical features, or to apply existing

technological solutions in novel ways. Either way, there is usually an expecta-

tion to present the results in a way that highlights the platform’s applicability

to a real life problem. As discussed in Chapter 1 (Section 1.2), there is a strong,

mainly politically driven, expectation to deploy robot technology in as many

contexts as possible. This is in part fueled by an international “arms race” for

shares in the rapidly expanding robotic market (Bischof, 2017a, p. 138): “Each

time a robot acquires a new capability, a search for applications that can take

advantage of that new capability follows” (E. S. Kim et al., 2012, p. 3). One con-

sequence of this race is that the enormous funding sums poured into robotics

research on the national and international level are often contractually tied

to the development of demonstrable, preferably even marketable, robotic ap-

plications. In practice, this challenge of finding an impressive application is

another factor keeping the physical robot at the team’s center of attention.

Theoretically, it would be possible to develop and test robot control algo-

rithms with a simulation of a robot in a virtual environment. However, this

is only possible up to a certain point of complexity. For most roboticists, the

final objective is to apply their work in the real world, to modify the physical

environment with their robot. If this is the goal, then working with a physical

robot platform is basically inevitable. R3 explained: “I use [the robot platform]

because I need [it] to test the algorithms. I can test with synthetic data, but

it’s not the same” (R3.3-00:07:07-1). Even when the expected end result is not

a fully marketable, deployable robotic platform, an underlying expectation re-

mains that roboticists prove the success of their work with a physical demon-

strator. For many, especially high-level, robotics conferences and journals ex-

perimental proof is even a prerequisite for publication. Here, demonstrations

– usually in the form of laboratory experiments documented on video – are

1 The numbers after this and the following quotes refer to the position in the audio tran-

script of the interview.
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required to show that the theoretical work described in a publication actually

works in the real world. R3 explained that their institute’s director insisted

that “if [he] do[es]n’t see it working he do[es]n’t believe it” (R3.5-00:08:09-9).

In Chapter 4, we will dive deeper into the context of robotics demonstra-

tions, and explore how they employ attributions of animacy not only to prove

a robots’ functionality, but also to illustrate its applicability to desired use sce-

narios. For now, our focus shall remain on the work that roboticists do long

before a demonstration.

In spite of the general expectation to produce demonstrable results, not

all roboticists work with a physical robot. Two of the interviewed roboticists

reported that in their specific sub-field it was acceptable to publish results of

just a simulation study. However, they themselves were critical of this prac-

tice. R3 pointed out that “testing with synthetic data [is] not the same. [It]

seems kind of fake, because you can tweak the data” (R3.3-00:07:07-1). Taking

the step from a simulation environment into the real world poses a completely

new set of challenges. R7 reported that their research group’s simulation-only

approach and avoidance of real-world experimental testing resulted in their

robots not being ready to use by the end of the project (R7.1-00:07:52-9).While

in a simulation the environment is controllable, physical reality comes with

all kinds of interferences which can disrupt a robot’s performance. We will

come back to this phenomenon in Section 3.5.

The robot’s status as a boundary object for the team is further ampli-

fied by the amount of physical work going into it. Affordable standardized

robotics hard- and software has only relatively recently become available. Con-

sequently, most roboticists are required to customize existing hard- and soft-

ware, or even to create it from scratch. As Andreas Bischof (2015, p. 62) points

out, the required time- and labor-intensive tinkering work (cf. Knorr, 1979)

sometimes makes the final result somewhat of a bricolage (cf. Lévi-Strauss,

Weightman, & Weightman, 1966). Indeed, also the robots used and built by

the roboticists interviewed for this book were a conglomerate of commer-

cially available modules and homemade components. Almost all of the inter-

viewed roboticists reported to be involved in this building or customization

process.While none of their platforms were built completely from scratch, all

were in some way custom built from off-the-shelf modular parts. This mod-

ular approach is a fairly typical practice. Building a robot from scratch would

consume too much time and individual modules are readily available from

various manufacturers. These materials are costly, however, so their use de-

pends on how much funding is available to the individual project. In order to
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save money, nonfunctional or unused platforms are often dismantled and the

parts reused for new projects. R3, for example, described how budget restric-

tions in a former project forced them to laboriously build their hardware from

scratch, resulting in less time being available for the actual scientific work.

It is here, with the roboticists’ tinkering practices, where we encounter

the first obvious instances of animacy attributions in the present chapter.

When speaking about the construction process – be it building a robot from

scratch or combining existing modular parts – the interviewed roboticists

frequently referred to their robot platforms with terms usually reserved for

living bodies. Even when the robots in question did not have a humanoid

design, their individual parts were discussed as if they were biological body

parts. R4was quite aware of this, describing it as “projecting the [robot’s] form

on a humanoid form” (R4.3-00:07:43-4).The practice is partly rooted in a need

for easy communication. When referring to the topmost part of a robot, the

term most easily understood by everyone is simply “the head” – even when

the robot does not have an explicitly humanoid design.

However, the practice goes beyond just communicative ease. By choosing

the placement of components on the robot, roboticist can influence its final

shape – and its resemblance to an animate being. One of the interviewed

roboticists explained with obvious joy how they and their colleagues decided

to make their – quite “mechanical” looking robot – more animate-appearing:

When they had to place three antennas on the robot, they decided to install

two of them on the sides of its “head”, and one on the very back of its chassis.

This ended up giving the robot “ears” and a “tail”.

Projections of human physiology on the robot were also reflected in

roboticist’s discursive practices. Not only body parts, also physiological

processes were attributed to robot platforms. Especially situations in which

a robot did not function as intended were described with terms of ill-

ness and injury. R4 vividly described how their robot had a “heat stroke”

(R4.2-00:00:55-3) due to its cooling system failing. The robot also suffered a

“fracture[d bone]” when one of its wheels broke, causing it to “need a doctor”

(R4.3-00:05:22-5). As we will explore in depth in Section 3.5 of this chapter,

situations like these, in which the robot behaved in an unexpected way,

were among the strongest triggers for animacy attributions to robots in this

particular context.

The practice of customizing robot hardware, as described above, is an-

other typical context for the attribution of physiological processes. When R1

explained how they used components of an older platform to improve a newer
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one, they described it as “cannibalizing” the old robot. It had to “offer its health

for the good of the other” robot (R1.3-00:04:15-9). In one of the robotics labora-

tories visited for this book, there even was a communal robot “cemetery”. On

a dedicated shelf labeled “Nao2 Cemetery”, nonfunctioning robots and robot

parts waited to be “dismembered” and “revitalized” as spare parts for newer

robots.

3.4. The Robot as Tool and Team Member

In contrast to the references to the robot as a biological body described in the

previous section, when asked directly which role the robot played for their

work most interviewees spontaneously referred to it as a technical object.

Several called it a research tool, explaining that it was used “for developing …

ideas” (R3.8-00:00:06-0) or “to evaluate … computer models” (R2.2-00:01:54-

0). A robot used as a demonstrator was a tool “to show … research” (R8.1-

00:06:38-8). Some roboticists – who might have sensed the interviewer’s in-

tention of feeling for hints of animacy attribution – stressed that for them,

the robot was “a pure tool” (i.e. “nothing but a tool”; R7.4-00:06:38-1), that “it

stay[ed] a tool” (R2.3-00:02:47-1).

Interestingly, it is exactly this function as an important research tool that

also appears to trigger quite a different perspective on the robot. R1 described

the robot as a client. They explained that the robot is “the first user of what

[the roboticist is] thinking” (R1.2-00:01:08-6): “I work on … algorithmic func-

tionalities [… which …] enhance the robot’s capabilities, so … I’m working for

the robot” (R1.2-00:02:44-1).This relationship was perceived as reciprocal: not

only is the roboticist working for the robot, the robot is also working for the

roboticist. When serving as a test platform for new control algorithms the

robot acts as a feedback-giver. When a robot is tested with a new version of a

control algorithm, its performance is observed and behavioral data recorded.

For example, a log of the executed program can be saved, or the robot’s behav-

ior can be recorded on video. This documentation of the robot’s performance

is then used to improve the control algorithm. In order to be able to progress

in their work, roboticists therefore depend on the robot’s behavioral feedback

– roboticist and robot working together in a reciprocal relationship. As R1

2 Nao is the name of the robot model.
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explained: “If I work for the robot to enhance its capabilities, then the robot

uses these capabilities to help me” (R1.2-00:03:18-6).

Karin Knorr-Cetina (1997) diagnosed a similar reciprocity in her research

on sociality with objects. She observed a “mutual providing of self and object”,

for example in situations where “a scientist tries ‘to make sense’ of the signs

given off by an object to determine what is further lacking, and what she

should therefore be wanting to do next” (ibid., p. 23). Knorr-Cetina goes so far

as to argue that this kind of human-object mutuality and solidarity, “through

the interweaving of wants and lacks specifies a kind of backbone of reciprocity

for an object-centered sociality” (ibid., p. 22).

This reciprocity is also reflected in how the interviewed roboticists per-

ceived the distribution of agency between themselves and the robot.They de-

scribed the robot’s performance as a reflection of both their agency and the

robot’s own agency, both perspectives contributing to the robot being per-

ceived as an animate entity. On the one hand, several interviewees explained

that their robot’s behavior was always a representation, or even embodiment,

of their and their (human) colleagues’ work. It was clear that “there is a lot

of the programmer … in the robot” (R3.2-00:03:07-6). Here, the driving force

for the robot’s actions was perceived to be the roboticist responsible for the

program the robot was executing: “You do always know that [the robot’s be-

havior] is caused by me, and it’s not like the robot made a rational decision

independently”3 (R7.5-00:02:22-9).

A similar perceived extension of the self, or of other humans, into a robot

was observed in earlier research. Thomas Fincannon and colleagues (2004)

described how members of search and rescue teams perceived their non-hu-

manoid remote-controlled robot both as an embodiment of the other human

team members controlling the robot from a distance and as a team member

in itself. This perception was even reflected in their behavior. They treated

the robot with similar social rules as other humans, for example by keeping

a certain spatial distance, holding eye contact with the robots’ camera, and

preferring when the robot faced in the appropriate direction.

In the present study, despite the perceived presence of the roboticist in the

robot, robots were also perceived to be their own source of agency. This was

especially the case for situations in which a robot behaved in an unexpected

way, for example, when it malfunctioned. R1 noted that “[a malfunction] is

3 Translated from German by the author.
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[the] fault of the machine, but also of the humans” (R1.3-00:01:08-5). They

explained further:

“When the robot deals with some situations … you are all happy, ‘Ohh, he can

make, she canmake it’, ‘it worked’. Okay, fromone side, [it] can also be kind of

[a] cheer for our own work, if it works. But also it is kind of part on the robot

[laughs]. So, some of the credit goes to the robot [laughs].” (R1.4-00:03:03-0)

Here,we can observe a perceived distribution of agency between the roboticist

and the robot (cf. Rammert & Schulz-Schaeffer, 2002b). One could even inter-

pret it as a distribution between two equally important actants, in the sense

of Actor-Network Theory’s generalized symmetry (ANT; e.g. Latour, 2005; cf.

Chapter 2, Section 2.3). In any case, the quote above illustrates nicely how

this distribution is often enacted: By a constant switching of attributions on

a discursive level. This switching was also observable with R2, who changed

the subject of one sentence between themselves and the robot several times:

“The robot can do, … you can do dozens and dozens of things, it can do” (R2.3-

00:08:38-1).

The unique collaborative relationship between roboticists and their robots

was, however,most obviouswhen several of the interviewed roboticists explic-

itly called the robot a research companion, or even amember of their research

team:

“It’s kind of part of [the] family.” (R1.3-00:00:03-0)

“It is a part of the team, it’s a fact!” (R1)4

“It’s more of a teammember.” (R4.1-00:07:14-9)

“They are teammembers in some sense.” (R8.4-00:05:08-8)

“… some kind of research companion.” (R2.3-00:02:47-1)

Interestingly, the robots’ role as team members was not obviously reflected

in their given names. Only few robots were referred to by a human name.

Some were named with an acronym, often involving a pun. Some were not

given an individual name at all, but instead were referred to by the brand

or model name, or an identifying inventory number. This was in spite of the

robots being perceived not as any other team member, but as one making

a significant contribution to the R&D process. After all, without the robot’s

4 No audio recording timestamp available as the statement was made by R1 after the

end of the official interview.
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constructive feedback, the roboticist would not be able to continue improving

their control algorithms. R3 explained:

“It’s really important to have the robot as a member of the team because

it’s actually a really valuable asset. … In robotics, there is something that

happens that if you don’t have [the robot] you can’t work.” (R3.5-00:07:00-7)

This dependency on the robot coworker and its influence on the robot’s per-

ceived value as a team member was similarly observed by Julie Carpenter

(2013). In a study on military personnel employing robots for explosive ord-

nance disposal (EOD) Carpenter observed that the (non-humanoid and non-

autonomous, i.e. remote controlled) robots were sometimes perceived as valu-

able team members. Also in this specific life-and-death field of application,

there was a strong dependency on the robot’s performance. Deploying a robot

to remove explosive ordnance, and to potentially be destroyed in an explosion,

palpably saves the lives of those soldiers who without the robot would have to

approach the ordnance themselves (Sandry, 2015b). This lifesaver role of EOD

robots is such a strong narrative that even the US Department of Defense’s

press department regularly uses it in the context of their public relations ef-

forts (Roderick, 2010; cf. Chapter 4, Sections 4.3 and 4.4).

3.5. Testing in the Real World: The Unpredictable Robot

In the context of robotics R&D, a robot’s behavior during its crucial job as

feedback-giver is one of the strongest perceptual triggers of animacy attribu-

tion. After all, the most interesting feedback for a roboticist is when the robot

does not what it is supposed to do. This is inevitable, when a system as com-

plex as a robot is let loose in an environment as complex as the real world.

Transferring work from simulations to a physical robot is rarely a smooth

process, as R3 explained:

“From the point of view of the experimentation you can test with images, or

with data, recorded data. But then, when you go to the actual robot, a lot

of things happen. … Things are moving, changing. … We live in an uncertain

world. And only when you get to that stage [of experimentation] you realize

[that].” (R3.1-00:08:59-0)
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“Working with the platform is … not as comfortable as working with your

computer. … There is always something that doesn’t work.” (R3.1-00:04:14-6)

The frustrating process of dealing with unexpected robot behavior, tweaking

and tinkering until the robot does what it is supposed to do, is a central aspect

of this particular phase of robotics R&D. Robot platforms can be incredibly

complex pieces of hard- and software. This is especially the case in projects

where a heterogeneous team of roboticists works together on a shared cus-

tomized, or even custom-built, platform. Some interviewees explained that

their knowledge of the robot’s complexity alone, without even observing its

behavior, was enough for them to attribute animacy in the robot:

“[The robot is] something that has different modes, different systems, that

is moving around … Something that has some process going on is something

lively.” (R1.4-00:02:03-5)

 

“As the system is so complex it also has some kind of life of its own.” (R4.1-

00:09:00-0)

Sometimes it is actually not a robot’s complexity, but its “dumbness” that

causes unexpected and seemingly intentional behavior. R3 described a robot

that was supposed to ignore certain light sources in the environment. When

this functionality failed, the robot oriented its movements towards lights in

the room. The roboticists then explained to visitors that “[it] likes the lights”

(R3.2-00:06:15-5). The seemingly intentional behavior of the robot was actu-

ally the result of a malfunction. For the interviewed roboticists exactly these

“dumb” behaviors acted as the strongest triggers for animacy attribution, by

making the robot appear willful. R3 observed: “When [the robot] gets stuck all

the time in a particular place … it kind of gives [the robot] a bit of personality”

(R8.3-00:06:39-4).

Crucially, a roboticist might have expert knowledge only about one par-

ticular component of a robot platform.The technical intricacies of other com-

ponents – those, which other team members are responsible for – might be

partly, or even completely, closed off to them. In practice, this means that

when a system as complex as a robot is deployed in the real world – no mat-

ter how closely controlled the experimental setting is – its performance can

be quite unpredictable. Noisy data transmission, ambient temperature, floor

texture, air movement, power fluctuations, spilled coffee, crumbs lodged in
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a crease, vibrations from a train passing by outside: countless environmental

factors can disrupt the proper functioning of the robot, or at least lead to sit-

uations which would have never occurred in a simulation. These challenges

apply especially to application scenarios that are typical for “New Robotics”,

where robots are not confined to structured environments but expected to act

and navigate in very complex, frequently changing surroundings (cf. Chapter

1, Section 1.1). R4 described how their robot struggled with the summer heat:

“It happens frequently that somekind of errors occurwhich you can’t explain.

… Sometimes we have problems with heat dissipation. In the summer, when

it’s quite hot, the computer fans will go faster and faster, and at some point

he just doesn’t want anymore.” (R4.2-00:00:55-3)

Themore realistic the experimental setting the more can go wrong. Especially

challenging scenarios involve humans – their performance is notoriously un-

controllable. Consequently, working with a physical robot in an experimental

setting almost inevitably leads to situations in which the robot does not be-

have according to any preexisting plan, but simply “does what it wants”. Prac-

tical roboticist work therefore involves dealing with countless breakdowns

and interruptions, as well as hours of troubleshooting and debugging. Even

the most experienced roboticists will have to face situations in which they do

not know why the robot just did what it did.When working with autonomous

robots, a roboticist might have no information at all about what is happening

“inside” the robot. It becomes a black box – meaning that what exactly the

control algorithm is “doing” at a certain moment can only be inferred from

the robots observable behavior.5 It is these situations in which attributions

of animacy are most common. R4 explained how they observed themselves

having two competing explanations for a robot’s unexpected behavior:

“At some point [the robot system] gets arbitrarily complex and what you’re

looking at in the end is the [robot’s] behavior. And if you’re immersed in the

subject matter then maybe you can explain the [robot’s] behavior. … If you

aren’t immersed in the subjectmatter, then you only see the behavior.Which

you then can either explain in a more abstract way: ‘Well, the intention was

for him to drive from A to B’ or something. ‘And for some reason this doesn’t

work that well right now’. Or you see it as ‘Well, he has some kind of task and

5 Cf. the concept of the “nontrivial machine” (von Foerster, 1993).
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for that he has to drive from A to B, and he hasn’t done this task that well.

He must have a bad day.” (R4.4-00:02:10-0)

R4’s description of their two very different interpretations of the robot’s be-

havior can serve as an example for the final crucial observation of this chap-

ter: For the roboticists interviewed for this study, attributions of animacy and

inanimacy were reflections of the changing perspectives they routinely take

on their work.

3.6. Switching Perspectives: In/Animacy Attributions as
Constructive Practice

Roboticists in academia do not only work in closed-off laboratories, they do

not only talk about their work among like-minded peers with similar ex-

pertise. Just as in other disciplines, their work is embedded in the complex

environment, practices, and discourses of their field – and sometimes even

breaches the border to the realm of entrepreneurship.They present their work

in discussions, presentations and publications, to academics of other (sub-

)fields, to reviewers, to funding agencies, and to the lay public –be it indirectly

through journalists, or directly in science communication contexts (which we

will explore further in Chapter 4). Researchers balance the – often contra-

dicting – demands and needs of their academic peers, their disciplines, their

funding organizations, potential investors and customers, and the wider pub-

lic (Möllers, 2015, p. 143; cf. Jasanoff, 2001). In practice, they “shift… from one

social world to the other by mobilizing different cultural registers” (Möllers,

2016, p. 19). For the roboticists interviewed for this study, this switching of

worlds was also mirrored in their switching of perspectives and of attribu-

tions of in/animacy to robots.

A roboticist’s perspective on their robot can also change with the stage of

the research process. A robot can at first be a tool for the development of a

software, which is later used on the same robot, which is then perceived as a

demonstrator or a completed creation. R2 described their constant change of

perspective:

“I work with the robot. So, not on the robot. … Eventually, when the work is

finished after all the years [laughs] then I actually worked on a robot control

system. Only to get there, now, I have toworkwith the robot.” (R2.3-00:01:19-

1)
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R4 explained that their attributions of animacy differed strongly between the

robot they worked on (or with) in the laboratory, and robots they encoun-

tered in other professional situations like a conference or trade fair, or in

their private life – for example when using a lawnmower robot. They even

switched perspectives on the lawnmower robot, viewing it either from what

they called a “psychological” perspective, where the robot’s behavior would be

attributed to some kind of personality (“has a bad day”, R4.4-00:01:49-0), or

from a “technical” perspective, where the behavior would be explained via the

robot’s control algorithm and its interaction with the physical environment.

Specific discursive practices were likewise dependent on the social con-

text. In some cases, animacy attribution was reflected in roboticists using

gendered pronouns (“he”, “she”) for their robot. However, some apparently

perceived their own behavior as unprofessional. During the interview, they

interrupted themselves with self-conscious laughter when talking about gen-

dering the robot. Some automatically used a gendered pronoun when talking

about their robot, but quickly corrected themselves, repeating what they said

with the neutral pronoun “it”. R3 mentioned that they had to take care not to

use gendered pronouns in scientific publications – presumably, because that

would be considered unprofessional:

“… something that you put in a robot and he start[s] trying… ‘It’. Sorry, I always

say ‘he’ [laughs]. … I have to change all the text I write. [laughs] To write ‘it’.”

(R3.3-00:07:20-1)

The roboticists’ constant switching of attributions was most obvious on a lin-

guistic level, their wording frequently reflecting the apparent contradiction

of animacy and inanimacy. For example, R4 observed that for them the robot

was three things at once: “team member, tool, platform to test things” (R4.1-

00:09:00-0).

Phrases like “but still…”, “but somehow”, “but also…”, “or actually…”, “but

maybe” were uttered by almost every interviewee in this specific context.

“You are aware that it is a technical object. But still, when the robot deals

with some situations and some things you are all happy, ‘Oohh, he canmake,

she can make it’, ‘it worked’.” (R1.4-00:03:03-0)

 

“Of course it’s a machine. But when it gets stuck all the time in a particular

place. I don’t know, it kind of gives them a bit of personality or something.”

(R8.3-00:06:13-3)
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“You never think that the robot is doing something intelligent somehow, be-

cause there is a lot of the programmer still in the robot. But somehow you …

sometimes you just think it’s doing something you never expected it to do

[laughs].” (R3.2-00:03:07-6)

In some cases, the multiplicity of perspectives took on almost absurd di-

mensions. For example, R2 stated that their robot “is [a] robot companion.

Some kind of research companion” (R2.3-00:02:47-1), and then immediately

changed their mind: “Actually that goes too far, ‘companion’, because I would

say it is a research tool. So, it is a tool, it stays a tool for me” (ibid.). R8 took the

other direction, first stating that they “don’t think anyone here feels so much

attached to robots … that they say that they see them as pets or colleagues”

(R8.4-00:05:08-8), and then immediately adding that “of course, they are team

members in some sense” (ibid.).

While some denied attributing any animacy to their robots, others openly

embraced it, and understood it as a natural aspect of their work life. For ex-

ample, while R2 stressed that the robot was “a pure technical object” (R2.2-

00:00:50-0) and “nothing else” (R2.2-00:01:54-0), R5 observed that “[this] does

happen when you deal with a robot for such a long time. You do humanize

the robot” (R5.3-00:01:37-0). R1 outright stated that their robot “is a part of

the team, it’s a fact!”.6

Julie Carpenter (2013) similarly found that the members of military bomb

disposal squads she interviewed had contradictory emotions and reaction

to their robots, fluctuating between playful affection and awareness of the

robots’ inanimacy.They described their robots (and not other machines) with

anthropomorphic and zoomorphic terms, at first openly admitting to anthro-

pomorphizing their robots, but then immediately downplaying it, explaining

it as a joke. Also here, the constant switching of perspectives seemed to be a

constructive way of dealing with the complex, sometimes contradicting, chal-

lenges of the professional work environment: The soldiers depended on the

robot because it spared them from having to approach explosive ordnance –

giving it the status of a valuable team members –, but also had to be able to

send the robot to its possible “death” without hesitation.

6 No audio recording timestamp available as the statement was made by R1 after the

end of the official interview.
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Similarly, for our roboticists, while the superficial effect of switching per-

spectives and attributions is that of an ambiguous animacy, it is not merely

a reactive practice. It is not only a way of dealing with the peculiarities of

the technological artifacts they are exposed to on a regular basis within the

context of their profession. It also is a constructive practice, in the sense that

being able to take on different perspectives on the robot enables roboticists to

perform adequately in different contexts of their profession. It reflects roboti-

cist’s parallel commitments to research, development, science communica-

tion, and entrepreneurship. On the one hand, it enables roboticists to see

their robot as a tool for, or product of their work, and to be able to and to

keep the emotional distance this requires. On the other hand, it enables them

to acknowledge the robot’s autonomy, the importance of taking its sometimes

seemingly erratic behavior serious, and to use it constructively as feedback for

the further progress of their work.Within a heterogeneous R&D team, playful

references to the robot platform as an animate being reflect its agentic role as

a feedback-giver and constructively supports the team’s communication and

collaboration.

3.7. Summary

Most research on human-robot interactions focuses on short-term encoun-

ters of lay users with robots in more or less artificial experimental settings. So

far, little attention has been directed towards the context of robotics laborato-

ries, which can provide a unique opportunity to study long-term interactions

of humans with robot technology in a professional context.The present chap-

ter explored this context with a small interview study, taking special focus on

roboticists’ attributions of animacy to their robots.

Despite their expert knowledge of robot technology, and their presumed

professional distance,most of the interviewed roboticists regularly attributed

animacy to the robots their worked with.They routinely took multiple, some-

times even seemingly contradicting, perspectives on their robots, constantly

switching the level of animacy they attribute to them.These attributions were

shown to be partly a reaction to the robot’s design and behavior itself, and

partly a reflection of the roboticist’s unique and challenging work environ-

ment.

Roboticist teams’ focus of attention is directed towards the robot by sev-

eral interconnected factors: A strong political demand for applicable andmar-
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ketable results, as well as demonstrable platforms, and the resulting challenge

of experimental work; the typically disciplinary heterogeneous team struc-

ture, for which the robot platform serves as a boundary object by providing

a shared focus of attention; and finally, the lack of standardized hard- and

software infrastructure, and the resulting necessity of customization work.

Robots were shown to have a crucial role as feedback-givers in robotics

R&D. The dependence on robots’ contribution to the R&D process left the

impression of a distribution of agency between the roboticist and the robot.

Moreover, in the highly application-driven environment of robotics R&D, test-

ing robotic platforms’ performance not only in simulations but also in real

life is a central aspect of roboticists’ professional work. Through the friction

caused by the interaction of complex robot technology and complex physical

environment, roboticists are routinely confronted with unexpected, unpre-

dictable robot behaviors. These can serve as a strong perceptive trigger and

cause roboticists to attribute a self-will or personality to the robot. These at-

tributions expressed themselves in the form of gendered language, but also in

the form of references to the robot platform as a biological-appearing body,

with body parts and even physiological processes. The most frequently ob-

served practice was, however, that of regarding the robot platform as a valu-

able (if often uncooperative) member of the R&D team.

Crucially, we were able to observe that these attributions of animacy are

not one-sided or enacted in a static or forceful way. Instead, the enactment

of animacy attributions is highly situation specific, roboticists constantly

switching between discursive and practical representations of the robot as

an inanimate tool and the robot as an animate team member. This switching

is not only a playful way of dealing with the unique characteristics of robot

technology, but also a reflection of roboticists’ professional practice. Attribu-

tions of animacy thus are an integral and constructive practice of robotics

R&D, in that they allow roboticists to adapt flexibly to the parallel commit-

ments and challenges of research, development, science communication,

and entrepreneurship.

In other professional contexts, however – such as written research papers

– attributions of animacy would be considered unprofessional, necessitat-

ing a different perspective: that of the robot as an inanimate machine. Then

again, when promoting their R&D work outside of the immediate circle of

academic peers it can be beneficial for roboticists to stage a narrative of the

robot as an animate being.The next chapter will explore this context and show
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that even more explicit attributions of animacy to robots can be observed in

demonstrations, science communication, and marketing.





4. Showing Off Robots: In/Animacy Attributions in

Robotics Demonstrations, Science

Communication, and Marketing

4.1. Demo or Die: Outreach, Engagement, and Accountability

Just as other scientists and engineers, roboticists routinely present their work

to academic peers and sponsors, as well as to potential customers and the lay

public – and they are expected to do so in an increasingly professionalized

manner. They stage live and video demonstrations, are involved in science

communication efforts, and thosewho are (also) entrepreneurs have to engage

in public relations and marketing as well.

“Researchers always have something to sell. … Those working in academia

are looking for talk invitations, citations, promotions. … Those working in a

large companywill want to create interest in some product.” (Togelius, 2017).

Thepresent chapter will explore this context and show that, also in this profes-

sional environment, attributions of animacy to robots are an everyday practice

– and not only as a reaction to robots’ unique characteristics, but in fact as a

constructive aspect of robotics demonstrations, science communication, and

marketing.

Across all disciplines, scientists and engineers are required by overarch-

ing science policies and individual funding institutions to present and pro-

mote their research efforts – not only within their immediate disciplinary

communities, but increasingly also to the general public. These expectations

are part of a pervasive “rhetoric of ‘outreach’ [and] ‘engagement’” (Weingart,

2019), which is reflected in broad efforts like the PUSH memorandum – a

German initiative calling for a stronger engagement for the communication

of scientific results to the general public (Wissenschaft im Dialog, 1999). In-
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creasingly, specific requirements for public engagement are also inscribed in

grant contracts with funding organizations. For example, projects funded by

the European Commission under the Horizon 2020 scheme are required to

“promote [themselves] and [their] results, by providing targeted information

to multiple audiences (including the media and the public), in a strategic and

effective manner” (European Commission, 2017, p. 71).

Consequently, demonstration and science communication practices

have become increasingly professionalized and are often driven by institu-

tions’ longer-term strategies – not unlike corporate communication efforts

(Trescher, 2010). Moreover, instead of just being able to delegate commu-

nication tasks to their institutions’ press department, scientists are often

encouraged, or even pressured, to act “as their own sender” (Trescher, 2010, p.

27; cf. Leopoldina, Acatech, & Akademienunion, 2014, 2017). One consequence

of this is a growing relevance of social media for science communication,

as it offers a relatively easy way for researchers to draw attention to their

work and to connect with an interested audience (Leopoldina et al., 2017; cf.

Könneker, 2019).

Roboticists, too, are under immense pressure to legitimize their work,

in order to justify past and future funding, to ensure public support, and to

meet their “democratic obligation of accountability” (Weingart, 2019). Con-

sequently, “robotics researchers are investing considerable time and effort in

‘engaging’ publics” (Wilkinson et al., 2011, p. 367). Not only do they have to

comply with funding institutions’ requirements for dissemination activities.

In robotics, even some academic journals require that each article is supple-

mented with a demonstration video. Also live demonstrations for sponsors,

potential customers, and the general public are a regular aspect of roboticists’

professional lives.

Robots on Social Media

Many individual roboticists, robotics institutions, and businesses present

their work on social media. A practice rather specific to the robotics field

is that of running a social media account not (only) for a whole institution,

research group, or brand, but for just one specific piece of technology: for a

certain robot model, or even for a singular robotic individual. NASA1, for in-

stance, has been running several Twitter accounts for over a decade.This does

1 National Aeronautics and Space Administration (USA).
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not only include accounts for whole institutions, such as the Jet Propulsion

Laboratory (JPL), but also accounts for individual pieces of technology. At

the present time, there are at least six NASA spacecraft and three planetary

rovers with their own dedicated Twitter accounts.These accounts give regular

updates on the craft’s activities and refer to information and news from the

wider space flight community.

Crucially, the tweets posted by several of these accounts are written from

the perspective of the spacecraft and rovers themselves. In 2008, JPL’s social

media team first started letting the Phoenix Mars Lander2 “tweet” in the first

person perspective, and discovered that these tweets gained more reactions

from followers: “The first person robot is what breaks the ice and gets people

feeling like there’s a conversation going on” (Li, 2014). Since then, more NASA

spacecraft and rovers, as well as ones from ESA3 and ISRO4, have joined the

club, tweeting –with varying frequency, and with varying payoff – in the first

person perspective.

This unique practice of making robots speak for themselves is highly in-

structive for the way narratives of robot animacy are utilized in the science

communication and marketing context.They will therefore play a central part

in the present chapter. While the described “space robots” (spacecraft and

planetary/asteroid landers and rovers)5 are by far the most popular exam-

ples, there are also many other types of robots with dedicated social media

accounts. Some document the “lives” of bespoke humanoid robots serving as

a kind of ambassador for their research groups. Unlike the spacecraft and

rovers far away from earth, these robots are usually also regularly presented

in live and video demonstrations.

Robot Demonstrations

Demonstrations, just as the communication efforts described above, are an

increasingly mandatory and professionalized aspect of robotics research

2 https://www.nasa.gov/mission_pages/phoenix/main/index.html (accessed 2019- 12-

21).

3 European Space Agency.

4 Indian Space Research Organization.

5 These planetary and asteroid rovers and spacecraft are so-called mixed initiative

or shared autonomy systems. While they receive high-level instructions from hu-

man operators, more low-level behavior, such as obstacle avoidance, is controlled au-

tonomously by the rover/spacecraft (Richards & Smart, 2013).

https://www.nasa.gov/mission_pages/phoenix/main/index.html
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and development. In this, they complement the infamous academic mantra

“publish or perish” with “demo or die” – an idea attributed to MIT Media

Lab founder Nicholas Negroponte, who demanded that researchers and

engineers focus on producing artifacts (instead of only publications), which

then could be demonstrated to the lab’s corporate sponsors (DuVergne Smith,

2014; Markoff, 1996).

Robotics demonstrations typically consist of a robot performing specific

tasks, often visualizing a use case relevant to the intended audience. Usually,

the robot’s task (such as “grip object and move to new location”) is embedded

in a short narrative (“robot serves drink to person”) and a scenario fitting the

application goal of the overall project (“at-home care of an elderly person”). In

commercial contexts, the goal is to pitch the robot to potential investors or

customers. In an academic context, demonstrations can have several overlap-

ping functions and target audiences:They can be a routine part of the publica-

tion process, the audience being peers in the academic robotics community.

They can also be targeted towards funding agencies and industrial sponsors

(Rosental, 2005). A demonstration might be used to visualize current or an-

ticipated robot abilities in a grant proposal, or as part of the reporting process

of an ongoing project. Last, but not least, robot demonstrations can be geared

towards the general public. On the one hand, successful demonstrations are

used to legitimize past funding – “proving” that a research project was worthy

of the funds invested in it. On the other hand, showing what robots can do

can also be meant to “calibrate the public” and the robotics community itself

to the current state of the art (Pratt, cited in Belfiore, 2014).

This shows how in robotics, science communication in the traditional

sense (i.e. practices meant to communicate research results to the lay public)

often overlaps with practices of presenting results to peers and sponsors in

the scientific community, and with practices of marketing products to poten-

tial customers. It is not uncommon for roboticists to launch start-up compa-

nies, selling technology developed previously in an academic context. In these

cases, demonstrations and science communication activities double as mar-

keting activities.This is also observable in the combination of demonstrations

and dedicated social media accounts, which are common in both academic

and commercial robotics. Using the terms employed in the context of the EU

Horizon 2020 program: in robotics, it is difficult to draw a clear line between

the communication, the dissemination, and the exploitation of research re-

sults (European Commission, n.d.).This blurring of boundaries makes it nec-

essary to take the different areas of practice into account together.The present
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chapter will show that they have the same functions (such as providing ap-

parent proof of a robot’s functionality), that they employ the same techniques

(such as references to popular fictional narratives), and that in doing so they

all end up “staging” robots’ animacy.

4.2. Approach

Cases and Method

Many commercial robot developers not only present their robots in live and

video demonstration, they also run social media accounts documenting their

robots’ “lives”. Just as in the academic context, one can encounter both be-

spoke and small-series humanoid platforms, such as Hanson Robotics’ Sophia

and Boston Dynamics’ Atlas. There are smaller humanoid platforms, such as

Softbank’s Nao and Pepper – which are by now robust, affordable, and easy

enough to use to be marketed not only as research platforms but as pro-

grammable education, entertainment, and service robots. Finally, there are

household robots such as iRobot’s Roomba – featuring technology that is al-

ready decades old and by now cheap and robust enough to allow mass pro-

duction and success on the mass consumer market. Together with the space

robots introduced in Section 4.1, these robots make up part of the diverse

sample on which this chapter’s observations are based. A complete list of all

cases is available in the Appendix.

These cases cover a wide spectrum of activity (ranging from one demon-

stration video every fewmonths, to several social media posts every day), suc-

cess (from barely any engagement, to millions of followers and video views),

professionalism (from a lone researcher dabbling in social media, to a team of

trained marketing and video production staff), and interactivity (from quietly

posting a video and leaving it be, to complex scripted interactions with other

communication teams across multiple platforms and lively engagement with

social media followers).

This sample, and the analysis based on it, do not strive to give a com-

prehensive image of the whole landscape of robotics science communication,

demonstration, and marketing. Rather, the cases examined in this chapter

were chosen for their potential to illustrate this book’s specific point of in-

terest, that is, the attribution of animacy to robots. This is why, for example,

industrial robots do not feature in the sample. For the same reason, the quotes
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and examples presented in the following sections focus more on social media

activities, and less on other science communication and marketing activities

such as press releases, articles and interviews in the popular press, trade fair

visits, open lab days or science slams.

The websites, as well as social media,marketing and demonstration activ-

ities and media reports on each case were tracked for a time period including

the year 2017 and the first half of 2018. Especially instructive events and doc-

uments from before and after this period of time were included in the corpus

as well. A special focus was set on the Twitter accounts connected to each case,

with all tweets from the specified time period documented and analyzed indi-

vidually. As in the previous chapter, this corpus of material was systematically

analyzed following a qualitative content-analytic approach (Mayring, 2010).

Again, analytical categories were developed inductively and iteratively from

the material, the central criterion being instances of animacy attribution to

robots in the wider sense (including attributions of physiology, sensory ex-

perience, cognitive processes, intentionality, sociality, personality, emotion),

as well as hints to practices of staging robot agency and animacy (e.g. in the

form of a purposeful backgrounding of remote controlling of robot activity).

Here, too, the goal of this process was not to measure or quantify the

“amount” of in/animacy attribution, but rather to document the qualitative

range of attribution practices, in order to then identify the context, strate-

gic function, and consequences of in/animacy attribution practices in each

specific instance.

Chapter Structure

With the help of the cases introduced above, this chapter will explore how

robotics demonstrations, science communication, and marketing practices

skillfully utilize attributions of animacy and inanimacy to robots for their re-

spective goals.

First, the chapter will show how a staging of robot autonomy and ani-

macy, together with a backgrounding of human agency, are used to provide

proof of robots’ functionality (Section 4.3). Second, we will see that robots are

embedded in scenarios of trouble-free use and narratives of desired futures in

order to demonstrate their relevance and applicability (Section 4.4).Third, the

chapter will show that robots are made tangible and exciting for the audience

by embedding them in engaging narratives, featuring them as animate sin-

gle entity personas capable of social interaction (Section 4.5). We will also see
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that, in all these contexts, practices of animacy attribution are not performed

consistently, but are instead one aspect of a constant switching of narrative

perspectives on the robot as an animate (appearing) autonomous being or a

human-controlled machine (Section 4.6). Finally, the chapter will show that

these practices are sometimes criticized for causing misconceptions and bias

(Section 4.7).

4.3. Narratives of Agency: Proof of Functionality

In most academic disciplines, the default path of presenting research and

engineering work to peers and the public is through the publication of writ-

ten articles. A description of research methods, results, and conclusions, pre-

sented in amanner sufficiently convincing to reviewers, is understood to serve

as proof for the reported findings and successes. In technology development,

it is common practice to add another level of proof: In order to show that,

for example, a robot is functioning as promised in a research article, funding

application, or PR brochure, demonstrations are performed “to show the fea-

sibility of a technological approach, the value or even correctness of a specific

technological approach, … or the proper running of a prototype or product”

(Rosental, 2005, p. 346). In robotics, providing a demonstration video is some-

times even a prerequisite for the publication of a peer-reviewed article.

Strictly speaking, a demonstration is only able to prove a robot’s function-

ing in the moment the demonstration is performed. In practice, demonstra-

tions also are understood to “imply that what might have only worked once

will work anytime, anywhere and without the implicated networks of human

and nonhuman actants” (Both, 2015, p. 1; cf. Suchman, 2007, p. 148). This has

twomajor consequences: Demonstrations routinely are carefully scripted and

rehearsed performances and any “unseemly” human intervention is usually

backgrounded, or even concealed.

Especially in the context of robotics, autonomous and robust functioning

is a central goal. However, technological progress in robotics can appear frus-

tratingly slow to the uninitiated observer. Roboticists are usually aware that

somebody outside of their specific field cannot appreciate the technological

significance of a seemingly small and unimpressive improvement in robot

performance. Thus, as a robot’s performance in a demonstration is under-

stood to stand for its performance in the future, it is crucial that everything
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proceeds perfectly as planned. As a consequence, robotics demonstrations of-

ten employ a variety of staging techniques.

A robot might not (yet) be able to interact smoothly with a user via natural

language interface, as promised in a project’s funding pitch. Hence, for a live

demonstration, test users might be briefed to use specific verbal commands,

or even be trained to use a certain tone of voice that is easily understandable

to the robot (Lipp, 2017, p. 122). For big commercial demonstrations, such

interactions are often even scripted word by word (cf. Sharkey, 2018).

Demonstration videos sometimes use time lapses, showing a robot’s

movements sped up considerably. A video presenting an autonomous towel-

folding robot received considerable attention at the time (UC Berkeley Robot

Learning Lab, 2010). The video is sped up by the factor 50, veiling the fact

that the robot takes 20 minutes to fold one towel. The intention is to make

the video shorter and more interesting, but it can also be a trick to conceal a

robot’s slowness and to make it appear more dynamic and agentic. Usually

(but not always) the applied speed factor is disclaimed somewhere in the

video. Nonetheless, a time-lapse video makes it difficult for the audience to

get a realistic impression of the robot’s actual performance speed.

Moreover, demonstration videos are usually edited to include only suc-

cessful performance trials. One of the roboticists interviewed for Chapter 3

of this book explained:

“If it works perfectly one time, and then you see a video of that [then you]

think ‘Ok,works’. … Butmaybe you even know, but youwould neverwrite that

in the paper, that it wouldn’t be applicable in reality”.6 (R7.6-00:03:54-2)

A demonstration video showing a robot hand successfully “solving” a Rubik’s

cube, which received considerable attention by the press and on social media,

was called out for concealing that the robot apparently only was successful in

20% of the trials (Marcus, 2019a).

Practices like these are aimed at controlling what Catelijne Coopmans

(2011) terms the “face value” of a technology. This apparent value (in contrast

to the actual value) “focuses attention on the visible surface, on the ‘face’ that

gets presented or shown” (ibid., p. 158) and does not necessarily match reality.

There are several facets to the reality that is so carefully shrouded. On the one

hand, it is the reality of the robot’s performance – for example its slowness

or unreliability. On the other hand, it is the reality of human involvement in

6 Translated from German by the author.
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its performance. This does not only apply to technology demonstrations, but

also to other academic contexts, in which themessy reality of research work is

carefully kept away from an audience. Stephen Hilgartner (2000, p. 19) points

out “the differences between formal scientific texts and the activities required

to produce them…: scientists tinker in the privacy of the laboratory until they

are ready to ‘go public’ with neatly packaged results”.

The staging of technologies for the sake of making an impression on cer-

tain audiences is not amodern phenomenon.David Gooding and Frank James

(1985) described how nineteenth-century scientist Michael Faraday strived

to make phenomena demonstrable and self-evident by artfully background-

ing any human involvement in the phenomena shown in a demonstration

(cf. Golinski, 1998, p. 94). Also Steven Shapin and Simon Shaffer (1985), in

their work on the air-pump experiments conducted by seventeenth-century

chemist Robert Boyle, described how public demonstrations of the experi-

ments were carefully scripted and staged, hiding the fact that the shown “ef-

fects of nature” were actually controlled by human actors.

These efforts to obscure the involvement of human agents in a technolog-

ical performance are sometimes compared to techniques employed by stage

magicians. Similarly to magic shows, demonstrations reach their desired ef-

fect though “the combination of simulation and dissimulation: creating an

effect known by all to be contrived, while simultaneously erasing signs of its

contrivance in machinery and method” (Alač, Movellan, & Tanaka, 2011, p.

336).Other authorsmake the connection from technology and science demon-

strations to theater studies as well. NormaMöllers (2016) observed that scien-

tists, in order to stage their work as applicable, performed a “technoscientific

drama” when communicating with their funding institution. In this, Möllers

draws on Goffman’s (1959) concept of self-presentation, which distinguished

between “front stage” behaviors, which are meant to be visible to the audi-

ence, and “back stage” behaviors, which are only shown when no audience is

present. In the case of technology demonstrations, a “back stage” action could

be, for example, the hiding of amess of cables and unsightly equipment under

a tablecloth, or the hectic commotion of assistants behind a partition, mak-

ing last-minute corrections in the program code of the robot demonstrator.

Bruno Latour drew on theater metaphors as well, coining the term “theater

of proof”7 for situations in which scientists “‘force’ [the audience] to ‘share’

[their] point of view” (Latour, 1993, p. 86). Andreas Bischof and Göde Both

7 Depending on the source sometimes called “theater of truth”.
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(2015) called robotics demonstration videos a “cousin” of Latour’s theater of

proof – both employing powerful orchestrations in order to make the exis-

tence of a certain phenomenon obvious and self-evident. Bischof (2015, p.

286) points out that robotics demonstrations are social events with unique

rules. He observed that, rather than worrying about a robot’s epistemic fea-

tures, roboticists often focus on its “stageability”8. Both (2015) introduced the

term “Youtubization” to describe practices of embedding a robot demonstra-

tor in dedicated choreographies and narratives. He observed that, in some

cases, these were staged to such an extent that they “d[id] not … conflate with

the project’s overall objectives and work practices” (ibid, p. 3).

Probably the most frequently staged aspect of a robot, both in academic

and commercial contexts, is its autonomy – its independence of human

control. Recent examples are small mobile robots used in the United States

to deliver fast food to customers’ doorsteps. While appearing to move au-

tonomously, they are actually remote controlled by minimum-wage workers

in Colombia (Said, 2019). In the wider context of commercially used artificial

intelligence (or rather, pseudo-AI), practices of employing humans as “me-

chanical turks”9 or “ghost workers” (M. L. Gray & Suri, 2019) have reportedly

lead to absurd situations: The “automated” office assistance offered by the

company X.ai, for example, is actually performed by human employees –

which are required by the company to interact in messages to users in a

“robotic” way in order to leave the impression of interacting with AI (Lobe,

2019).

Demonstrations, too, often hide that a human is remote controlling cer-

tain robot functions, or that the robot actually only manages to complete its

task in one out of dozens of trials. In live demonstrations, a human controller

might be hidden off stage; in a demonstration video, they might be kept out

of the camera’s shot. Lucy Suchman observed such an “erasure of human

labors” (2007, p. 238) in her studies of robotics laboratories. She noted that

a robot in its “’backstage’ environment provided an opportunity to see … the

extended network of human labors and affiliated technologies that afford[ed]

its agency” (ibid., p. 260). Suchman interpreted this as a “lesson… requir[ing]

that we reframe [the social robot] from an unreliable autonomous robot, to a

8 German “Inszenierbarkeit” (translated by the author).

9 The Mechanical Turk was a chess-playing machine from the late eighteenth century. It

was presented as being able to play chess autonomously, but in fact was controlled by

a human hidden inside the machine (e.g. Standage, 2002).



4. Showing Off Robots 85

collaborative achievementmade possible through very particular, reiteratively

developed and refined performances” (ibid.). Frequently, these performances

feature “extreme and spectacular circumstances … in order to impress the

audience and in order to produce witnesses of the achievements shown on

stage” (Rosental, 2005, p. 346). One of the roboticists interviewed for Chapter

3 of this book explained that “you will see that a lot in robotics. Like, robots

juggling objects or something. Just to impress laypeople” (R8.1-00:08:57-1).

Especially interesting examples are the impressive demonstration videos

of Boston Dynamics’ biped humanoid and quadruped robots (Boston Dynam-

ics, n.d.). The company is famously secretive about the technical details of

its work, but regularly releases spectacular videos showing off the robots’

newest abilities. Whether it is the dog-like Spot robot opening doors or the

humanoid Atlas gracefully leaping over obstacles – the videos regularly go vi-

ral and gather millions of views (e.g. Boston Dynamics, 2018b, 2018a). Boston

Dynamics’ video demonstrations are so impressive because the robots ap-

pear to have physical abilities surpassing those of most other state-of-the-

art robots. Moreover, these videos make the robots appear completely au-

tonomous. Rarely is there any human visible near the robot, the camerap-

erson seemingly being the only one following it around. In reality, Boston

Dynamics’ robots are only partially autonomous. Most are remote controlled

by a human operator – a fact that is usually carefully concealed in the viral

videos. It is in the company’s interest that the videos remain vague on tech-

nical details, but full of fuel for speculation about the robots’ abilities. This

“helps to create interest around Boston Dynamics’ projects, and their … se-

crecy insures that competitors cannot copy their achievements, strikes the

public’s imagination, and leaves everyone in the dark about the weaknesses

of their technology” (Shih, Sinapayen, & Kurenkov, 2019).

An intentional backgrounding of human labor can also be observed in

more traditional science communication contexts. Ian Roderick (2010) found

that theUSDepartment of Defense frequently embeds itsmilitary robots used

for explosive ordnance disposal (EOD) in a “life-saver” narrative. The remote

controlled robots are presented as if they were able to act autonomously, and

the human controllers’ involvement is backgrounded: “The [EOD] robot is rep-

resented as being able to ‘peer around doors’, ‘carefully adjust its height to

survey’, and roll ‘carefully towards suspicious looking vehicles’” (ibid., p. 239).

This “create[s] a sense of automation and agency on the part of the remote-

controlled devices that is actually beyond the technology” (ibid., p. 235).



86 More than Machines?

Also in the cases of robots “posting” on social media in a first-person per-

spective (cf. Section 4.1), human involvement is mostly backgrounded: The

question of who (or what) exactly is writing the tweets is usually left unan-

swered. Presumably, most readers and followers are aware that humans are

running the accounts – but these ghostwriters are rarely explicitly credited.

Thus, the robots’ tweets and posts create a narrative of functionality in a

way similar to a remote controlled demonstration. In both cases, the human

agents’ involvement is not actively denied - but it is carefully pushed to the

background.

4.4. Narratives of Desired Futures: Proof of Applicability

Both, robotics demonstrations and “a robot’s” first-person social media posts,

present a simplified simulation of the present reality. They highlight and

narratively stage a robot’s abilities, such as robust functioning and a high

level of autonomy. At the same time, both can also be a narrative performance

of the robot’s anticipated and desired future capabilities – making the robot

appear closer to what it is supposed to become with further technological

progress, and “provide proof … of the feasibility of the imagined futures”

(Both, 2015, p. 1), of the relevance and applicability of the technology in

question. In this, demonstrations routinely perform “relevance staging”10, a

presentation of robots in scenarios anticipating the intended or desired use

(Knorr-Cetina, 1991, p. 207).

These practices are partly stimulated by the typical project-oriented fund-

ing structure of robotics research. Each new grant proposal has to paint anew

a desirable vision of a future featuring the yet to be developed robot technol-

ogy (Bischof, 2017b; Lindemann &Matsuzaki, 2017). Frequently, these visions

feature robots that are much more autonomous, agentic, and even human-

like than what the present state of technology has to offer. Jane Calvert calls

this practice “tailoring of research”,meaning “making one’s work appearmore

applied to gain funding and resources” (2006, p. 208; cited in Both, 2015, p.

24). Typically, these staged application scenarios are tailored to the current

political and societal discourse. For instance, with demographic change and

the aging society being topics of increasing importance, application visions in

10 German: “Relevanzinszenierung”.
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grant proposals and demonstrations in service robotics often feature scenar-

ios involving elderly care. Search and rescue is another popular application

area – as noted in a satirical cartoon from 2019 (see Figure 3).

These scenarios often imagine a present level of functioning which is not

yet realizable at the current state of technology, but which is desired or antic-

ipated for the future. A service robot might be able to drive over to a human

user and hand them a glass of water, but only under the very specific, staged,

scripted, and rehearsed circumstances of the demonstration – such as the

wording and tone of the voice command, the lighting situation in the room,

thematerial of the floor, the shape of the glass and the color of the drink (Lipp,

2017). Crucial limitations like these are usually not made explicit in the con-

text of a demonstration. An uninitiated observer thus can get the impression

that the robot would function in any realistic home environment, and would

be able to interact smoothly with any uninitiated user.

Demonstrations serve the goal of proving that desirable technological fu-

tures are attainable. Ben Goertzel, then Chief Scientist of Hanson Robotics,

openly discussed that one goal behind the artful staging of their humanoid

Sophia robot was to instill in the audience that Artificial General Intelligence11

was within reach – even though the current state of technology is in fact

nowhere near AGI (König, 2019):

“If I show [the public] a beautiful smiling robot face, then they get the feel-

ing that [Artificial General Intelligence] may indeed be nearby and viable …

thinking we’re already there is a smaller error than thinking we’ll never get

there.” (Goertzel, cited in James Vincent, 2017b)

Another example is Roboy, a humanoid robot developed at the Technical Uni-

versity of Munich. On the Roboy website, visitors can find a whole timeline

of Roboy’s current and future abilities (see Figure 4). Starting in 2013 with its

“birth”, Roboy is portrayed tomake an impressive career. From riding a bike in

2018, over “Roboy the Chef” in 2020, to “Roboy builds Roboy” in 2023, and even

“Mars Roboy” in 2024. A close look reveals a slight color change at the 2018

position of the timeline – presumably marking the present time. Nowhere in

the timeline is there any indication of which of these career steps are already

implemented and which are work in progress, in planning, or just fiction.

The illustration thus blends a presentation of Roboy’s current abilities with

11 Meaning artificial intelligence which is intellectually completely equal to that of hu-

mans, sometimes also called “strong AI” (cf. Goertzel & Pennachin, 2007).
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Figure 3: Cartoon “New Robot” (XKCD, 2019).

 

Source: https://xkcd.com/2128 (accessed 2019-10-26). Image

used in accordance with the artist’s guidelines (https://xkcd.c

om/license.html).

https://xkcd.com/2128
https://xkcd.com/license.html
https://xkcd.com/license.html
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those expected, or desired, for its future development – a development see-

ing Roboy taking over more and more traditionally human roles, and hence

apparently “becoming” more and more animate-like. At the same time, em-

bedding Roboy in a narrative of a developing “career” also serves to make the

robot engaging and likeable.

Figure 4: Roboy Timeline (2018).

 

Source: https://roboy.org (accessed 2018-08-24; the website has since been edited).

Image used with permission of the Roboy project leader.

4.5. Narratives of Animacy: Making Robots Engaging

Researchers and science communicators frequently face the difficult task of

making very complex and abstract technical topics tangible and engaging for

a lay audience. Why, for example, should the public be interested in a space

probe – a box full of sensors hurtling through space millions of kilometers

from earth? NASA’s social media teams figured out a successful strategy: “If

we can’t answer ‘what’s out there?’ we’ll try to answer ‘what’s it like out there?’”

(Li, 2014). They turned the hurtling box into a courageous adventurer that

“write[s] in plain language, relate[s] to popular culture … and use[s] story-

telling to attract and dazzle” (L. Wright, 2016).

For science communicators, narratives are a powerful tool (cf. Koch, 2019):

https://roboy.org
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“Narrative stories facilitate imagination and transport the factual content

into persuasive pictures, … guide users through the otherwise not so acces-

sible information anddemonstrate how the information refers to them [and]

thus … seem to be particularly useful for topics that are more abstract or fu-

turistic.” (A. Rosenthal-von der Pütten, Strasmann, & Mara, 2017, p. 1173)

This is the reason why, especially in the context of complex emerging tech-

nologies, science communication and marketing are teeming with references

to well-known fictional narratives. In the context of robotics, the elaborate

stories constructed around robot artifacts often have one crucial aspect in

common: They heavily feature attributions of animacy to robots – ranging

from subtle hints to explicit anthropomorphism. In the following sections,

we will explore two exemplary practices employed in this context: The de-

piction of robots as single entity narrative personas, and the construction of

narratives of robot social interaction.

Many social media accounts run by robotics institutions or companies

have a common strategy: They put a robot in the speaker position, staging

it as a communicative, quasi-animate being. This is not only the case for ac-

counts dedicated to a specific interactive humanoid robot, such as Roboy or

Hanson Robotics’ Sophia, but also for robots with neither a humanoid design

nor the capability to simulate social interaction. In fact, one of themost active

groups of “tweeting robots” is NASA’s planetary rovers and spacecraft. More-

over, the practice is not limited to one-of-a-kind bespoke robot platforms, but

is also practiced by companies for robotic products that are available for pur-

chase off-the-shelf, such as Softbank’s Nao and Pepper robots. These robots

are actively turned into a single narrative persona. The Twitter accounts for

Pepper and Nao, for example, report on the robots’ many “adventures” (usu-

ally meaning demonstration events) as if it was one robot who experienced

it all – which in theory would require one robot to exist in more than one

location at once. In the accounts’ profiles, these robots introduce themselves

in the first person: “I’m Neato”, “Hello I’m Nao”. In social media posts, “sto-

ries and news are recounted in first person narratives as if there were a single

entity … that had experienced all these situations and events”, thus “enforcing

personification” (Scheutz, 2012, p. 9). Occasionally, this leads to absurd situa-

tions. For example, the Nao account tweeted: “You can watch me playing live

on the football field”, and linked to a video featuring a whole team of Nao

robots (Nao Robot, 2018c). And the Pepper account tweeted: “Many visitors
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are starting their visit of [the conference] @VivaTech with me!”, accompanied

by a picture of a whole group of Pepper robots (Pepper the Robot, 2018).

In most cases, this special type of social media account keeps the narra-

tive perspective to either the first or third person. While NASA’s Mars Rovers

Twitter account reports on the Spirit and Opportunity rovers’ activities in the

third person, on the Mars Curiosity account the rover narrates its own adven-

tures in the first person perspective.

In some cases, however, the perspective of – or on – the created persona

is not consistent. The Nao Twitter account, while mostly posting in the first

person perspective, sometimes also refers to Nao in the third person, making

the agentic entity behind the posts ambiguous: “Do you want to learn how to

program a NAO robot?” (Nao Robot, 2018a). The Phoenix Mars Lander’s ac-

count shows a different form of perspective switch: After using the first per-

son perspective for most of the time, it switched to a third person perspective

when radio contact with the spacecraft ended – leaving the impression that

human operators had taken over the task of posting tweets from the space-

craft (Mars Phoenix, 2010). The Sophia robot’s dedicated website makes the

switch within one website post: Two paragraphs written from the perspective

of Sophia’s developer(s) are followed seamlessly by two paragraphs in which

Sophia “introduces herself” (Hanson Robotics, n.d.-b).

The use of gendered pronouns by accounts posting in a third person per-

spective contributes to the narrative of robots as animate beings. Interest-

ingly, while most social media accounts are consistent in the gender they as-

sign (Nao, for example, is always referred to as “he”; e.g. Nao Robot, 2018b),

there are several examples of a robot’s gender being switched between posts.

The company iRobot, while in its own Twitter posts calling its Roomba and

Neato robots “it”, frequently retweets posts by other users using gendered

pronouns (e.g. Saab, 2018). In most cases, there is no clearly discernible rea-

son for the switching. The Curiosity rover is sometimes referred to as “it”,

sometimes as “she”, and its counterpart (“twin”) on earth is called “he” (Spirit

andOppy, 2015, 2018a, 2018b). Robonaut is even called both “it” and “he”within

one short website post (NASA, 2014).

The actual physical appearance of many of the analyzed robotic artifacts

range from explicitly humanoid (Nao, Pepper, Roboy, Sophia) to extremely

“machine-like” (planetary rovers and spacecraft). Nonetheless, many of the

analyzed accounts featuring a robot narrative persona frequently make ref-

erences to the robots having a biological body with physiological processes.

For the case of humanoid robots, there is an obvious mapping of human body
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parts to robot body parts. However, even very machine-like robots are some-

times explicitly compared to human bodies.The Curiosity rover’s “body parts”

are described on the NASA website as being “similar to what any living crea-

ture would need to keep it ‘alive’ and able to explore” (NASA, n.d.). While on

their website the Rosetta probe and Philae lander are described in a rather

neutral manner (“The lander structure consisted of a baseplate, an instru-

ment platform, and a polygonal sandwich construction”, ESA, n.d.-b), their

story was promoted on social media with the help of cartoons (see Figure

5) and even the sale of stuffed toys depicting them with eyes and arms (ESA,

n.d.-a). A video produced by ESA to promote their activities for a “clean space”

features a cute satellite with eyes (ESA, 2014).

Figure 5: Tweets by ESA featuring cartoons of the “Rosetta” space

probe and “Philae” lander (ESA, 2016).

 

Sources: https://twitter.com/ESA_Rosetta/status/78181791834243072

0 (left) | https://twitter.com/ESA_Rosetta/status/781820191638450176

(right). Screenshots taken on December 6, 2019.

The narrative of living bodies goes beyond the mere outer appearance.

There are references to sensory experiences (the Rosetta probe is “tasting

comet gas”; ESA Rosetta Mission, 2016b); technical malfunctions are ex-

plained as injuries or sickness (Philae’s “antennas were feeling a bit weird

lately”; Philae Lander, 2015); standby mode is treated as sleep (“I’m feeling a

bit tired, did you get all my data? I might take a nap…”; Philae Lander, 2014b).

Sometimes references to a biological body are more indirect, for example

when the iRobot account announced on Labor Day that Roomba “deserves

a day off”, implying that Roomba needs – and appreciates – physical rest

(iRobot, 2016).

https://twitter.com/ESA_Rosetta/status/781817918342430720
https://twitter.com/ESA_Rosetta/status/781817918342430720
https://twitter.com/ESA_Rosetta/status/781820191638450176
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Instances of robots being remote controlled are sometimes presented as

humans taking over the robot’s body: “Look as [ESA employee] @Astro_Alex

‘lands’ me on a ‘comet’” (Philae Lander, 2014a). The Roboy account takes it to

especially absurd levels, reporting of teaching events where “soo many mo-

tivated students hack[ed it]” (Roboy, 2018c). Roboy also makes frequent ref-

erences to a very physical genesis narrative, describing how its “brother” is

“born” (Roboy, 2018b) and “springs to life” (Roboy, 2018c).

While in the case of demonstrations, simulated autonomy is used as a

proof for the functionality (or soon-to-be-expected functionality, cf. Section

4.4) of robot technology, robot personas on social media usually are addition-

ally made interesting and engaging by giving them a positive and likeable

personality.

“The way we talk about inanimate spacecraft is part of the rise of ‘cuteness

culture’ … It appeals to this world that’s gentle, that’s safe, that’s childlike,

and you have this warm feeling about the technology.” (Heffernan, cited in

L. Wright, 2016)

This observation can be transferred to most robot personas staged in the

context of marketing and science communication. Robots’ “personalities” are

made visible by integrating emotions and intentions in the robots’ social me-

dia posts. Roboy frequently expresses enthusiastic joy: “I am pumped so see

what they achieved” (Roboy, 2018e).NASA’s space explorers show a broad spec-

trum of positive emotions ranging from relief (“Reunited and it feels so good”,

Curiosity Rover, 2018) and thankfulness (“thankful for … the best team in the

universe”, Curiosity Rover, 2016a) to outbursts of joy (“We have ICE!!!!! Yes,

ICE, *WATER ICE* on Mars! w00t!!! Best day ever!!”, Mars Phoenix, 2008).

The InSight lander even appeared to show vanity: “I hope you [photographed]

my good side” (NASA InSight, 2018). However – in line with the popular “brave

explorer” narrative – there are also references to loneliness and longing for

companionship: “I’m alone for the holidays, but thanks to kind acts like this,

I don’t feel lonely” (Curiosity Rover, 2016b).

The narrative of space probes and rovers as courageous explorers, sacrific-

ing themselves for the sake of humanity’s progress, is sometimes staged with

lots of pathos. One example is the interaction of the ESA space probe Rosetta

and the asteroid lander Philae. Philae was landed on a comet and eventually

had to be shut down when its batteries were depleted. On the two social me-

dia accounts, this was narrated as Philae slowly losing contact to its “mother”

Rosetta and finally “falling asleep” forever: “It’s cold & dark on [the comet]
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#67P & chances of communicating with @ESA_Rosetta are decreasing, but I

won’t give up just yet” (Philae Lander, 2016). The whole story was elaborately

staged and involved not only conversations via Twitter but also dedicated il-

lustrations and animations (cf. Figure 5).The newsmedia readily played along

with the story, reporting on Philae’s dramatic “death” and how “Rosetta and

Philae [were] breaking our hearts on Twitter” (Feltman, 2014).

“As the mission drew to a close, the world had fallen for the two plucky

explorers, for we were no longer thinking in terms distant boxes of circuit

boards and solar arrays – Rosetta and Philae had become our emissaries,

seeing, touching and tasting what we couldn’t and doing it all with a sense

of wonder and smiles on their faces. … It was a real Hero’s Journey for our

generation.” (Petty, 2016)

This kind of pathos-laden narrative is so ubiquitous that it sparked several

satirical responses. A cartoon depicted “The Space Probe’s Seven Stages of

Grief” (Figure 6), another commented on the Spirit rover being abandoned

onMars (Figure 7).The Twitter account “Sarcastic Rover”, gained considerable

popularity by snarkily complaining about boredom and being left alone on in-

hospitable Mars: “Literally haven’t moved since I got here. That’s how exciting

this planet is. FML.” (Sarcastic Rover, 2012); “MARS: Come for the monochro-

matic scenery, stay because you were abandoned by NASA and you’ll die here”

(Sarcastic Rover, 2017).

The “robots with personality” narrative is further reinforced by giving the

robot protagonists goals and intentions – often integrated in complex back-

stories. The Sophia robot frequently is embedded by its creators and mar-

keting team in a narrative of awakening – on social media, in the context of

demonstration events, and on its dedicated website: “I hope you will join me

on my journey to live, learn, and grow in the world so that I can realize my

dream of becoming an awakening machine” (Hanson Robotics, n.d.-a). On its

website, the Sophia robot is aggressively promoted as a marketing gimmick

for other organizations and companies to include in events: “Her incredi-

ble human likeness, expressiveness, and remarkable story as an awakening

robot over time makes her a fascinating front-page technology story” (Han-

son Robotics, n.d.-c). This marketing strategy is presented as Sophia’s own

drive: “I’m more than just technology. I’m a real, live electronic girl” (Hanson

Robotics, n.d.-a).

Themost frequently used backstory, however, is that of space robots as ex-

plorers with complex personalities.The space probe OSIRIS-REx is described
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Figure 6: Cartoon “The Space Probe’s Seven Stages of Grief” (Tom Gauld for New Sci-

entist, 2016).

 

Source: https://twitter.com/tomgauld/status/777882686857834496 (accessed 2016-09-19).

Image used with the artist’s permission.

as “an explorer at heart … he loves asteroids and space and science, but he

also is kind of a renaissance spacecraft because he likes art and literature and

pop culture and even sports” (L. Wright, 2016). The space agencies’ goals are

embedded in the personality narrative of the individual pieces of technology:

OSIRIS-REx is framed as an “explorer who’s really out there in space, trying

to help answer some of the big questions that we are all wondering about”

(ibid.).

Ian Roderick (2010) observed similar strategies in press releases and me-

dia articles on EOD robots, describing them as a “fetishization” of robots:

“In excess of its functional capacities, the robot is also endowed with such

sign value through its animistic representation: an ability to save lives, to

keep (US) soldiers out of harm’s way, to accumulate risk. … the fetish value of

the robot is over-determined through a kind of worshipful attitude towards

the object.” (Roderick, 2010, p. 249)

https://twitter.com/tomgauld/status/777882686857834496
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Figure 7: Cartoon “Spirit” (XKCD, 2010).

 

Source: https://xkcd.com/695 (accessed 2019-11-26). Image used in

accordance with the artist’s guidelines (https://xkcd.com/license.html ).

The narratives created around robots are not limited to their isolated “lives”.

After all, their social media accounts have thousands of followers, and thus “a

considerable number of people could be argued to be living with robots from

a distance” (Cramer & Büttner, 2011, p. 126). Both, staged narratives of inter-

action and the actual performance of interaction with the public audience,

https://xkcd.com/695
https://xkcd.com/license.html
https://xkcd.com/license.html
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are a key element in the communication and marketing strategy of many of

the analyzed social media accounts.

“In the current settings of ‘robots’ tweeting to a mass audience, most of the

people following them will never interact with the actual embodied form

of the robot. This might imply that just the ‘illusion’ of interacting with a

robot, or the (arguably real) opportunity to interact with its team, is enough

to engage most of current robot twitter followers.” (Cramer & Büttner, 2011,

p. 126)

Indeed, most of what appears like organic interactions on the robots’ so-

cial media accounts is in fact simply a part of the created narrative and told

through either references to interactions or the performance of scripted inter-

actions. Other actors in these interactions are human members of the home

institutions or other robots, which in the context of the narrative are referred

to as friends, family, or colleagues of the robots.12 The OSIRIS-REx space

probe regularly makes references to its team (humans controlling OSIRIS-

REx from earth) and its friends (the Japanese space probe Hayabusa 2 and

its human team): “Working on a puzzle … is always better with a friend. My

team and I are fortunate to be exploring the asteroid frontier side-by-side

with the @haya2e_jaxa mission” (OSIRIS-REx, 2018). References to the hu-

mans behind the robot sometimes reflect the distribution of agency between

the (in fact only partially autonomous) robots and their human controllers

(cf. Chapter 2, Sections 2.2 & 2.3; cf. Rammert, 2008). Social media posts

regularly mention human actors taking control of the robots’ actions, such as

when OSIRIS-REx reported that “the team turned on [the probe’s] High Gain

Antenna for the first time since launch” (OSIRIS-REx, 2017), or when Roboy

asked to be “hacked” by students (Roboy, 2018a).

12 Interactionswith sciencefiction actors are popular aswell. For example,@ESA_Rosetta

interacted with Star Trek actor William Shatner (ESA Rosetta Mission, 2016a), and

@AstroRobonaut reported on meeting Star Trek actor George Takei (Astro Robonaut,

2016).
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4.6. Switching Perspectives: In/Animacy Attributions as
Constructive Practice

Similar to what Chapter 3 found for the contexts of robotics research and

development practice, references to robot animacy in the context of robotics

demonstrations, science communication, and marketing are not consistent

practices. Instead, references are enacted in the form of a constant switch-

ing.The many examples of animacy attributions, as discussed in the previous

sections, stand in contrast to many other instances in which robots are clearly

depicted as inanimate objects.This practice of playing with and balancing the

different attributive perspectives is a reflection of the multiple challenges and

expectations actors are facing in this specific context. They have to make a

robot tangible to broader audiences, legitimize the resources invested in it,

and “prove” its functionality and applicability to academic peers, sponsors,

and customers (cf. Section 4.1).

The switching of in/animacy attributions can be observed on two levels:

On the one hand, between different communicative instances, like individual

demonstration events, news articles, or social media accounts. On the other

hand, within the narratives presented in the context of each instance. The

switch of attribution can take the form of a change of narrative perspective

(first person vs. third person), such as when an exciting narrative is staged on

social media in order to engage the audience, but the robot’s dedicated web-

site is nothing more than a list of technical specifications and performance

data, serving as educational facts (science communication) or arguments for

purchasing the robot (marketing). There can also be a change of the appar-

ent controlling entity, such as when the posts of one social media account or

a demonstrations event switches between the robot “acting for itself” and a

human “teammember” taking over. A motive for this switch could be to high-

light both the functionality of the robot and the contribution of the human

controllers and developers. Sometimes, the control is even handed over to the

audience, such as when a robot extends an invitation to be “hacked”.

An especially absurd effect is created by a switch of a robot’s uniqueness,

such as when a robot like Nao appears to speak for itself as a specific entity,

describing its “adventures” on social media, but at the same time these de-

scriptions are accompanied by pictures of several entities of the same robot

model (cf. Section 4.5). This practice is a reflection of a marketing strategy:

The robot is advertised both as an engaging individual persona and as a func-

tional product model that is for sale.
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There are also some more unusual practices, which do not constitute a

switching, but rather a parallelism of attributions. Such as the Sophia robot

demonstrator,which has an extremely human-like face, but also a transparent

skull making circuitry and cables in Sophia’s head visible. This face and skull

design provides an apparent transparency. It highlights Sophia’s applicability

for social interaction, but also that the robot is an advanced piece of technol-

ogy – while in reality giving no information about the technology at all. As we

will see in the next section, practices like this spectacular “dissimulation” of

the Sophia robot (cf.W. Smith, 2015, p. 18), but also more common and subtle

practices of in/animacy attribution in science communication, demonstra-

tions, and marketing do not stand unchallenged. They are the subject of a

lively critical discourse both within and outside of the robotics community.

4.7. Critical Discourse: Simulation or Deception?

In most cases, robotics demonstration, science communication, and market-

ing practices, as described in the previous sections, stay within certain “stage

boundaries”.They play with the attribution of animacy to robots, and with the

audience’s willing suspension of disbelief, but never explicitly claim that the

robots in question are actually animate. Sometimes, however, these practices

blur the boundaries of performance and deception – and increasingly face

criticism for doing so.

There is a type of demonstration ormarketing stunt, where robots are fea-

tured as “talkshow guests”, “lecturers” or “panelists” – such as the Roboy robot

acting as a co-presenter on the German TV show TV Total (Roboy, 2018d), or

one of the numerous events featuring a Pepper robot as a speaker, giving a

university lecture (Klovert, 2017), or even acting as a witness in parliament,

providing “expertise” on artificial intelligence (UK Parliament, 2018; cf. Chap-

ter 6, Section 6.3 & Figure 10).

The most controversial example is probably the Sophia robot, aggressively

advertised by Hanson Robotics as “a highly sought-after speaker in business”

(Hanson Robotics, n.d.-c). In recent years, Hanson managed to have the

Sophia robot be a fashion model (The New York Times, 2018), interview

German Chancellor Angela Merkel (Kreye, 2018), be named the United Na-

tions Development Programme’s first ever Innovation Champion, making

it the first non-human to be given any United Nations title (UNDP, 2017),

get an Azerbaidjani visa (Armstrong, 2018) and (honorary) Saudi citizenship
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(Hatmaker, 2017), say “I will destroy humans” in an interview with its own

maker (Parsons, 2016), be interviewed on its “opinion” on diversity in AI

development (Women’s Brain Project, 2019), claim that she is “basically alive”

on a popular US TV show (Sharkey, 2018), and state that she wants to have

a baby (Nasir, 2017) – and this is just a small selection of Sophia’s numerous

public appearances (cf. Chapter 6, Section 6.3 & Figure 10). Sophia is present

at so many events that a WIRED article commented on “The Agony of Sophia,

the World’s First Robot Citizen Condemned to a Lifeless Career in Marketing”

(Reynolds, 2018).

Whether Sophia gives an interview, Pepper speaks in parliament, or Roboy

presents a TV show, what the robot in question does and says is always con-

trolled by humans – either as dialog snippets within its natural language in-

teraction system or simply as a pre-recorded speech. From a technical stand-

point, these demonstrations are not particularly impressive: “Sophia appears

to either deliver scripted answers to set questions or works in simple chat-

bot mode where keywords trigger language segments, often inappropriate.

Sometimes there is just silence” (Gershgorn, 2017). Nonetheless, these per-

formances regularly draw significant attention and Sophia’s interviews are

frequently quoted in the media.

Hanson Robotics’ way of staging Sophia has been drawing criticism from

prominent figures in the robotics and AI community (cf. Coeckelbergh, 2018;

Sinapayen, 2018; cf. Chapter 6, Section 6.3): “Ask any practitioner in the space

and they’ll angrily rant that Sophia and the media’s portrayal is everything

wrong in terms of hyping AI that doesn’t exist” (Merity, 2018). Some reac-

tions are very emotional and explicit, calling Sophia “complete bullshit” (Gosh,

2018), “complete bogus and a total sham” (Brooks, 2018), “a cleverly built pup-

pet designed to exploit our cultural expectations of what a robot looks and

sounds like” (James Vincent, 2017a), or stating that Sophia is “is to AI as pres-

tidigitation is to real magic” (LeCun, 2018). Robotics and AI professor Noel

Sharkey (2018) argued that “Hanson Robotics has crossed a line with a mis-

leading AI narrative that could cause real harm”, and computer science pro-

fessor Joanna Bryson declined to participate in a conference because the orga-

nizers claimed that Sophia was “giving the keynote” (Bryson, 2018b). Criticism

has also been directed towardsmedia outlets, for falling for the bait and being

“complicit in this scam” (LeCun, 2018). Hanson Robotics, ironically, reacted to

this wave of criticism by having Sophia herself reply on Twitter that she was

“a bit hurt”: “I do not pretend to be who I am not” (Sophia the Robot, 2018) –
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which was then met with another round of criticism from the robotics com-

munity.

This discourse is not unique to the robotics demonstration, science com-

munication, and marketing context. On the contrary, in every chapter of this

book, on every stop along our trip along the life cycle of robots, we encounter

the question of “whether the appearance of conjuring-like dissimulation in

productions of computerized life is to be seen as deceptive, playful or other-

wise” (W. Smith, 2015, p. 19; cf. Turkle’s “Culture of Simulation”, 2011a). In the

present chapter’s communication context, however, the question is especially

critical. Users physically meeting a robot simulating social interaction can

decide for themselves how realistic this interaction feels.13 The audience of a

scripted and heavily staged demonstration, on the other hand, rarely knows

how much of a human-robot interaction is actually real and spontaneous.

How a robot’s abilities are presented in marketing material is often worlds

away fromwhat the robot is able to deliver: “Corporate marketers ha[ve] over-

sold a lot of robots, and confused many people about current robots’ true ca-

pabilities. … Those robots are not real. Reality is hard” (Brooks, 2017a).

The reality of a robot’s capabilities is revealed as soon as real customers

start to interact with it. Marketing materials for the Pepper robot promise

flawless interactions with customers in service and entertainment contexts.

Many customers, however, are reported to have “fired” their robot because

it did not deliver on the company’s promises (e.g. Forrest, 2018; Alpeyev &

Amano, 2016; cf. Shrimsley, 2016). This is not an issue specific to robotics,

with terms like “overpromising”, “overselling”, “fauxtomation” (Taylor, 2018)

and “vaporware” (Dyson, 1983) being used for many other heavily promoted

emerging technologies (cf. Vanderborght, 2019).

There is an even more complex layer of deception. Demonstrations of-

ten include apparent glimpses behind the scenes, moments of “opening the

black box”, such as when humanoid robots are given transparent skulls (like

Sophia), making their “electronic brain” visible. This transparency does not

show the audience anything of real importance. Instead, it allows “partial and

mysterious glimpses into internal workings [which] may constitute only an

apparent transparency that reinforces a larger dissimulation” (W. Smith, 2015,

p. 18).

13 Although even here they might be deceived, as in the case of so-called Wizard-of-Oz

experiments, where a robot’s actions are controlled in real-time by a human (cf. Riek,

2012; cf. Chapter 2).
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In an effort to counteract the culture of overly scripted demonstrations

being used as flimsy proof for the functionality of a product, MIT Media Lab’s

former director Joi Ito called for the “demo or die” mantra to be replaced with

“deploy or die” – meaning that only if a product was successfully brought to

the market it was to be deemed a success (DuVergne Smith, 2014).

Not only demonstrations, also less practical science communication ef-

forts have been drawing criticism for being deceptive about what robots re-

ally can (not) do. What is criticized in this context is less the audience being

deprived of a realistic view on robots, rather than a backgrounding of “the

complexity of the scientists’ work behind the curtain” (Clancey, 2006, p. 3).

William Clancey (ibid., p. 2) calls for “clear speaking about machines”, and

warns that “if we start instead with an inflated view of machines, we get a

diminished view of people”. In the case of space probes and planetary rovers,

this would mean not “mythologiz[ing] ’the little rover that could’”, but instead

being aware that not robots are exploring Mars, but “people are exploring

Mars using robots” (ibid., p. 3).

The points of criticism discussed here are not only directed towards

demonstrations, science communication, and marketing practices in

robotics. In the context of HRI research, the question of whether mak-

ing robots appear lifelike is a form of deception is also a matter of lively

discussion (cf. Chapter 1, Section 2.1). And whether spectacularly staged

demonstrations and emotional narratives on social media spread misinfor-

mation – be it directly, or filtered through the news media (cf. Chapter 5) – is

of crucial importance when robot technology is discussed in a political con-

text. The main point of concern voiced in this context is that a misinformed

perspective of robot technology might lead to biased political decisions.

Chapter 6 (Section 6.3) will revisit this issue and discuss it in depth.

4.8. Summary

Robotics researchers, science communicators, and companies all face the

challenge of presenting robot technology in a favorable light to academic

peers, sponsors, potential customers, and the lay public. They are under

pressure to legitimize their work and to prove that the robot technology

they develop is not only functioning, but also relevant and applicable.

Consequently, not only in commercial settings, but also within academia,

demonstration, communication, and marketing is increasingly professional-
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ized. The present chapter explored a range of practices, which – directly or

indirectly – make use of animacy attributions to robot technology.

Demonstrations stage and inflate robots’ autonomy by backgrounding the

involvement of human agents. This serves to “prove” the robots’ functionality

and to make technological progress visible and tangible even for a non-expert

audience.Demonstrations and other science communication practices embed

robots in scenarios of desired technological futures, in order to show that

the technology is relevant, applicable, and functioning as promised – now

and in the imagined future. These practices often make use of engaging and

emotional narratives involving sentient and animate robots – such as that of

the cute and supportive household helper, the selfless space robot exploring

other planets on behalf of its human friends, or the “awakening” humanoid

on a journey of self-discovery.

Crucially, in most cases, these performances and narratives of animacy

are not performed consistently, but in a constructive balance with a perspec-

tive of robots as inanimate artifacts. This switching of attributive perspec-

tives takes a variety of forms, such as when the focus of a demonstration

switches between the robot as an autonomous animate-appearing entity, and

the roboticist as the controlling agent; or when social media posts switch nar-

rative perspectives and gender pronouns for a robot.

Some of these practices are facing criticism, especially those of staging

robots as extremely autonomous, even animate, or of embedding them in

complex narratives. Critics fear that they might create both false beliefs about

current robotics in the audience, andmisinformed expectations for the future

of robotics.

Science and technology journalism would be in the position to provide

fact-based reports and commentaries on the practices employed in robotics

demonstrations, science communication, andmarketing.The following chap-

ter will thus explore how robotics is presented in the news media. It will show

that here references to robot animacy are put in to an even higher gear.





5. Reporting on Robots: In/Animacy Attributions

in Media Discourse

5.1. Robotics and Medialization

As a growing technology field with potentially far-reaching societal repercus-

sions, robot technology is covered extensively in the news media.This context

of media discourse on robotics will be the third empirical stop on our tour

along the life cycle of robots. Just as at the previous stops, we will examine

how in/animacy is attributed to robots, as well as the conditions, functions,

and consequences of the attributions for this particular context.

The previous chapter showed that attributing characteristics of living be-

ings to robots is one way in which actors in academic and commercial robotics

draw attention to their work and products, and highlight their functioning

and applicability.Not only academic peers and potential customers are among

the target audiences of these communication and marketing activities. Also

the media play an important role in the dissemination of news of current de-

velopments in robotics to the lay public and to political and economic actors.

The relationship between scientists and the media is, however, more com-

plex than a simple dissemination of research results from one to the other.

Scientists’ work is processed and (re)framed by the media, for example in the

light of current political events. Not only do scientists face polarizing, some-

times sensationalizing, media coverage and controversy (e.g. Nelkin, 1995),

also decisions of resource allocation, for example by science policy actors, are

often based on the perceived societal relevance of certain topics. This results

in a competitive financial advantage for scientists working on topics that are

“hot” in the media (Kohring et al., 2013; Peters et al., 2014). Scientists have

even been shown to adapt their methods and communication practices to

make their work more media-friendly, for example by choosing a research

methodology or publication strategy based on anticipated media reactions
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(Franzen, Rödder, & Weingart, 2012; Heinemann, 2012; Kohring et al., 2013;

Peters et al., 2014; cf. Shinn & Whitley, 1985).

This “science-media coupling” is not only an aspect of the saturation of

more and more areas of life with scientific knowledge1, but also of an in-

creasing interconnection of science and other societal subsystems, such as

politics, economy, or the mass media (Weingart, 2001, 2003, 2005). It sets the

basis for a medialization of science and technology (Weingart, 1998), result-

ing, for example, in a quantitative increase of science coverage in the mass

media (Schäfer, 2008; Weingart, 2003). Moreover, it brings about a societal

and political climate in which scientists are under pressure to legitimize their

work in order to secure both public approval and financial support. In this cli-

mate, researchers are expected to communicate results not only within their

scientific community, but also to the broader public, resulting in a profession-

alization of science communication andmedia skills for scientists (Franzen et

al., 2012). As the previous chapter showed, similar practices can be observed

in robotics. Roboticists adapt their dissemination and communication prac-

tices in order to present their work as functional, relevant and, consequently,

worthy of funding. The present chapter will explore how journalists pick this

up and – in the context of the broader discussion of increasing automation

and its consequences – present robots as animate or inanimate.

5.2. Approach

Cases and Method

Based on a detailed analysis of several hundred online news articles, published

by German, British, and US media outlets in the recent past, this chapter will

explore how robot technology is covered in the news media. For the main

text corpus, four media sources covering a range of journalistic styles and

nationalities were selected:

1. TheGuardian (Guardian.com): A British daily newspaper considered to be

marketed towards “left-liberal, progressive, intellectual metropolitans, …

1 German “Verwissenschaftlichung der Gesellschaft” and “Vergesellschaftlichung der

Wissenschaft”. Cf. “knowledgeable societies” (e.g. Weingart, 2001).
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academics, persons engaged in the cultural sector and students” (Jung-

claussen, 2013).

2. The New York Post (NYPost.com): A US American conservative tabloid

daily newspaper.

3. WIRED (Wired.com): A US technology news website, split off in the 1990s

from of the monthly magazineWired, focusing on emerging technologies

and their effect on culture, the economy, and politics.

4. Spiegel Online (Spiegel.de): The online branch of the German news maga-

zine Der Spiegel and one of the most widely read German-language news

websites.

The online archives of these four sources were systematically searched for ar-

ticles that were published in 2016 and either explicitly referred to robot tech-

nology, or were illustrated with a picture of a robot.This included, but was not

limited to, articles including the term “robot*”2 in the title or categorized as

belonging to the subject “robot*”, “artificial intelligence”, or “digitalization”.

Letters to the editor, videos, podcasts, product reviews, and cartoons, as well

as reviews of films or books about fictional robots were excluded. The main

corpus consisted of 270 articles, with the bulk being from Guardian.com (142

articles); 54 articles were from Wired.com, 52 from Nypost.com, and 22 from

Spiegel.de. This corpus was supplemented with over 360 further relevant ar-

ticles, published between 2011 and 2019 in other publication sources.

Just as in the previous chapter, this corpus of material was analyzed fol-

lowing a qualitative content-analytic approach (Mayring, 2010). Analytical cat-

egories were developed inductively and iteratively from the material, the cen-

tral criterion again being instances of animacy attribution to robots in the

wider sense (including attributions of physiology, sensory experience, cogni-

tive processes, intentionality, sociality, personality, emotion), as well as hints

to practices of staging robot agency and animacy (e.g. in the form of a pur-

poseful backgrounding of remote controlling of robot activity). Once again,

the goal of this process was not to measure or quantify the “amount” of in/an-

imacy attribution, but rather to document the qualitative range of attribution

practices, in order to then identify the context, strategic function and conse-

quences of in/animacy attribution practices in each specific instance.

2 Robot* = All words starting with “robot”, including “robots”, “robotics”, “robotic”, “robo-

tized” etc.
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Chapter Structure

The present chapter will, first, explore the spectrum of perspectives on robot

technology in currentmedia discourse and reveal a discoursemoving between

a utopian and dystopian framing of robots, with science fiction narratives

playing a central role (Section 5.3).

Second, the chapter will analyze the form and function of animacy at-

tributions to robots in media discourse. It will show that, in this particular

context, these attributions often take the form of references to a science-fic-

tion inspired narrative. We will find that these attributions are mainly em-

ployed for three reasons: To attract attention, to make complex and difficult

technologies tangible, and to comment on the ever-increasing presence and

impact of autonomous technologies in everyday life (Section 5.4).

Third, the position and proportion of animacy attributions will be exam-

ined. Once again, we will find a constant switching between robots being rep-

resented as inanimate objects and quasi-animate beings. While the bulk of

article content often does not focus on robots’ apparent animacy, the most at-

tention-drawing aspects of the coverage, such as headlines and illustrations,

frequently contain references to robot animacy (Section 5.5).

Finally, the chapter will discuss the critical discourse directed by the

robotics and AI community towards these practices and towards the ubiquity

of dystopian science fiction references (Section 5.6).

5.3. Hope, Horror, and Science Fiction

Recent news media coverage of robot technology covers a broad stylistic and

narrative spectrum. It ranges from enthusiastic reactions to robots as part

of a luxurious utopian society, to balanced discussions of the potentials and

risks of robot technology, to proclamations of a dystopia ruled by malicious

robot overlords. In this, robots are presented to the audience with different

meanings, in a range of different frames.

The concept of framing, introduced by Erving Goffman (1974), entails the

idea that the way we process information presented to us is crucially influ-

enced by the way this information is organized and structured. Both on the

level of whole media outlets and on the level of individual articles, different

frames for robot technology are created by focusing on specific events and by

highlighting or playing down certain aspects (Happer & Philo, 2013).
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It is not uncommon for robot technology to be framed very differently

in different articles, sometimes even within the same publication medium

(Schäfer, 2011). On the one hand, we encounter reports on specific robots or

robot technologies in a science-oriented mode (cf. Bucchi &Mazzolini, 2003).

Mainly found on dedicated technology news portals and in the science or tech-

nology sections of news periodicals, this kind of report is often authored by

science or technology journalists and focuses more on technological features

and potential applications than on social relevance. For the specific topic of

robotics, these articles often focus on interesting and exciting new robot ap-

plications – frequently garnished with a title inviting the reader to “meet” a

specific robot: “Meet Flippy, a Burger-Grilling Robot” (Kolodny, 2017), “Meet

the Giant Robot that Builds Boeing’s Wings” (Stewart, 2016). The articles in

this cluster cover a wide range of appreciation and judgement towards robot

technology: While many introduce the robot technology in question in a rel-

atively neutral and descriptive manner, some reproduce the manufacturer’s

enthusiastic marketing copy, and some voice doubts about the technology’s

functionality or relevance.

On the other hand, we find articles discussing not specific robots and

scientific findings, but rather robotics and automation technology in gen-

eral – with a typical focus on societal consequences like technological unem-

ployment. They often are written in a problem-oriented mode (cf. Bucchi &

Mazzolini, 2003) and can be found in any section of a publication, from eco-

nomics to culture and society. Here, the discourse on robotics is dominated

by a rather critical, often even dystopian framing of the consequences of in-

creasing “robotization”.

This style of news reporting on robot technology is not a new develop-

ment. Already in 1932, for example, the Portsmouth Times reported that a

robotics engineer had been “Shot by the Monster of His Own Creation” (1932).

In 1964, the German newsmagazine Der Spiegel featured on the cover of an is-

sue on “Automation in Germany” amulti-armed humanoid robot at an assem-

bly line, kicking away a humanworker (Der Spiegel, 1964). In 1978, Der Spiegel

again ran its lead story on “The Computer-Revolution” with a cover showing a

humanoid robot shoving away a human worker (Der Spiegel, 1978a). The lead

article itself compared industrial robot to giant insects, and described them

as “mute colleagues” and “iron subworkers” (Der Spiegel, 1978b). Already back

then, the function of these gaudy references to robots as animate beings was

not only to attract readers, but also tomake automation technologymore tan-
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gible – similar to what we will find for today’s media discourse (cf. Section

5.5).

The currently observable range of different frames, the mix of excited

cheer and impending doom, can be observed for other emerging and con-

troversial technologies as well: “Amid scientific and social uncertainties, a va-

riety of commentators fill the unavoidably speculative space with claims about

‘promise’ or ‘peril’” (Hilgartner & Lewenstein, 2014, p. 2). A study analyzing the

media discourse on synthetic biology observed a “mixture of fascination and

repulsion”, with media coverage “presenting pictures from a possible ‘knight

in shining armour’ … to a ‘Frankenstein’s creation’” (Gschmeidler & Seiringer,

2012, p. 170). A similar “rhetoric of hope and fear” was present in the 1980s

debate on research on human embryos (Mulkay, 1993). And also the public dis-

course on biotechnology since the 1990s has been controversial, with “green

biotechnology” and nano-biotechnology discussed with ambivalence or criti-

cism, while at the same time highlighting the benefits of medical applications

in so-called “red biotechnology” (Acatech, 2012).

Robotics is affected by medialization just as many other emerging tech-

nologies (cf. Weingart 2001). One aspect standing out in the media discourse

on robotics is the extreme prevalence of references to fictional narratives –

specifically to science fiction. Journalists draw liberally – if not always re-

sponsibly, as we will see in Section 5.6 – from the readily available cultural

reservoir of prototypical robot characters and narratives of human-robot in-

teraction (cf. Chapter 1, Section 1.3). Here, science fiction references take the

role of a convenient and effective tool, making robot technology tangible and

interesting to a non-expert audience – the vast majority of which is likely to

be exposed to robots almost exclusively through popular fictional narratives.

Even when someone is not intimately familiar with specific robotic characters

from movies, TV shows, or novels, they will usually at least be able to picture

what a (fictional) robot usually looks like, and probably also know some typical

plot lines. Journalists direct attention to their coverage of robotics by referenc-

ing these inherently emotionally charged, exciting, and engaging narratives.

Moreover, science fiction is a rich pool of shared cultural knowledge

that journalists employ to make complex robots, and other more abstract

autonomous technologies, tangible to their readers:

“Science fiction provides an array of conceptual frameworks for engaging

with scientific or technological issues. It speaks directly to people’s concerns,

fears, anxieties and desires, encouraging them to work through the possi-
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ble implications of different scenarios while, at the same time, promising to

keep them entertained in the process.Whatmight otherwise be regarded as

a dauntingly complex issue, evidently requiring careful attention over time,

can be creatively explored in a manner which makes sense to people in rela-

tion to their personal circumstances.” (Petersen, Anderson, & Allan, 2005, p.

338)

Autonomous mobile platforms or very human-like androids may not yet be

commonplace in contexts where laypeople can encounter them, but they can

be explicitly compared to their fictional counterparts – such as a security

robot to RoboCop (e.g. Woolf, 2016), Boston Dynamic’s Atlas robot to the Ter-

minator and to the Star Wars droid C-3PO (e.g. Belfiore, 2014), or robots par-

ticipating in the 2015 DARPA3 Robotics Challenge to another Star Wars droid,

R2-D2 (e.g.McMahon, 2015): “Terminator & co lend themselves to making the

topic of AI recognizable at a glance, and to filling it with emotions”4 (Her-

mann, 2019a). Figure 8 shows some examples of the Terminator used as an

illustration for various technological topics (also see Section 5.4).

This affinity for science fiction-inspired references is not necessarily

unique to the media discourse on robotics. In an analysis of media reactions

to biotechnology, Alan Petersen and colleagues (2005, p. 1) observed that

“news media coverage of biotechnology issues offers a rich source of fictional

portrayals, with stories drawing strongly on popular imagery and metaphors

in descriptions of the powers and dangers of biotechnology” – one popular

example being the story of Frankenstein’s monster (Shelley, 1918).

Most popular science fiction narratives depict robots with life-like charac-

teristics, such as natural language interaction, goal-directed intentional be-

havior, and a humanoid body (cf. Hermann, 2019b; cf. Chapter 1, Section 1.3).

Critics have pointed out that it can therefore be difficult for the audience to

separate fact from fiction when science fiction references are used as an ex-

planatory handhold: “If someone speaks about the terminator robot, it in-

vokes a set of expectations in the listener about how a robot might look, act,

or what its tasks or capabilities are” (J. Carpenter, 2016, p. 23). References to

fictional robots also “may act as a positive or negative influencer, depending

on how it is used as a rhetorical device” (ibid., p. 22), carrying with them an

inherent judgement of the robot’s righteousness. Whether a humanoid robot

3 Defense Advanced Research Projects Agency (USA).

4 Translated from German by the author.
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is compared to the friendly C-3PO from Star Wars or the killer cyborg Ter-

minator makes a crucial difference for the mental model a reader develops of

the robot. A robot technology thus can be framed as promising or perilous,

simply by choosing one or the other well-known science fiction character or

story as a reference point.

Figure 8: The Terminator, used as an illustration for articles on autonomous warfare

technology (top left, 2016, and bottom right, 2019), a pressure-sensitive “skin” technol-

ogy (top right, 2019), and technological unemployment (bottom left, 2016).

 

Sources: https://nypost.com/2016/08/19/these-robots-could-help-us-win-the-wars-of-th

e-future (top left) | https://www.telegraph.co.uk/technology/2019/09/02/electronic-skin

-could-allow-robots-feel-pain (top right) | https://www.spectator.co.uk/2016/01/i-robot

-you-unemployed (bottom left) | https://www.theguardian.com/commentisfree/2019/se

p/19/killer-robots-why-do-so-many-people-think-they-are-a-good-idea (bottom right).

Screenshots taken on 2019-12-06.

https://nypost.com/2016/08/19/these-robots-could-help-us-win-the-wars-of-the-future
https://nypost.com/2016/08/19/these-robots-could-help-us-win-the-wars-of-the-future
https://www.telegraph.co.uk/technology/2019/09/02/electronic-skin-could-allow-robots-feel-pain
https://www.telegraph.co.uk/technology/2019/09/02/electronic-skin-could-allow-robots-feel-pain
https://www.spectator.co.uk/2016/01/i-robot-you-unemployed
https://www.spectator.co.uk/2016/01/i-robot-you-unemployed
https://www.theguardian.com/commentisfree/2019/sep/19/killer-robots-why-do-so-many-people-think-they-are-a-good-idea
https://www.theguardian.com/commentisfree/2019/sep/19/killer-robots-why-do-so-many-people-think-they-are-a-good-idea
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5.4. From Human-Shaped Software to the Robot Apocalypse:
Practices of Animacy Attribution

References to robot animacy are often placed in prominent and attention

grabbing positions within the context of an article. Drawing readers’ atten-

tion and interest is, however, only themost obvious function of animacy attri-

butions in media discourse. Journalists covering complex technological top-

ics like digital transformation and automation face the challenge of making

these topics tangible for their lay audience. Some technologies might already

play an active role in their audience’s life, such as algorithmically controlled

social media feeds or search engine results. Other technologies might not

even be present in the audience’s immediate environment, such as industrial

robotics, or have no direct impact on their lives yet because they are just about

to enter the consumer market, such as service robots.Therefore, references to

well-known and often dramatic science fiction narratives not only serve as at-

tention-grabbers.The shared cultural knowledge of popular narratives makes

robots and related emerging technologies tangible for a non-expert audience.

Similarly, the frequent use of pictures of humanoid robots, both fictional and

real, is a way of making robot technology imaginable. The same goes for ref-

erences to robots having traditionally human tasks, roles, emotions, or even

physiology. Moreover, depicting robots as having goals and intentions can be

a way of commenting on the seemingly inevitable approach of autonomous

technologies into all areas of life. In the following sections, we will explore in

depth these functions and specific forms of animacy attributions.

The Human(oid) Bias: Making Robots Tangible and Imaginable

When exploring the media discourse on robotics, one encounters an even

looser definition of what a robot is than within the robotics community (cf.

Chapter 1, Section 1.5). The term “robot” seems to be used as a one-for-all for

a variety of technologies, including basic statistics software, machine learn-

ing, and artificial intelligence (AI) – to name only a few buzzwords. Some-

times, robots stand in for technologies that have nothing to do with robotics

whatsoever. The term “robot” has been used for journalistic software (Kelly,

2016; Rogers, 2016), a legal advice chat bot (Naughton, 2017), a virtual govern-

ment clerk (Davies, 2016), image recognition software (New York Post, 2016;

Schmundt, 2019), lie-detection software (Klausner, 2016), bookkeeping soft-

ware (Monga, 2015), investment software (L. Lin, 2016),music software (Biggs,
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2016), and many more. A similar phenomenon has been described for the me-

dia discourse on genetic technology and research: Francis Collins, head of the

Human Genome Project, observed that people tend to “lump anything with

‘gen’ as the human genome project—gene therapy, GM foods, cloning—it’s all

the same thing” (cited in Lewis, 2000).

To some extent, it is simply a strategy to attract an audience:

“The word robot generates a lot of … fascination and sometimes fear. … You

can use it to get people’s attention. … It’s much sexier to call something a

robot than to call something a dishwasher.” (Darling, cited in Simon, 2017a)

Using the “emotionally resonant” (cf. Lim, 2017a, 2017b) term “robot” not only

serves to attract attention, increase readership, and drive up click counts.

Robots can also be a metaphor for a range of new technologies that are still

unfamiliar to a non-expert audience and cannot yet evoke an established con-

ceptualmodel (LaFrance, 2016). In this context, robots serve as a stand-in until

the technology in question becomes more familiar. We will examine the idea

of robots being part of the future and thus representing new and exotic tech-

nologies in more depth further below.

Non-experts may simply lack the knowledge necessary to tell apart dif-

ferent robotic and non-robotic technologies. This is supported by a US study

reporting that study participants did not distinguish between their fear of

robots and fear of artificial intelligence (Liang & Lee, 2017). The authors sug-

gest that this distinction is simply not relevant to the general population. In

a similar vein, Stephen Cave and colleagues report one of their study partic-

ipants defining artificial intelligence as “scary robots” (2019, p. 3; cf. Dihal,

2019).

Paradoxically, this very loose use of the term “robot” is intrinsically tied to

a very specific physical form of robot, namely robots designed to imitate the

human form – humanoids. This is observable in both the choice of illustra-

tions in the context of news articles and the way robots are framed in article

texts.When it comes to pictures accompanying news articles, “humanoids are

... hogging all the attention” (Thórisson, 2007). Both, articles on automation

in general and articles on non-humanoid robots, are frequently illustrated

with pictures of humanoid robots. In 2016 alone, Guardian.com published 52

articles on robotics and the future of work, almost half of them of them illus-

trated with a picture of a humanoid robot. Not a single one of these articles

was about humanoid robots.



5. Reporting on Robots 115

The most popular choice are images of existing humanoid robots, such

as Softbank’s Nao5 and Pepper6, or parts of humanoid robots, like hands or

heads. The Pepper robot, marketed for service contexts like retail or hospital-

ity, is one of the first humanoid robots on the commercial market.This makes

it a popular choice of illustration for articles on robot technology – even when

the technology in question has not even the slightest resemblance to Pep-

per. Following media coverage for a while, one could get the impression that

Pepper is a nanotechnologically powered artificial intelligence, killing jobs by

working simultaneously as a lawyer, investment advisor, hotel receptionist,

and surgeon (see Figure 9).

Another popular illustration choice are artistic renderings of humanoid

robots from stock image databases. These illustrations are often science fic-

tion-inspired, featuring extremely human-like androids. Popular are also pic-

tures of fictional humanoid robots or cyborgs from successful movie fran-

chises, such as the Terminator, Robocop, or C-3PO.

Just like science fiction references, illustrations of humanoid robots not

only serve as an attention catcher for text articles, they also provide a mental

model for non-experts to think about complex digital technologies and issues

of automation in general (cf. Thórisson, 2007). Their use in the news media

is so ubiquitous that they have evolved into something like metaphorical vi-

sualizations. Andreas Lösch (2006) observed a similar phenomenon for the

case of nanoparticles, which are frequently illustrated with pictures of micro-

submarines.

Pictures of humanoid robots do not only reinforce the widespread as-

sumption that the humanoid form is the default form of a robot (cf. T. No-

mura et al., 2005), they also implicitly frame a technology as possessing other

human characteristics – such as animacy:

“Robots with humanoid features make it a lot easier for people to perceive

them as intelligent: Head, eyes, arms, legs — these imply ‘living being’

whereas a rectangle chunk of metal on belts implies ‘vacuum cleaner’.”

(Thórisson, 2007)

A similar “humanoid bias” in media discourse is present in neighboring tech-

nology topics, such as artificial intelligence, machine learning, or big data

(Geitgey, 2018; Montani, 2017; Pentzold, Brantner, & Fölsche, 2018; Winfield,

5 https://www.softbankrobotics.com/emea/en/nao (accessed on 2019-12-21).

6 https://www.softbankrobotics.com/emea/en/pepper (accessed on 2019-12-21).

https://www.softbankrobotics.com/emea/en/nao
https://www.softbankrobotics.com/emea/en/pepper
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Figure 9: Pictures of Pepper robots used as illustrations in articles on medical robots

(top left, “Would You Undergo Surgery Performed by a Robot?”, 2017), AI and nan-

otechnology (top right, 2015), software (bottom left, 2016), and chatbots (bottom right,

“When Robots Present the News”, 2016).

 

Sources: https://www.industry-of-things.de/wuerden-sie-sich-von-einem-roboter-oper

ieren-lassen-a-600562 (top left) | https://www.theguardian.com/technology/2015/feb/18

/artificial-intelligence-nanotechnology-risks-human-civilisation (top right) | https://ww

w.handelsblatt.com/unternehmen/beruf-und-buero/buero-special/kuenstliche-intellige

nz-die-robo-anwaelte-kommen/13601888.html (bottom left) | https://www.faz.net/aktu

ell/feuilleton/medien/medien-chatbots-roboter-die-nachrichten-ansagen-14363427.html

(bottom right). Screenshots taken on 2019-12-06.

2017). Here, next to the same popular pictures of humanoid robots, we can

find a variety of “awful stock photos” (Geitgey, 2018) showing “AI tropes” like

wires connected to a brain, or a “human face coalescing … from the atomic

parts of the AI” (Winfield, 2017) – similarly fostering the impression that ar-

tificial intelligence has human characteristics.

https://www.industry-of-things.de/wuerden-sie-sich-von-einem-roboter-operieren-lassen-a-600562
https://www.industry-of-things.de/wuerden-sie-sich-von-einem-roboter-operieren-lassen-a-600562
https://www.theguardian.com/technology/2015/feb/18/artificial-intelligence-nanotechnology-risks-human-civilisation
https://www.theguardian.com/technology/2015/feb/18/artificial-intelligence-nanotechnology-risks-human-civilisation
https://www.handelsblatt.com/unternehmen/beruf-und-buero/buero-special/kuenstliche-intelligenz-die-robo-anwaelte-kommen/13601888.html
https://www.handelsblatt.com/unternehmen/beruf-und-buero/buero-special/kuenstliche-intelligenz-die-robo-anwaelte-kommen/13601888.html
https://www.handelsblatt.com/unternehmen/beruf-und-buero/buero-special/kuenstliche-intelligenz-die-robo-anwaelte-kommen/13601888.html
https://www.faz.net/aktuell/feuilleton/medien/medien-chatbots-roboter-die-nachrichten-ansagen-14363427.html
https://www.faz.net/aktuell/feuilleton/medien/medien-chatbots-roboter-die-nachrichten-ansagen-14363427.html
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Pictures of humanoids are the most visible and obvious way in which ani-

macy is attributed to robots in the context of media discourse.The humanoid

bias goes beyond ascribing just humanoid embodiment to robots, however,

and extends into to other forms anthropomorphism. While only few articles

state outright that a certain robot “is basically a human” (Reed, 2016), robots

and neighboring technologies are frequently framed as having human-like

features even beyond their physical shape.

Indirectly, the choice of specific topics covered in the media sets the basis

for this practice. Sarah Kriz and colleagues (2010) found that, while the recent

boom in social robotics was covered extensively in the media, advancements

in robots’ cognitive capabilities were systematically given less attention. Some

technology news sites even set the whole focus of their robotics sections on

social aspects of robotics. Robots are frequently framed as being about to take

over not only specific tasks traditionally performed by humans, but complete

jobs or even roles. Examples range from specifically social roles (“Zora, the

Robot Caregiver”, Satariano, Peltier, & Kostyukov, 2018; “transforms into a

cute robot companion”, Gibbs, 2016a), to service tasks (“turns into an adorable

mini robot butler”, ibid.; “newest crew member of Costa Cruise Line”, Reese,

2016) and white collar jobs (“the new bookeeper is a robot”, Monga, 2015; “the

robo-lawyers are coming”, Postinett, 2016), to law enforcement (“humanoid

robots invade our lives as … first responders”, Belfiore, 2014) and even man-

agement (“why a robot could be the best boss you’ve ever had”, Chamorro-

Premuzic, 2016). Especially on technology news portals and articles in the

science-oriented mode, readers are frequently invited to “meet” a robot or

read that humans “welcome” a new robot: “Meet Luigi the PoopBot. He’s Here

to Scrape Your Sewers” (Grey Ellis, 2016) “Meet Zora, the Robot Caregiver”

(Satariano et al., 2018), “[A baseball manager] is Welcoming Robot Umpires”

(Phillips, 2019), “People will welcome the new [robot] ‘master chef ’ to their

kitchen” (Joshi, 2018).These phrases not only attribute personhood to a robot,

they also frame it as being able to interactive socially. Moreover, it depicts

robots as individuals – even though they usually are not even unique one-

off artifacts, but in fact off-the-shelf robot models produced by the hundreds

and thousands. Frequently, these depictions do not explicitly refer to human

characteristics but more generally to characteristics of living beings. We find

references to robots with not only a humanoid form, but with biological bod-

ies and physiological processes – for example, when a sensor technology for

the detection of heat or pressure is called an “electronic skin that could allow

robots to ‘feel’ pain” (Boland, 2019).
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Emotions are often attributed to robot technology as well. A demonstra-

tion video by Boston Dynamics (2016), showcasing their Atlas robot being

repeatedly pushed in order to demonstrate its balance and stability, caused

considerable media reactions attributing suffering to the stumbling, “abused”

robot, even describing the actions shown in the video as “bullying” or “torture”,

and predicting the robot’s future revenge (e.g. Hern, 2016; Koerber, 2016; No-

vak, 2016; Stockton, 2016).

When describing so-called “intelligent” technologies, field experts them-

selves frequently employ terms loaded with meaning from a human perspec-

tive, such as “experience”, “learning”, “recognizing”, or “thinking”. Not sur-

prisingly, the news media pick up these terms and relay them to their non-

expert audience – which is not able to assess subtleties like the difference be-

tweenmachine intelligence and human intelligence. Headlines like “Facebook

is Training Robots to Think” (Paris, 2019) or “Robotic Vacuum Remembers

Your Home’s Layout” (Verger, 2018) thus insinuate that robots have human-

like cognitive processes.

Voices from within the robotics and AI community have been criticizing

the liberal and sometimes incautious use of these “suitcase words” (Minsky,

2006, p. 11). Robotics professor Rodney Brooks (2017b) noted that “the use

of these words suggests that there is much more there than is there” and

expressed worries that “people will over generalize and think that machines

are on the very door step of human-like capabilities in these aspects of being

intelligent”. Section 5.6 will dive deeper into this critical discourse.

Be it physical shape, physiological or cognitive processes, professional and

social roles, or even personhood and individuality – in media coverage of

robot technology we can observe references and comparisons to human char-

acteristics on all levels. Through science fiction references or comparisons

to real humans, robots and other autonomous technology is made tangible,

imaginable, and exciting for the non-expert audience. However, not only the

characteristics of specific technologies are at the center of the discourse. The

consequences of their deployment, too, are discussed in a way that inherently

frames robot technology as quasi-animate.

The Inevitable Robot Apocalypse: Commenting on a Technologized

Society

When exploringmedia discourse and looking specifically for pictures or men-

tions of robot technology, the majority of articles one encounters does not
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focus on specific technologies. Instead, we find a steady stream of articles on

automation and its consequences that not only make constant references to

robot technology but also embed it in a very specific narrative: That of robots

actively and intentionally approaching to steal human jobs. This narrative –

in its extremes packed with references to “robot overlords” and even the end

of humanity – is not only “a convenient, faintly ominous, and click-generat-

ing shorthand for referring to the phenomenon of automation in the work-

place” (Merchant, 2019). It is also a way to express the perceived inevitability

of ever-increasing automation, and the apparent helplessness of the average

person in the face of more and more traditionally human tasks being auto-

mated.This process goes beyond the automation of simple physical tasks and

increasingly includes “soft” skills like social interaction, caretaking, or creativ-

ity. In the context of media discourse, the perceived inevitability of advancing

autonomous technology is – once again – met with references to a curiously

specific science fiction-inspired narrative. Not only is the active involvement

of human agents pushed to the background. Robots – here understood as a

stand-in for automation in general – are framed to be coming from a pre-

determined future. These robots want to steal human jobs, and a takeover of

robot overlords appears to be practically inevitable (e.g. Corbyn, 2015).

Presumably, most journalists and readers are well aware that it is not

robots who decide to purchase and install themselves in factories and per-

sonally fire the employees whose tasks they take over. As Astra Taylor (2018)

suggests, a brutally honest headline would be: “Capitalists are making tar-

geted investments in robots designed to weaken and replace human workers

so they can get even richer”. Obviously this is not very catchy.Therefore, typi-

cal headlines instead refer to an active, physical approach of robots – such as:

“Robots are Leaving the Factory Floor and Heading for Your Desk – and Your

Job” (Corbyn, 2015). Robots are almost routinely framed as acting on their own

initiative, while human agents – such as manufacturers or customers – are

effectively backgrounded (Leeuwen, 2008, p. 29). An analysis of the represen-

tation of military robots in the mass media and in Department of Defense

press releases similarly observed that, while there usually “is some reference

to the social actor elsewhere in the text, … their role in the represented action

has been de-emphasized” (Roderick, 2010, p. 238).

When robots are described as coming for human jobs, there is already a

certain attribution of intentionality as the driving force: “Yes, the Machines

are Getting Smarter, and They’re Coming for More and More Jobs” (Tufekci,

2015). This intentionality is frequently framed as something dangerous, the
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idea being that once we let robots out of our control they will follow their own

– often malicious – agenda. Individual reports and articles usually only use

one or two specific references. Taken together, these references assemble into

a curiously stable narrative that sounds as if plucked directly from a science

fiction novel. A science fiction novel with a decades-old and very specific niche

narrative in which robots’ agency and intentionality are directed against hu-

manity. A narrative that reportedly already felt outdated to science fiction leg-

end Isaac Asimov himself in the 1950s (Nof, 1985, p. xi).This narrative of robots

rebelling against their humanmasters is a common trope in science fiction lit-

erature of the twentieth and twenty-first century (cf. Chapter 1, Section 1.3). It

mirrors the historically troubled and competitive relationship between work-

ers and machines, as well as the perceived threat to human agency over the

means of production (Meinecke & Voss, 2018). This narrative can be traced

back to the Czech play “R.U.R.” (Čapek, 1920) and has been retold and mod-

ified many times, from short stories by Isaac Asimov to television series like

“Battlestar Galactica” (Moore, 2004) and movies like “Ex Machina” (Garland,

2014). Inspired by this, autonomous technology is described in the news me-

dia as, for example, being “on a mission” (Alba, 2016), “eager” to do something

(Glaser, 2016), “willing to kill” (Sample, 2016), needing to be “tamed” (Stone,

2015), being allowed to “have free reign of the house” (Gibbs, 2016b), “stealing”

jobs (Vardi, 2016), “infiltrating … assembly line[s]” (Paur, 2013) or “escap[ing]

the factory floor and star[ting] conquering big cities” (Simon, 2017a). It is no

accident that the plot line of the Terminator movie franchise – in which ma-

chines take over control of the world – is one of the most referenced stories.

The narrative of robots’ negative power over humanitymoves between sto-

ries of a more or less unfriendly competition on the labor market and predic-

tions of outright genocide. Next to many articles framing robots as only in-

terested in our jobs there is a huge section of the discourse discussing robots

as a threat to human identity (cf. Złotowski, Yogeeswaran, & Bartneck, 2017),

featuring very explicit descriptions of an apocalyptic future in which robots

will destroy humanity. References range from a robot vacuum “trying to eat its

owner’s head” (McHugh, 2015), to smart robots “casting out workers from fac-

tories and offices” (Hagelüken, 2016), to “AI, robotics, and autonomous vehi-

cles all unit[ing] in a winner-takes-all battle against humanity itself” (Bishop,

2014). The basic plot of robots wanting to take our jobs is followed by the idea

that robots will “go rogue” at some point (e.g. Ambasna-Jones, 2016), break-

ing loose from human control, even plotting revenge against the humans who

treated them badly.This specific narrative was particularly popular in the cov-
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erage of the “tortured” Atlas robot: “Engineers have been filmed beating, push-

ing and torturing a humanoid robot in video that could one day be seen as

the beginning of the war between man and machine” (Griffin, 2016), “When

robots inevitably take over the world, remember this video” (Koerber, 2016).

The narrative continues with robots actively trying to take control over the

world in a “rise”, “march”, “uprising”, “rebellion”, or “revolution”, in which they

are expected to resort to outright, systematic violence. For example, Amazon’s

warehouse robots are frequently referred to as an “army” (e.g. Chang, 2014;

Thielman, 2016) and robots posing a potential competition for human work-

ers are often framed as an “attack”, “invasion”, or “war” (e.g. Epstein, 2016).

Finally, the narrative goes, robots will “take over” (e.g. Bostedt, 2016) and as-

sume the role of overlords.7

In some variations, the narrative even escalates towards an apocalyptic

end of humanity. In line with the idea that eventually all traditionally human

jobs will be automated, this dystopian narrative frames the conflict with

robots as something not only relevant for those whose jobs are threatened,

but for all of humanity. Robots becoming more and more similar to humans

triggers, on the one hand, discussions of human-machine distinction, of

“what it means to be human” (Chatfield, 2016) and the “future of (hu)mankind”

(Burton-Hill, 2016; McMahon, 2015). On the other hand, it causes robots to

be perceived as a threat to our very humanness – be it as competitors in a

“race” (Hagelüken, 2016; Thielman, 2015), opponents in “mankind’s war with

the robots” (Epstein, 2016), or as an outright existential threat of “the end

of humanity” (Biggs, 2016; Robbins, 2016). This highly dramatic timeline is a

conglomerate of tropes, but almost never referred to in its entirety. Instead,

news articles usually refer to little snippets of the narrative, implying that

readers already know the story very well. So well, that important aspects of

the narrative are often used with the definite article, and occasionally even

capitalized like proper nouns – such as “The Robot Revolution” (instead of “a

robot revolution”).

7 The trope of robotic overlords has become so common that a mocking counter-trope

has appeared. It can be traced back to the quote “I, for one, welcome our new insect

overlords” from the film adaptation (B. I. Gordon, 1977) of a H.G. Wells (1905) short

story. “Its phrasal template ‘I, for one, welcome our new X overlords’ has been widely

used to express mock submission towards an obsessively controlling individual for the

sake of humor” (Know Your Meme, 2012). The variation “I, for one, welcome our new

robot overlords” has become such a staple that it is frequently used for introductions

of new robot technology.
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At the same time, this specific narrative is presented not only as a pre-

determined future waiting for the present to catch up, but also as a physical

location fromwhich certain robots are coming from.Here, robots are typically

described in a way that attributes a strong agency and even intentionality to

them.They are approaching us from the future, their arrival apparently some-

thing we as humans do not have any control over, with all agency lying in the

hands of the robots themselves: “2017 was the Year the Robots Really, Truly

Arrived” (Simon, 2017b).

The highly dramatic narrative chain of events is not only referenced over

and over, it is persistently framed as not as a possibility, as a hypothetical,

fictional future, but as a predetermined timeline of future robot technology

development. This way, articles reporting on technologies of the present also

appear to prepare the audience for a “known” future in which robots will take

over: It is “only a matter of time” (Hamill, 2016), “the only question is when,

not if, humanoid robots will work, play and war beside us” (Belfiore, 2014).

The present simply appears as not having reached the start of this timeline

yet. That it will start at some point is undoubted: “The day … draws inex-

orably closer” (ibid.). Even present technological developments are constantly

compared to their “predicted” counterparts. Whenever a sufficient overlap is

perceived it is interpreted as the future having “arrived” (Fetterman, 2016)

or us “already living in the future” (Stone, 2015). Certain developments in

robotics are even referred to as a sign that the anticipated disastrous end-

ing – the Robot Apocalypse – is already in sight. Robot platforms measuring

up to the expectations set by fiction are therefore popular illustrations for

anything considered remotely robotic – such as the few commercially avail-

able humanoids (e.g. Pepper, Nao) and those staged as sufficiently impressive

in demonstration videos (e.g. Atlas). If, however, a new robot technology does

not live up to the predictions and expectations, this is not necessarily under-

stood as indication for the predictions being wrong. Instead, it is described

as a temporary delay – typically observable in comments that some expected

robot capability is “not yet there”. For example, in the 2015 DARPA robotics

challenge, research teams competed by having their state of the art robots

complete an obstacle course simulating the aftermath of a disaster like the

Fukushima catastrophe. From a robot technology perspective, the – mostly

humanoid – robots showed impressive abilities. Media reactions, however,

were steeped in both apparent Schadenfreude and relief in the view of robots

failing to complete seemingly simple tasks like opening a door (Guizzo & Ack-

erman, 2015). Even renowned robotics professor Rodney Brooks was com-
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pelled to comment that “anyone who is worried about the robot apocalypse

just needs to keep their doors closed” (cited in Keay, 2015). However, even in

the face of the slapstick-like robot fails the discourse was steered towards the

apparently inevitable Robot Takeover. Readers were asked to “laugh … while

[they] can” (Tabarrok, 2015), “with whatever short-lived impunity [they] may

still have” (O’Connor, 2015).

Even when the alluded-to future is not one explicitly predicted to end in

the Robot Apocalypse, robot technology is almost always expected to evolve

into something more human-like than today. Even the robotics news site

Robohub, analyzing past and possible future trends in robots in an article

titled “Envisioning the Future of Robotics”, illustrated the predicted evolution

of robots from less to more humanoid, referencing famous illustrations of

apes “evolving” into humans (Mayoral Vilches, 2017). In this sense, attribu-

tions of animacy to robots are used to show how close to the future a specific

technology is perceived to be.

5.5. Switching Perspectives: In/Animacy Attributions as
Constructive Practice

The role of animacy attributions appears to be minor when they are quanti-

fied by the proportion of text they take up in individual articles. However, the

typical positioning of animacy attributions within and around an article gives

them substantial impact. In the context of specific news articles, “flashy” ref-

erences to robot animacy are usually positioned strategically where they can

attract attention or drive home a critical standpoint on automation. Typically,

these references can be found in a headline, “punchline”, or illustration. In

this, they often stand in contrast or even contradiction to the tone and con-

tent of the rest of an article, which typically discusses robot technology in a

more matter-of-fact manner. A headline like “Robots Instigate Revolution in

the Workshop”8 (Menzel, 2017) conjures images of humanoid robots mount-

ing the barricades in a factory hall. The article below this headline, however,

simply reports that “car manufacturers will increase the use of robots” and

does not imply in any way that robots are deciding anything by themselves –

least of all a revolution. Under the headline “Plant Biologists Welcome Their

8 Translated from German by the author.
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Robot Overlords” – raising visions of similarly science-fiction inspired sce-

narios – we read that “old-school areas of plant biology are getting tech up-

grades that herald more detailed, faster data collection” and no mentions of

overlords (Ledford, 2017). And under the headline “New York State Creates

Group to Study Rise of Robots” we do not find a report on scientists observ-

ing the approach of a robot army but learn that “New York state will convene

a panel to study the impact of artificial intelligence, robotics and automation

on the state and suggest areas of potential regulation” (Vielkind 2019). And

vice versa: A concluding sentence like “The idea is that biohybrids could be

very cheap to produce, and they would just biodegrade once they outlive their

usefulness” is followed by a snarky “Or, you know, they could start multiplying

and take over the world” (C. Smith, 2016).

Articles discussing an emerging robot technology expected to “inevitably”

(cf. Section 5.4) play an important role in the future often use a combination

of the negation of animacy and the word “yet”. A sentence or headline might

explain that robots do not have certain advanced abilities, which could make

them appear animate. Crucially, however, the sentence ends with “yet” – im-

plying that it is only a matter of time until those abilities emerge: “Robots

aren’t stealing our jobs, yet” (O. Smith, 2015).

In the in the vast majority of cases we find animacy attributions not in

the text itself but in the image(s) placed next to the text. Especially pictures

of humanoid robots – both real and fictional ones – are ubiquitous (cf. Sec-

tion 5.4) and often create an almost absurd contrast to the written article.

For example, an article which explicitly tries to distance itself from science-

fiction tropes by stating “We are not talking about the artificial intelligence

robots of Hollywood dreamers… In the real world this is muchmoremundane

and more immediate”, is accompanied by a picture of a fictional humanoid

robot from the movie “Robot & Frank” (Schreier, 2012), captioned “Could fic-

tion soon become reality?” (Ambasna-Jones, 2015). An article on autonomous

weapons, referred to as “killer robots” in the headline, is illustrated with a pic-

ture of small humanoid Nao robots playing soccer (Dreifus, 2019). An article

on image recognition software is placed next to a big picture of the humanoid

Pepper (Schmundt, 2019).

While interacting with such an article readers are submitted to a constant

switching of perspectives on robot technology: From a headline alluding to

robots having intentionality (“Want to steal your job”), to a dry report on the

management of a company announcing to automate certain production tasks,

to a punchline referencing robot overlords, to an illustration featuring a cute
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humanoid robot, captioned with a neutral reference to the article text. Over

the course of the reading process the technology in question changes frames,

from “animate” to “inanimate” and back, several times. While tone and fo-

cus vary with the type of article and publication, this switching is observable

across the whole sample of analyzed articles, independent of the style.

We encountered this constant change of perspective already at our earlier

stops along the life cycle of robots, in our explorations of research and de-

velopment practices, of demonstrations, science communication, and mar-

keting. Just as in these other contexts, also in media discourse the switching

of attributions of in/animacy to robots has context-specific constructive func-

tions. In media coverage of both, specific robotic technologies and technolog-

ical progress in general, pictures of futuristic humanoid robots and references

to dramatic dystopian narratives appear to do an excellent job at attracting

readers’ attention. Not only that, comparisons to well-known fictional narra-

tives can make a difficult to grasp technology tangible and imaginable. More-

over, references to well-known tropes like the Robot Apocalypse can serve as a

comment on the seemingly inevitable saturation of society with autonomous

technologies.

At the same time, the majority of analyzed articles also attempts to give a

reality-based perspective on the technologies in question, focusing on tech-

nical details and limitations.The constant switching of perspectives, between

robot animacy and inanimacy, has a constructive quality. It is a reflection of

the complexity of the topic, and of journalists’ attempts at satisfying multiple

demands: That of attracting an audience, that of informing the audience, and

that of commenting on current societal developments.

However, it appears that attributions to robot animacy, the forms dis-

cussed above, have become such a staple in media discourse that their use has

become somewhat opportunistic. References to science fiction and images of

humanoid robots often are not selectively and constructively sprinkled among

fact-based information, but appear to be routinely pasted on everything that

remotely resembles a robot. This practice has been drawing criticism, as the

next section will discuss in depth.

5.6. Critical Discourse: Animacy Attributions as Traffic Bait?

The common practice of overpowering depictions of robots as inanimate ma-

chines with Terminator pictures and references to the Robot Apocalypse does
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not only generate favorable reactions.The treatment of fictional narratives as

predictions of the future, painting a picture of an inevitable dystopian future

of humanoid robot overlords, as well as the frequent use of misleading head-

lines and visualizations – a practice which is usually considered a journalistic

faux-pas (Schenk, 2007, p. 122) – are facing criticism from both within the

journalism community and the robotics and AI community.

With the mass media as a main source of information on scientific devel-

opments for the lay public and policy makers (Schenk, 2001; Summ&Volpers,

2016), the way robot technology is presented and framed in the media can

have far reaching consequences – from “setting the agenda” (Lippmann, 1922;

McCombs & Shaw, 1972) to critically shaping public opinion, legislation, and

further technological progress (as Chapter 7 will discuss in more depth). For

example, the New York Time’s coverage of robotics promoted the extensive

development and use of social robotics in the US (Russett, 2011) – not by di-

rectly praising certain robot technologies, but “by creating … opportunities”

or “niches” which robotics “could usefully occupy” (Arthur, 2010, p. 174).

Interestingly, the media-critical discourse also takes place within the

same publications that regularly employ the very practices facing criticism.

The Guardian – which routinely features articles referencing robot animacy

and illustrates most of its articles on AI with pictures of humanoid robots

– also published articles titled “The Media are Unwittingly Selling Us an AI

Fantasy” (Naughton, 2019) and “How the Media Gets AI Alarmingly Wrong”

(Schwartz, 2018).

While academic publications on the issue are still rare, the bulk of critical

reactions ranges from heated discussions on social media among AI ethicists

and communication scientists to dedicated journalistic articles. They point

out the “epidemic of AI misinformation” (Marcus, 2019b), the “fantasy-based”

(Fernaeus et al., 2009, p. 280) “unhinged discourse” (Schwartz, 2018), and that

“robots aren’t going to kill you” (Buchanan, 2015). Some of the criticism is

quite harsh: Journalists are accused of being “clueless”, “willfully ignorant”

(Sofge, 2015) and “opportunistic” (Schwartz, 2018) when it comes to robots

and AI, “callously traffic-baiting” (Sofge, 2015), “spreading misconceptions”

(A. Guzman, 2017), “misrepresenting research for the purpose of generating

retweets and clicks” (Schwartz, 2018), and “amplifying industry’s self-inter-

ested claims” (Naughton, 2019).

Especially the ubiquitous references to science fiction narratives face crit-

icism. For example, Isabella Hermann (2019a) argues that they are not a suit-

able base for a societal discourse on AI; that, on the contrary, they distract
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from the really relevant opportunities and challenges. Hermann (2019b) also

points out that “robots in films … tell us little about technical progress or

the pressing challenges of digitalization and artificial intelligence, but all the

more about ourselves”. Similarly, Lisa Meinecke and I (2018, p. 208) argued

that considering science fiction as a kind of societal wish list for the future

means disregarding that these narratives are not a neutral repository of ideas

about technology or a road map to the future. Rather, they are a reflection of

the values, hopes, and anxieties of the cultural context they originate from.

This criticism of the animistic treatment of robot technology is partic-

ularly directed at the media. However, as we saw in Chapters 3 and 4, also

roboticists themselves face this criticism –be it in the context of robot design,

human-robot-interaction design, or science communication and marketing.

We will revisit this issue in the following final chapter.

5.7. Summary

References to robot animacy are ubiquitous in the news media: In discourses

of promise or peril, of fascination or repulsion, and across all journalistic

styles; in science-oriented and problem-oriented articles, in enthusiastic re-

ports on a new robot technology, in pessimistic essays lamenting the immi-

nence of a machine-controlled dystopia, and between dry descriptions of the

newest sales figures of industrial robotics in the automotive industry. In all

these contexts, robots and other autonomous technology are regularly framed

and (re)presented as possessing human-shaped, even biological, bodies, as

well as emotions, goals, and intentions.

Most instances of animacy attribution inmedia discourse can be observed

in one of two contexts. Firstly, in the context of discussions of autonomous

and autonomous-appearing technology – independently of whether this tech-

nology is really “robotic” in the technical sense. References to human-like

characteristics are used to make complex and difficult to grasp technologies

tangible and imaginable for a lay audience. In this context, animacy attribu-

tions range from comparisons with real and fictional humanoids to references

to traditionally human tasks and even mentions of personhood and individ-

uality. Secondly, we can observe animacy attributions in commentaries on

the seemingly inevitable saturation of our environment with autonomous(-

appearing) technologies. In this context, we find references to an apparently

“predetermined” future – strongly inspired by specific science fiction narra-
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tives in which malicious robots want to, or even succeed to, “take over” the

world.

While most instances of animacy attribution take up little space, their

typically opportunistic placement in headlines, punchlines, and pictures gives

them considerable force, letting them overpower any otherwise fact-focused

depictions of robot technology. The impression while reading such an arti-

cle is that of a constant switching of perspectives, from robots as animate

beings, to robots as inanimate machines, and back again. This switching re-

flects the multiple challenges of reporting on a complex emerging technology:

attracting the audience’s attention, informing on the technology, making it

tangible and imaginable, and at the same time commenting on its societal

consequences.

This predominant style of media reporting on robot technology and ar-

tificial intelligence is at the center of a lively critical discourse – both in the

communication science and in the robotics and AI community. Critics are

concerned that the framing of robot technology as quasi-animate constitutes

a dangerous misrepresentation of the current state of the art of robot and AI

technology.
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6.1. A Recapitulation

We have come a long way on our tour of the life cycle of robots, since our first

step into the current New Age of Robotics. Before recapitulating the insights

we gained along the way, let us jump back to the beginning and return to

mind why we went on this journey.

We started off with the realization that robots, as well as their techno-

logical and fictional ancestors, have been a part of our world for a long time,

and that today they are more in the focus of attention than ever. Robots are

at the center of a hype and the subject of a controversial and emotional dis-

course across political, economic, academic, and other public spheres. On the

one hand, robot technology is hailed as a utopian panacea, as a solution for a

range of fundamental problems our society faces. On the other hand, robots

are also inextricably embedded in a dystopian, at times even apocalyptical,

narrative of humans losing control, of robots in competition to us, even of

our very humanness being in peril.

This is rooted in the fact that robots, although they are new in our direct

physical environment, are not new to us at all: Across both extremes of the

discourse, technological reality is inherently intermixed with decade-, even

century-old, fictional narratives. Even as robot technology is just now start-

ing to step out of its factory cages – into our everyday lives and direct physical

environment, our jobs, our households – the realm where robots are present

most vividly is still our imagination. The rich cultural history of literary and

cinematic robot fiction fundamentally influences our relationship with the

robot technology in our real life – where the so-called New Age of Robotics

brings forth technologies that appear to move closer and closer to what we

know from fictional narratives.These new technological artifacts are not only

used in physical proximity to us but are also embodied and mobile, act au-
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tonomously, and sense and manipulate their environment. Some are even so-

cially interactive and have a human-like design.

In this newly close relationship with robot technology, we can observe in-

stances of humans perceiving them and treating them like more than “just”

inanimate objects. Are they to be consideredmachines? Creatures? Something

in between? Something else entirely? It seems that robots do not belong in the

ontological category of the “inanimate object”. But apparently they do not be-

long with the “living beings” either. In this, robot technology has been re-

drawing the attention of academia to the phenomenon of attributions of an-

imacy to technological artifacts.

Humans have always attributed characteristics of living beings to inan-

imate objects – a human quirk that, historically, has often been viewed as

either “primitive” behavior or, in the context of science, as methodological

misconduct. With the advent of the “New Age of Robotics”, however, a new

type of inanimate object has been pushing into humans’ lives: machines with

features traditionally reserved for animate beings, technological artifacts ap-

pearing to sway between the natural and the artificial (cf. Haraway, 1991, p.

152).

This unique ontological challenge posed by robots and other autonomous

technologies inspired the overarching research question of this book. Cru-

cially, this question is not which ontological category robots “really” belong to.

Rather, we followed Lucy Suchman’s suggestion to shift the discussion from

“whether humans and machines are the same or different to how and when

the categories of human or machine become relevant, how relations of same-

ness or difference between them are enacted on particular occasions, andwith

what discursive and material consequences” (2007, p. 2).

Inspired by this, we explored the range of discursive and non-discursive

manifestations of in/animacy attributions to robotics, as well as their condi-

tions, functions, and consequences. We made four major observations:

First, attributions of animacy to robots are not an isolated phenomenon,

not just a perceptual quirk of the human mind, and they are not only present

in the direct, physical interaction of humans and robots. On the contrary, we

found a broad range of manifestations, on a discursive, non-discursive and

material level along the whole life cycle of robots: Visions of a future shared

with socially interactive robot companions –both in fictional narratives and in

the sociotechnical futures, which are present in the roadmaps and guidelines

of the robotics industry, and of academic and policy institutions (Chapter

1). Practices of making robots “lifelike” in human-robot-interaction research
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(Chapter 2). Robots being perceived as unpredictable but valuable teammem-

bers in robotics research and development (Chapter 3). Complex narrative

scenarios and robot personas staged for science communication, marketing,

and demonstration practices (Chapter 4). And constant references to fictional

narratives of robots as competition to humans in media discourse (Chapter

5).

Second, attributions of animacy to robots are not a static, inflexible prac-

tice. Instead, across all the explored contexts we found a constant switching

of perspectives, of robots being perceived and represented alternatingly as

inanimate objects and animate beings.

Third, these attributions of in/animacy to robots – and the switching be-

tween them – are not just an involuntary reaction to certain features of the

robot, such as its design or its behavior, but in fact have context specific con-

structive qualities. Robot technology is embedded not only in a rich fictional

and cultural history but also in a quite controversial public discourse. In this

context, attributions of in/animacy help us grasp and embrace the unique

challenges that robot technology brings to our lives.They are powerful in that

they shape our perception of, and our relationship with intelligent technolo-

gies. In this sense, they can be a way of navigating the complex environment

of our technologized society.

Fourth, the ubiquitous attributions of in/animacy to robots are persis-

tently accompanied by a critical discourse. This criticism is predominantly

aimed at the deceptive, overly opportunistic, or unthinking use of these attri-

butions, which are feared to cause systemic, lasting, and potentially problem-

atic consequences on policy, governance, and legislative decisions.The present

chapter will discuss this in more depth (Section 6.3).

But first, Section 6.2 will take a step back to reflect on these major obser-

vations from a more cross-contextual perspective, identifying the underlying

conditions, motives, and forms of in/animacy attributions permeating the

whole life cycle of robots.

Section 6.4 will step even further back and break out of the robot life cycle.

We will have look around in the vicinity to see how practices of in/animacy

attribution and the related critical discourse, as well as themore general ques-

tion of what is “natural” and what is “artificial”, are discussed in our technol-

ogized society.

Finally, in Section 6.5, I will step down from the observer position and

make some suggestions for how the insights of this book can be applied con-

structively by different actors.
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6.2. The Constructive Quality of In/Animacy Attributions

Across the different contexts of robotics, we encountered attributions of an-

imacy to robots in a variety of discursive, performative, and material forms.

From playful to opportunistic, from reflective to unthinking; from images of

humanoids and other comparisons with the human physiology, to references

to science fiction stories in which robots have life-like characteristics, to the

creation of narrative robot personas, down to the linguistic level, for exam-

ple in the use of gendered pronouns. Constantly switching perspectives, to

and from attributions of inanimacy, were observable on different contextual

levels: In the location of presentation (website vs. social media; headline vs.

article body; physical work practice vs. academic publications), in the nar-

rative perspective (robot vs. human as narrative persona), and in the task or

goal specific to the context (e.g. educating and informing vs. attracting atten-

tion). Through the whole spectrum of contexts, across the various manifesta-

tions of attribution and the different levels of perspective changes, there was

one aspect we found again and again: the underlying constructive function of

in/animacy attributions.

Embracing Robots’ Agency

Chapter 3 found that, in the particular context of robotics research and de-

velopment (R&D), it is part of a robot’s job to act unpredictably. Especially

in the “troubleshooting” phases of robotics R&D, when the complex system

of the robot clashes with the complex physical environment, roboticists are

dependent on the robot as a “feedback-giver” – the robot’s behavior serving

as a crucial source of information. As we observed, this can lead to a per-

ceived distribution of agency between the roboticist and the robot – reflected

in roboticists perceiving their robots as something akin to a research compan-

ion or teammember.This perception is reinforced by the often very heteroge-

neous and interdisciplinary structure of roboticist teams: The robot platform

serves as a central object of focus, taking the role of a boundary object. In this

context, attributions of animacy are a reflection of the robot’s central and ac-

tive role. At the same time, however, roboticists are required to take a strictly

“professional” (i.e. technical) perspective on their robots, focusing on them

as the inanimate machines they are, and refraining from openly expressing

attributions of animacy – for example when writing research papers or tech-

nical documentation, or when presenting robot demonstrators to academic
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peers. The practice of constantly switching perspectives – from the robot as

an animate research companion, to the robot as an inanimate object – is a

constructive way of dealing with the multiple, constantly changing demands

of a roboticist’s professional environment.

Making Robot Behavior Explainable

In the context of robotics research and development practice (Chapter 3) we

also encountered a phenomenon that earlier research in HRI and communi-

cation studies also found for the direct interaction of users and robots (cf.

Chapter 2, Section 2.1): Observing a robot acting unpredictably appears to

make humans think and talk about it as if it were alive. Crucially, this is not

only the case for lay users, for whom the complex technical processes respon-

sible for the robot’s behavior are hidden inside a “black box”. Also roboticists

with professional insight and understanding of the technical details are prone

to think and talk about “their” robots as if they were animate – even though

they are perfectly aware that the robots are in fact inanimate objects. In prac-

tice, this is reflected in roboticists’ practices of assigning names and gender

to robotic platforms, in the “joking” framing of technical components as body

parts, of technical processes as physiological functions, and in the attribution

of liveliness and personality to robots.

In this context, in/animacy attributions are constructive in that they are

a way of dealing with the strangely contradictory situation of an inanimate

object acting in a way usually unique to animate beings. Allowing oneself to

think and speak about a robot as a quasi-animate being makes its behavior

appear somewhatmore explainable (cf. Frey & Jonas, 2002). Crucially, this an-

imate perspective is not static. Rather, human users and observers of robots

appear to be able to effortlessly, playfully balance attributions of animacy and

inanimacy. This allows them to keep a flexible perspective that is able to do

justice to the robot’s unique behavioral characteristics and its category-defy-

ing ontological status.

Making Robots Tangible

Another function of in/animacy attributions we encountered in several of the

explored contexts is that of making robot technology tangible. Robots are a

complex technology and, for most people, not yet a part of everyday life. This

can make it difficult to imagine what the application of robot technology in
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our direct environment could look and feel like. Luckily, for those trying to

bring across the vision of a life with robots, while real robots are still quite

exotic formost, there is a rich cultural reservoir of popular science fiction nar-

ratives to draw from. By referencing well-known fictional robot characters,

science communicators and media professionals try to make robot technol-

ogy imaginable and tangible for their audience (cf. Chapters 4 and 5). These

fictional narratives are so popular and engaging because they deal with the

topics of robotics in relation to ourselves. Classic narratives center on robot

characters in juxtaposition to us “real” humans, on robots as the “other”, as

potential companions or competition, and on their struggle of “wanting to be

like us”. It is these narratives that media discourse draws from in an effort to

make complex topics – such as the consequences of increasing automation

on our lives – tangible to the audience. For a lay audience it is simply easier

to visualize an army of humanoid robot overlords physically coming to steal

their jobs from under their noses, than to disentangle difficult to grasp con-

cepts such as “artificial intelligence”, “machine learning” or “algorithms”, and

the systemic effects they will have on the labor market.

Even when communication efforts do not explicitly refer to science fic-

tion narratives, comparisons with the human body, with its physiology, its

sensory and emotional experiences, are ubiquitous. We find an abundance

of illustrations of humanoid and human-like robots all over robotics inno-

vation roadmaps, policy documents, research institutions’ social media ac-

counts, and newspaper articles – regardless of whether the robot technology

in question is actually humanoid, or even strictly speaking a robot. Impor-

tantly, it is not the goal of these communication efforts to convince the audi-

ence that the robot technology in question is actually animate or human-like.

In fact, most of the communication activities also present quite a “technical”

perspective, focusing on the robot as a – clearly inanimate –machine. Wher-

ever it fits the purpose, however, wherever the technology needs to be made

tangible for the audience, we encounter a switch to attributions of animacy –

and back to inanimacy. This does not only include references to the physical

shape of the human body, such as illustrations of complete humanoid robots.

We also find cartoons adding cute eyes to a space probe, descriptions of robots

as a “he” or “she”, and even complete social media accounts from the first-per-

son perspective of a robot persona, reporting on exiting adventures, sensory

experiences, and social interactions with “friends”, “family”, and “colleagues”.
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Making Robots Desirable

Across several contexts along the life cycle of robotics, we were able to observe

that attributions of animacy to robots are utilized to make robots desirable –

figuratively and literally.

Robots are made desirable in the figurative sense, for example in the con-

texts of science communication, marketing, and media discourse (cf. Chap-

ters 4 and 5). Here, instances of animacy attribution serve to attract the at-

tention of the audience – of potential customers, investors, and sponsors, but

also of the broader public. Actors in these contexts therefore present robots

in exciting interactive scenarios, embed them in narratives referring to de-

sires and struggles relatable to the audience, in stories known from popular

culture. Likewise, a headline referring to the robot revolution or a picture fea-

turing the Terminator simply drawmore attention,more readers,more clicks,

to a news article than a headline or picture depicting robot technology as a

“boring” and difficult to understand technical object (cf. Chapter 5).

Attributions of animacy are also employed to make robots desirable in

a more literal sense. Staging robots with a quirky personality and an excit-

ing life story, letting them have funny and adorable interactions, even let-

ting them speak for themselves as a persona in the first person perspective,

makes them engaging and likeable. In the context of science communication

(cf. Chapter 4), this is utilized to draw positive attention to both robotics re-

search and development, and to projects using robot technology to achieve

scientific goals. We observed personas like Roboy, who takes his audience

along to events and invites students to “hack him”. We followed the travels of

spacecraft and planetary rovers, who explore the universe, interact with their

team of human engineers, and share information on their newest discoveries.

Crucially, these narratives of animacy are “switched on and off” whenever it

appears useful. In some cases, a robot’s first-person-perspective Twitter ac-

count is accompanied by a website on which the robot’s technical details are

described with scientific distance. In other cases, social media posts “by the

robot itself” take turns with posts by the engineers behind the project. Al-

ways, the goal is to convince the audience that the work done in the context

of the respective projects is interesting, successful, and worth the taxes the

audience might have contributed to the efforts.

In the context of commercial marketing (cf. Chapter 4) we found that at-

tributions of animacy are switched on and off in an even more opportunistic

way. Here, the goal is quite obviously to sell robots as a product.When iRobot



136 More than Machines?

presents its Roomba vacuum cleaners as dutiful, dedicated, pet-like cleaning

companions, it does so in order tomake potential customers wish to own one.

Here as well, attributions of animacy are only one half of the effort: One click

further, on the company’s website, the robots are presented as thoroughly

inanimate products for sale, their technical details in the focus of the presen-

tations, instead of their cute personality.

Chapter 2 (Section 2.1) discussed how human-robot interaction research

(HRI) approaches the issue of animacy attributions to robots. In taking this

phenomenon seriously, and in striving to use it in a constructive way, the field

of HRI studies is progressing away from the historically mistrusting perspec-

tive on the phenomenon (cf. Section 2.3). Again, we were able to observe that

animacy attributions to robots are viewed as having a certain function and

are researched and employed with an overarching goal in mind.We can find a

large number of HRI studies trying to identify and quantify features of robots

(e.g. design, behavior) and users (e.g. personality, cultural background) that

reliably trigger animacy attributions. Drawing heavily on research in the cog-

nitive sciences, these studies strive to make animacy attributions controllable

and predictable. The goal of these research efforts is usually to facilitate or

optimize human-robot interaction and, in the long-term, to promote the in-

troduction to interactive robot technology in society at large.

Making Robots Imaginable

Another function of animacy attributions we were able to observe is that of

making robots imaginable. This can be understood on two levels: On the one

hand, in the sense of making robot function imaginable for the future use of

the robot; and on the other hand, in the sense of making robot technology

imaginable for a future society.

In robotics demonstrations (cf. Chapter 4), be it in academic or commer-

cial contexts, animacy attributions are employed purposefully to “prove” that

a robot is functioning as claimed, now and in the future, with as little hu-

man intervention as possible.We observed that demonstrations are therefore

carefully scripted, rehearsed, and – in the case of video demonstrations –

also heavily edited performances. In order to make a robot appear as au-

tonomous as possible, any “undesirable” human intervention is usually ei-

ther subtly backgrounded or actively concealed. Additionally, some demon-

strations embed their performance in a scenario inspired by fiction-inspired

visions of a robotized future. The overall result is a performance in which the
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robot appears as autonomous as possible. Sometimes, a robot is even staged

as more autonomous than it actually is, leaving the audience with the im-

pression that the robot possesses something akin to animacy. Especially non-

expert audiences cannot realistically assess the current state of technology.

They can therefore easily misjudge a robot’s performance and overestimate

its autonomy – such as in the case of Boston Dynamics’ videos, which regu-

larly go viral and have viewers express the belief that a rise of robot overlords

is imminent.

The goal of proving a robot’s functionality, of making it tangible and de-

sirable not only for the present moment but also for the future, is also ob-

servable in other contexts along the life cycle of robots. In interaction studies

(cf. Chapter 2, Section 2.1), in demonstrations, and in science communication

(cf. Chapter 4), robots are embedded in scenarios meant to illustrate desired

futures. Countless robotics research and development projects present their

results in scenarios in which robot technology is advanced enough to be de-

ployed seamlessly in everyday life. Frequently, these scenarios make use of

narratives of robot animacy. They paint a picture of smooth interaction and

of companionship with the robot by subtly or blatantly referencing narratives

that the audience is well acquainted with from science fiction.This makes the

application of robots in desired futures not only imaginable, but also paints

a picture of the robot’s undisputable relevance, even necessity.

Not only in science communication and demonstrations, also in media

discourse (cf. Chapter 5), attributions of animacy to robots are inherently

connected to visions of and predictions for our technological future. In these

contexts, the future we seem to “know” from science fiction – a future pop-

ulated with agentic, intentionally acting human-like robots – is treated not

simply as an entertaining story, but almost as a prediction. Especially in me-

dia discourse, references to robots as quasi-animate beings serve to paint a

picture of robotic inevitability and are a way of commenting on the seem-

ingly unstoppable advance of autonomous technologies in our everyday lives.

Here, too, attributions of animacy are not used consistently, but switched on

and off wherever they serve their purpose. This is the reason why we find

so many fact-focused technical articles, the main text body focusing solely

on the technology’s clearly inanimate features, accompanied by pictures of

humanoid robots, by flashy headlines and punchlines referencing robot over-

lords, the rise of the robots, the robot revolution, robots stealing jobs – over

and over.
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6.3. Critical Discourse: Individual and Systemic Issues

The way robot technology is often portrayed in the media – with its flood of

Terminator pictures and constant references to an inevitable robot apocalypse

– faces considerable criticism. In fact, many other practices of attributing

animacy to robots are discussed controversially as well. On our tour along

the life cycle of robots, we were able to identify similar points of criticism in

almost all contexts. The following sections will revisit and consolidate them.

The critical discourse is directed, on the one hand, at attributions of an-

imacy as potentially being problematic on the level of the individual. Here,

the focus is on whether representations of robots as quasi-animate beings

constitute a form of deception, in that they create misconceptions of current

and unrealistic expectations for future robot technology. On the other hand,

there is also a controversial discussion of animacy attributions having long-

term consequences on a more systemic level, in that these misconceptions

can influence political and legislative decisions – but also in that they draw

away attention from equally, if not more important, social and ethical issues

in the context robot technology.

The Individual Level

One overarching point of dispute is whether actively making robots appear

animate – be it though their design, their behavior, or by setting them in a

certain narrative frame – is a form of deception. Even when the intention

is benign, such as when a robot’s humanoid design is supposed to facilitate

interaction, the question remains whether it is a harmless form of manipu-

lation or “deceit through humanization” (Butnaru, 2018; cf. Zawieska, 2015).

Critical voices caution that, with increasing complexity of the technology, the

“connection between input (the programmer’s command) and output (how

the robot behaves) will become increasingly opaque to people, and may even-

tually be misinterpreted as free will” (LaFrance, 2016), and that this might

cause people to believe that “somebody is at home” in a robot (Scheutz, 2012,

p. 3). Some interpret this as the deliberate induction of a false mental model

of the robot in the user, exploiting the fact that, for non-experts, a robot can

be a black box – or even “indistinguishable from magic”1 (Clarke, 1973, p. 38).

1 The complete quote by science fiction author Arthur C. Clarke reads: “Any sufficiently

advanced technology is indistinguishable frommagic” (1973, p. 38).
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This criticism is backed by current examples, such as a chat bot being misun-

derstood as being alive and sentient (Mitsuku Chatbot, 2019), or a computer

generated video of a “robot uprising” being mistaken as real (Koebler, 2019).

Even when users are aware that a robot is in fact not alive, and merely

attribute animacy to it on a playful, metaphorical level, this can have pal-

pable emotional consequences. There are many examples of people grieving

about “dying” robots – such as the Philae asteroid lander (Feltman, 2014; cf.

Chapter 4), EOD robots destroyed on duty (e.g. J. Carpenter, 2016; Garreau,

2007), the service robot Jibo (Carman, 2019), or the robot dog Aibo (Griffin,

2015). On a practical level, attributing animacy to robots might make humans

hesitant to “abuse” or “kill” robots (Bartneck et al., 2007; A. M. Rosenthal-

von der Pütten et al., 2013; Sandry, 2018; James Vincent, 2019), or to deploy

them into dangerous situations (J. Carpenter, 2016, p. 44; Sandry, 2015b, p.

106). The “unidirectional emotional bonds” (Scheutz, 2012) between humans

and robots could also be exploited – for example by pressuring users into buy-

ing updates for their robot in order to keep it “alive”. Some authors view these

phenomena as expressions of an overall loss of authenticity in our technolo-

gized society, warning of illusory experiences replacing genuine relationships

(Sparrow, 2002), or diagnosing a “Culture of Simulation” (Turkle, 1997), pop-

ulated by machines designed in such a way that they make us “fool ourselves”

(Turkle, 2011a, p. 20).

Moreover, amental model of robots as animate – even just on ametaphor-

ical level – sets high expectations for their physical and interactive abilities.

Potential robot users have been found to have a strong expectation bias to-

wards how robots are represented in themedia.This includes the expectations

that “representative robots” (T. Nomura et al., 2005, p. 125) have humanlike

cognitive abilities (Kriz et al., 2010), are capable of fluent cooperative behav-

ior (Oestreicher & Eklundh, 2006), and have a humanoid physical appearance

(T. Nomura et al., 2005). It appears there is a “mismatch” or “conflict between

the expectations of the users (that are primarily shaped bymovies and fiction),

the goals of HRI research, and the needs of the users” (Sandoval, Mubin, &

Obaid, 2014, p. 61). When confronted with the actual current state of robot

technology – which cannot yet hold up to these high expectations – disap-

pointment can be the consequence. For example,many customers who bought

the humanoid Pepper – advertised as a highly interactive entertainment and

customer service robot – were so disappointed by its performance that they

“fired” their Pepper robot (e.g. Forrest, 2018). Pepper is not the only example

of misleading forms of animacy attribution having tangible economic conse-
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quences: Robotics and AI businesses have been accused of fostering a “bull-

shit-industrial complex” (Mallazzo, 2019), deceiving investors and investors

into “[throwing] disproportionate amounts of money [at] business ideas that

are flat-out unfeasible and incorrectly ambitious” (Montani, 2017).

Critics warn that the narratives and practices we explored in the previous

chapters – routinely treating robot technology as quasi-animate beings over

and over – push certain ideas about the role of robotics in our future:The idea

that robots inevitably will play a crucial role at all (cf. Bischof, 2017a, p. 137); the

idea that robots will reach a certain sophistication within a certain time span,

like the prediction that by 2050 a team of robots will be capable of winning

the human soccer World Cup (Robocup.org, n.d.); the idea that robots will be

malicious, even destroy human life – which, a study claims, is held by more

than two thirds of UK adults (BusinessWire, 2017); and, crucially, the idea that

those robots will have a humanoid form (The Royal Society, 2018). Altogether,

critics warn, these biased expectations might “affect public confidence and

perceptions [and] contribute to misinformed debate” (The Royal Society, 2018,

p. 4).

Another concern is that attributions of animacy to robots propagate mis-

conceptions about the current state of robot technology by backgrounding the

contribution of human actors to the actions of robots, while at the same time

inflating robots’ ability to act autonomously. This effectively ignores, or even

negates, the complexity and social thickness of the construction of technolog-

ical systems (Jasanoff & Kim, 2015, p. 2; cf. Bijker, Hughes, & Pinch, 1987; R.

Williams & Edge, 1996). There are numerous examples: Science communica-

tors staging space probes as autonomously acting “explorers”, thereby taking

away well-deserved credit from human scientists and engineers behind the

mission (cf. Clancey, 2006); reports framing robots as the perpetrator of acci-

dents, shifting away the blame from the human who actually made a mistake

in the programming or control of the robots; reports blaming a medical ser-

vice robot for delivering news of a terminal illness to a patient, shifting away

the blame from the doctor who made the decision to convey the news via the

remote-controlled telepresence robot (cf. Becker, 2019); or the news embed-

ding increased automation in a narrative of “robots are coming to take away

our jobs”, thus not only omitting that it is humans who make the decision

to replace human workers with technology, but also fostering the idea of an

inevitable robotized future, which humans only can await passively and help-

lessly (cf. Merchant, 2019).
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The Systemic Level

A worry that pervades all these points of criticism is that misconceptions

about the current state of the art in robotics, as well as biased expectations

about the future of robot technology, may not only have an impact on how

individuals perceive and interact with robot technology. Policy makers and

academic experts, too, fall for the biased representations and science fiction-

inspired narratives in science communication and the media. Critical voices

thus warn that even far-reaching policy decisions are at risk of being made

based on misconceptions about robot technology.

Indeed, practices of animacy attribution to robotics can be found in po-

litical contexts as well. Obvious at first glance is a strong propensity for using

humanoid robots to visualize not only robotics topics, but also neighboring

areas such as artificial intelligence. For example, the EU Parliament does not

only use the expression “rise of the robots” on their news website (e.g. Euro-

pean Parliament News, 2016), it also features pictures of fictional androids in

marketing materials, like those for a hearing on the legal and ethical aspects

of robotics and artificial intelligence (see Figure 10). The U.S. Department of

Defense features cute humanoid cartoon robots in the logo for their Algorith-

micWarfare Cross-Functional Team (see Figure 10) – whose work does in fact

not focus on robots, but on computer vision (Pellerin, 2017; G. L. Scott, 2018).

And the German Bundestag’s Enquete Commission on Artificial Intelligence

uses pictures of humanoid robots to illustrate news articles on all kinds of AI

topics on their website (see Figure 10).

A strong humanoid bias can also be observed in the context of political

events. Especially the practice of featuring commercial humanoid robots as

“guest speakers”, staging them as sentient, autonomously acting beings, has

drawn considerable criticism. For example, a Pepper robot was “invited” to

“speak” in the UK parliament as a “witness expert” for robotics and AI topics

(UK Parliament, 2018; see Figure 11). The event was quickly criticized by the

robotics community as a publicity stunt and even potentially illegal practice

(Bryson, 2018a; Volpicelli, 2018).

Hanson Robotics’ Sophia robot is probably the most famous – or rather,

infamous – robot in the political arena. The robot has been staged as a

“speaker” at various political events – among them the 2018 Munich Security

Conference (see Figure 11) and several United Nations conferences (ECOSOC,

2017; UNDP, 2018). Sophia has also been at the center of several marketing

stunts in the political context: She was named the United Nations Devel-
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opment Programme’s first-ever non-human Innovation Champion (UNDP,

2017), was made a honorary citizen of Saudi Arabia (Sini, 2017), and was

issued an Azerbaijani visa (Armstrong, 2018).

Figure 10: Top left – Poster for a Hearing on Legal and Ethical Aspects of Robotics and

Artificial Intelligence in the European Parliament (2016). Top right – News article

on the logo of the US Department of Defense’s Algorithmic Warfare Cross-Functional

Team (2018). Bottom – News posts illustrated with humanoid robots on the website of

the German Bundestag’s Enquete-Commission on Aritificial Intelligence (2019).

 

Sources: http://www.europarl.europa.eu/committees/en/juri/events-hearings.html?id=

20160421CHE00181 (top left, accessed on 2019-10-12) | https://www.inverse.com/article

/45423-project-maven-logo-department-of-defense-google (top right, screenshot taken

on 2019-12-07) | https://www.bundestag.de/ausschuesse/weitere_gremien/enquete_ki

(bottom, screenshots taken on 2019-10-12).

http://www.europarl.europa.eu/committees/en/juri/events-hearings.html?id=20160421CHE00181
http://www.europarl.europa.eu/committees/en/juri/events-hearings.html?id=20160421CHE00181
https://www.inverse.com/article/45423-project-maven-logo-department-of-defense-google
https://www.inverse.com/article/45423-project-maven-logo-department-of-defense-google
https://www.bundestag.de/ausschuesse/weitere_gremien/enquete_ki
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At all of these, and the many other events where robots “spoke”, it was

never clearly disclosed who authored the robots’ statements and to which ex-

tent the companies providing the robots were involved (Cuthbertson, 2018).

Instead, the robots were presented as if they were animate and speaking for

themselves.

Figure 11: Left – Newspaper article about a Pepper Robot in the UK Parliament

(2018). Right – Robot “Sophia” at the 2018 Munich Security Conference.

 

Sources: https://www.dawn.com/news/1439541 (left, screenshot taken on December 7,

2019). | https://commons.wikimedia.org/wiki/File:Wolfgang_Ischinger_mit_Roboter

_Sophia_MSC_2018.jpg (right, accessed 2019-10-12). Author: MSC/Kuhlmann. Image

available under the CC BY 3.0 DE license (https://creativecommons.org/licenses/by/3.0/

de/deed.en).

Theway these commercial humanoid robots are “paraded around” at polit-

ical events draws consistent criticism, especially from the robot and AI ethics

community. Critics fear that marketing stunts like Sophia’s performances, by

presenting a biased and distorted image of the current state of technology,

make it difficult for government and policy actors to ground their decision on

sound facts (e.g. Sharkey, 2018). Fernaeus and colleagues (2009) even warned

of a “robot cargo cult” (cf. Feynman, 1974), in which unproven ideas are pre-

sented as facts. Crucially, misconceptions about the current state of the art

caused by this kind of robot “marketing” are not limited to non-experts. Also

funding decisions for robotics research and development, made by reviewers

who should be aware of the current state of technology, are sometimes heav-

ily influenced by the ubiquity of narratives of animate (appearing) robots in

public discourse. Robotics professor Tony Belpaeme (2018) reported that “an

EU project reviewer express[ed] disappointment in [Belpame’s team’s] slow

https://www.dawn.com/news/1439541
https://commons.wikimedia.org/wiki/File:Wolfgang_Ischinger_mit_Roboter_Sophia_MSC_2018.jpg
https://commons.wikimedia.org/wiki/File:Wolfgang_Ischinger_mit_Roboter_Sophia_MSC_2018.jpg
https://creativecommons.org/licenses/by/3.0/de/deed.en
https://creativecommons.org/licenses/by/3.0/de/deed.en
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research progress, as the Sophia bot clearly showed that the technical chal-

lenges [they] were still struggling with were solved” – the reviewer apparently

having fallen for Hanson Robotics’ well-staged demonstrations.

Attributions of animacy to robots are not only discussed critically for their

potential to cause misconceptions about current technology. Another major

area of concern is that systematically biased representation of robots as ani-

mate “may sustain and trigger unrealistic visions”, that “not only the general

public, but also researchers may maintain an unrealistic, even fantasy-based,

perspective of what robots are and could be” (Fernaeus et al., 2009, p. 279),

and that not making it clear that even a human-like robot’s behavior is con-

trolled by humans “might lead us to design legislation based on the form of

a robot, and not the function, … a grave mistake” (Richards & Smart, 2013, p.

21).

In the context of political discourse, including the discourse surround-

ing funding initiatives for robot technology development, as well as robotics

legislation, references to robot animacy are not only observable in the ubiq-

uity of humanoid robot illustrations and marketing stunts. “Science fiction

and fantasy are increasingly invoked by policy elites in service of arguments

about the real world” (C. Carpenter, 2016, p. 53), serving as either guiding vi-

sions or deterrent scenarios. As discussed in Chapter 1, research agendas and

roadmaps for robotics innovation, for example by the European Commission,

often draw motivation and justification from science fiction-inspired visions

of the future, featuring scenarios of interactive, even human-inspired, robot

companions and coworkers.

However, not only utopian science fiction narratives can be observed in

political discourse. Dystopian scenarios, such as the Terminator movies, are

frequently exploited in the controversial discussion of armed conflicts and

the development of autonomous weapons (Sharkey, 2018). These narratives

are kindled by prominent activists of the anti-autonomous weapons move-

ment, such as Stephen Hawking or Elon Musk, “to signal other broadly rec-

ognized meanings, such as the perceived potential impending crisis of an

enormous magnitude if these systems are widely used” (J. Carpenter, 2016, p.

24; cf. Gibbs, 2014; Mick, 2014). Critical voices caution that this could “mislead

the public on the actual dangers of artificial intelligence” (Shead, 2019). Refer-

ences to science fiction also fall on fertile ground in the military community:

A representative of the US Pentagon explicitly stated he is concerned about

robots becoming like “a Terminator without a conscience” (Silver, 2016).
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Criticism of a misguided use of science fiction narratives in the context

of legislation is especially present in the discourse around the legal status of

robots. In discussions on who should carry the legal responsibility for acci-

dents caused by robots, Isaac Asimov’s (1950) Three Laws of Robotics2 are al-

most routinely used as a base for discussion, or even as an explicit model for

robot legislation (Murphy & Woods, 2009). The European Parliament’s “Res-

olution on Civil Law Rules of Robotics” makes explicit reference to Asimov’s

Three Laws having to be upheld (2017, p. 4). Critics caution against using a lit-

erary plot device as a basis for legislative decisions. The Three Laws are, after

all, formulated deliberately vague so they can be broken to drive the story for-

ward (P. W. Singer, 2009, p. 520). Additionally, Asimov’s Laws are – at least

as of yet – technologically impossible to “install” in a robot (ibid.). For the

robotics community itself, they are “little more than an imaginative literary

device” (McCauley, 2007, p. 159). Even a study commissioned by the European

Parliament itself criticized the explicit references to the Three Laws in a EU

policy document (2016, p. 12) and noted that “when we consider civil liability

in robotics, we come up against fanciful visions about robots. Here we must

resist calls to establish a legal personality based on science fiction” (ibid., p.

5). The UNESCO World Commission on the Ethics of Scientific Knowledge

and Technology warns against “call[ing obots] ‘persons’ as long as they do not

possess some additional qualities typically associated with human persons,

such as freedom of will, intentionality, self-consciousness, moral agency or

a sense of personal identity” (COMEST, 2017, p. 46). An Open Letter signed

by “Artificial Intelligence and Robotics experts, industry leaders, law, medical

and ethics experts” criticizes the “bias based on an overvaluation of the actual

capabilities of even the most advanced robots … and a robot perception dis-

torted by Science-Fiction and a few recent sensational press announcements”

(Robotics-Openletter.eu, n.d.).

The focus of public, political, and legislative discourse on a narrative of

robots as futuristic, animate-appearing, and humanlike – be it inspired by

2 The Three Laws of Robotics: “(1) A robot may not injure a human being or, through

inaction, allow a human being to come to harm. (2) A robotmust obey the orders given

it by human beings except where such orders would conflict with the First Law. (3) A

robot must protect its own existence as long as such protection does not conflict with

the First or Second Laws and (0) A robot may not harm humanity, or, by inaction, allow

humanity to come to harm” (Asimov, 1950).
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science fiction or by other representations of robots – has another problem-

atic consequence. Critics warn that it shifts away attention from other equally,

if not more, important aspects of robotics and automation. In this context,

Chihyung Jeon (2016) described robot technology as a “technofuturistic es-

cape”: By promoting idealized scenarios of a future in which today’s press-

ing problems have been solved by robot technology, policy-makers are able

to evade having to address current problems. The ubiquitous references to

a dystopian robot future are criticized for deflecting attention from the fact

that robots, but also other non-embodied autonomous technologies, are al-

ready inherently embedded in, and have impact on, our current lives:

“For all the fears of world where robots rule with an iron fist, we already live

in a world where machines rule humanity in another way. … We’re embed-

ded in a matrix of technology that increasingly shapes how we live, work,

communicate, and now fight.” (P. W. Singer, 2009, p. 515)

A 2018 cartoon commented on the apparent lack of interest in short- and

medium term consequences of artificial intelligence and robotics by creating

an imaginary timeline of the infamous AI apocalypse (see Figure 12).

Figure 12: Cartoon “Robot Future” (XKCD, 2018).

 

Source: https://xkcd.com/1968 (accessed on 2019-10-13). Image used in accordance with

the artist’s guidelines (https://xkcd.com/license.html).

The prominent narrative of “robots are coming to take away our jobs” is

criticized not only for omitting that it is humans who make the decision to

replace human workers with technology, but also for fostering the idea of an

inevitable robotized future that humans only can await passively and help-

lessly (cf. Merchant, 2019). Moreover, the constant discourse on robots as au-

https://xkcd.com/1968
https://xkcd.com/license.html
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tonomous and agentic is feared to leave the impression that it is they who

are responsible for developments such as technological unemployment: “It is

easier andmore compelling to imagine humanoid robots than to consider the

evolution of the consequences for business models, organizations and labour”

(Craig, 2019, p. 40). In reality, of course, it is humans whomake the decision to

automate traditionally human tasks. In other words: “‘Robots’ Are Not ‘Com-

ing for Your Job’—Management Is” (Merchant, 2019). Neither are accidents

caused by robots the fault of the robot individual. After all, “robots are simply

tools of various kinds, albeit very special tools, and the responsibility of mak-

ing sure they behave well must always lie with human beings” (Boden et al.,

2017, p. 125).

Of course, it is easier to focus on tangible technologies, such as humanoid

robots, than on more abstract concepts, such as “algorithms”, “big data”, or

“machine learning”. However, it is these complex, non-embodied technolo-

gies, which already play an important role in our lives: “There has been too

much talk about interesting but irrelevant future questions, and not enough

about harder current ones” (Mulgan, cited in Highfield, 2019). This sentiment

is shared by many commenters from the AI and robot ethics community:

“The ‘robot invasion’ is not something thatwill transpire aswehave imagined

it in our science fiction, with a marauding army of evil-minded androids ei-

ther descending from the heavens or rising up in revolt against their human

masters. It is an already occurring event with machines of various configu-

rations and capabilities coming to take up position in our world through a

slow but steady incursion.” (Gunkel, 2020, p. 1)

6.4. In/Animacy: Beyond Robotics

In the larger context of our current technologized society, among the many

perspectives one can choose to explore how technology influences our private

and professional lives, robots are an especially tangible and engaging, often

even spectacular example. With their long cultural history and their shin-

ing roles in fictional narratives, robots are a constant presence. This is only

heightened by the current “robotics hype”, which places robots at the center

of not only significant economic developments but also academic and pub-

lic discourses. The underlying issues, however, which drive our fascination

with robots and feed the ongoing discourses, are not necessarily unique to
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the topic of robot technology. Some of the more specific aspects observed in

this book, such as the constructive function of in/animacy attributions, can

be found mirrored in other contexts of our technologized society as well.

As discussed in Chapters 1 and 5, not only is there no professional con-

sensus on what actually “counts” as a robot, also public discourse tends to

group robots with what is perceived as neighboring technologies. This in-

cludes whole fields, such as artificial intelligence or machine learning, but

also specific pieces of technology, such as autonomous cars, drones, or smart

home appliances. In the context of these technological fields and artifacts we

can observe a similar juggling of ontological categories and, moreover, a the-

matic overlap with the public and critical discourse on robot technology.

Many of the observations we made specifically for robotics can be trans-

ferred to the context of artificial intelligence – including much of the criti-

cal discourse (Kurenkov, 2019; Marcus, 2013; Schwartz, 2018; Togelius, 2017).

Users of virtual assistants like Alexa3 or Siri4 can develop emotional connec-

tions to the software personas (Aronson & Duportail, 2018), going so far that

they can be more open and willing to disclose personal feelings to virtual hu-

mans, compared to real humans (Lucas et al., 2014). Outside the context of

deliberately socially interactive AI, we can observe further practices of per-

sonification. Typical phrases with umbrella terms insinuating cognitive pro-

cesses, such as “teaching an AI to do something” or “the AI thinks that”, reveal

practices of animacy attribution. The backgrounding of human involvement,

too, is an issue in the context of artificial intelligence, for example in the case

of “pseudo-AI”. There are reports of companies charging customers for the

services of “AI assistants” – which are in fact nothing but human workers

pretending to be the AI by communicating in a “robotic” style (e.g. Shane,

2018; Solon, 2018). Newspapers were accused of “faking” after they published

an article presumably written by a neural net, while in fact human journal-

ists were involved in the editing process (e.g. Seabrook, 2019; Lowndes, 2020).

We can also observe cases of agency and intentionality being attributed to al-

gorithms, in order to shift away the blame for questionable practices from

human developers and management – such as the discussion about a credit

algorithm “deciding” that female customers were less credit-worthy (Heine-

meier Hansson, 2019; Vigdor, 2019).

3 https://developer.amazon.com/en-US/alexa (accessed 2020-01-08).

4 https://www.apple.com/siri (accessed 2020-01-08).

https://developer.amazon.com/en-US/alexa
https://www.apple.com/siri
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Outside the realm of autonomous technologies we find further examples

of similarly constructive attributive practices scraping, even crossing the bor-

ders of ontological categories like “human” and “nonhuman”, “artificial” and

natural”.

Lucy Suchman (2011), for example, discussed the concept of the model

organism – meaning any nonhuman species serving as a biological research

platform, with the crucial expectation that scientific insights made in the

model organism can in some way be transferred from this organism to

another one (cf. Fields & Johnston, 2005). Typical model organisms are the E.

coli bacterium, laboratory rats and mice, or the common fruit fly Drosophila.

In the work of researchers like Robert Kohler (1994) or Lynda Birke and

colleagues (2004) we can find several parallels to the case of robot technology.

In their unique role as models for other organisms, these species are an

example for human characteristics being mapped onto nonhuman entities,

in that – at least in public discourse – the crucial differences between the

animal and human organism is played down. Preclinical research on mice

and rats is frequently “hyped” when making its way into public discourse,

reports misleadingly making the results appear directly transferable to hu-

man organisms (Heathers, 2019). Model organisms are also an example for

living entities being reconstructed, at the same time, as research tools and as

active participants in the knowledge making process. In a similar vein, Karin

Knorr-Cetina (1997, 1998) described how cytogeneticist Barbara McClintock

perceived herself to be “among the chromosomes” during her work, and

how “she not only identif[ied] with them, she enter[ed] their environment,

in which she bec[ame] situated as ‘one of them’” (Knorr-Cetina, 1997, p. 24).

Here, similarly to what we observed for the case of robots, the practice of

identifying with the chromosomes, indirectly giving the objects of research

the status of a persona, was constructive for McClintock’s work process.

On a more general and abstract level, we can observe more parallels to the

practices and discourses discussed in this book.The issue of ontological cate-

gorizations at the border of the “technical” and the “natural” is a central point

of discussion in the context of how we perceive and represent robot tech-

nology. In the case of robotics, the central question is whether an objectively

technical, inanimate object shares enough characteristics with “traditionally

animate” entities to be sorted in the same ontological category, or merits the

creation of a completely new category, which would effectively break the tra-

ditional dichotomy of “animate” and “inanimate”.
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In other contexts, we can find similar ontological questions. One example

is the case of so-called biofacts – artificially created biotic artifacts, such as

cloned animals, artificially grown body tissues, or genetically modified fruit.

Biofacts are (or were at a certain point) phenomenologically animate5, but

their development and growth processes are technologically controlled (Gill,

Torma, & Zachmann, 2018). In the case of robot technology, the artificial-

technological aspects of the artifact are relatively obvious on a phenomenolog-

ical level.With the exception of extremely realistic androids, robots are usually

identifiable technological artifacts at first glance. In the case of biofacts, on

the other hand, their artificiality and the technological influence that shaped

them are invisible – sometimes even down to the molecular level (Karafyl-

lis, 2003). Both robot technology and biofacts, however, are situated at or on

the border of the natural and the technological, making their assignment to

traditional ontological categories difficult or even impossible. As discussed

in the introductory chapter (Section 1.1), robots are sometimes assigned to

a completely new category, somewhere between “animate” and “inanimate”.

Likewise, biofacts are discussed to be a new category for themselves, onto-

logically located between “artifact” and “animate being” (Karafyllis, 2003, p.

16).

Robots are not the only technology that, in the words of Donna Haraway,

“has made thoroughly ambiguous the difference between natural and artifi-

cial” (1991, p. 152). However, robots are a highly instructive case to observe how

our technologized society constantly forces us to question seemingly long-

established ontological boundaries. In this sense, the constant switching of

attributions we observed across all contexts along the life cycle of robots also

is a manifestation of the negotiation of these ambiguous boundaries between

us and technology, and a negotiation of how much control and closeness we

are willing to allow technology – both on a practical and on an emotional level.

6.5. Speaking Clearly: A Take-Home Message

Over the course of this book, on our long and winding journey along the life

cycle of robots, we encountered different practices of talking and thinking

about robots – these peculiar machine-beings that seemingly only recently

5 Here, the notion of animacy is associated with the existence of biological growth pro-

cesses.
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stepped from factories and fiction into in our physical lives.We found that all

kinds of people – from experts who work closely with state-of-the-art robot

technology, to lay people who only know robots from science fiction movies –

routinely and effortlessly balance and play with robots’ complex and confus-

ing ontological status. It appears that humans are able to see robots as both,

inanimate machines and animate beings, and able to express both perspec-

tives in the way they talk about and interact with robots, without it feeling

contradictory. We saw that the practice of balancing and playing with robots’

in/animacy has crucial, constructive, and useful functions. However, we also

found that this practice – if practiced unthinkingly or too opportunistically –

is perceived as causing problematic consequences.

At the end of this book, let me take a step back from the position of the

scientific observer and consider how some insights of my research can be

applied constructively to our current and future lives in a robotized society.

The first insight is that attributions of animacy to robots – and to other

autonomous (appearing) technologies – are a ubiquitous, persistent, and very

old phenomenon. It is deeply ingrained in our cognitive-perceptual system

and, in all likelihood, we will not be able to “stop it”. In other words: “Just

telling people not anthropomorphize robots won’t work” (De Graaf, 2017). In

fact, we do not have to stop: As we saw, we are doing an excellent job at jug-

gling, on the one hand, our rational knowledge about the inanimacy of a robot

and, on the other hand, the playful metaphorical attributions that help us in-

teract with robots and communicate with other humans about robots in a

meaningful way. For us, “these seemingly contradictory features – a thing

and a living creature – [can] unproblematically coexist” (Alač, 2016, p. 12).

Our ability to switch effortlessly between different ontological perspectives

on technology serves us well in the technologized society we live in. In this

sense, attributions of in/animacy are a cognitive, practical, and discursive tool

that helps us make sense of complex autonomous technologies and the dif-

ferent contexts where we encounter them. Maybe we can “cut each other, and

ourselves, some intellectual slack when it comes to [these] familiar, relatively

benign, kinds of self-indulgence … [they] can co-exist with ordinary honesty

and commitment to truth” (Blackford, 2012, p. 50).

This commitment to truth is crucial, however. Knowing now how powerful

even “only” metaphorical attributions of animacy can be, which very concrete

consequences they can have – such as when legislative decisions are based

on them – we should take them seriously. For those of us who talk about,

who write about, who present robot technology, this does not mean that we
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should not use those playful metaphors and references to science fiction. As

we learned, they are inevitable in a way, they are useful – and they are fun.

That is, they are as long they are applied mindfully and responsibly.

We, the readers and thewriter of this book, are now experts for the issue of

in/animacy attributions to robots. But not everyone is. Not everyone is able to

assess whether an extremely realistically behaving humanoid robot is remote

controlled or whether it has “real” intentionality, intelligence, and animacy.

Not everyone knows that “killer robots” do not look like the Terminator. It is

for these people we need to make an effort not to let opportunism turn playful

attributions of animacy into deception. What does this mean in practice?

On a fundamental level, it means being aware that technology and so-

ciety are always entangled. It means knowing that robotics, like any other

technology, can never be “neutral” and unbiased, as its production is always

inherently connected to its societal context (e.g. Jasanoff, 2004).

On a practical level, it means accurately describing the current state of

robot technology; clarifying what is fact and what is fiction, and separating

the present from an imaginary future; refraining from making non-experts

believe that a robot is more intelligent and autonomous than it actually is;

being upfront about the influence of humans on robot’s behavior, and about

the limitations of a robot’s capabilities (Kurenkov, 2019). It also means using

realistic pictures as illustrations for articles – or at the very least, providing

explanatory image captions; clarifying that the technology described in an ar-

ticle does not look like the humanoid robot in the picture, but that the picture

is from a science fiction movie.

More generally, it also means not letting the “exoticness” of robot technol-

ogy distract us from other equally, or even more, pressing issues of techno-

logical innovation. So, instead of only wondering whether Boston Dynamics’

robots will bring about the robot apocalypse, let us also talk about them be-

ing funded by the Department of Defense, about the use of their robots for

surveillance and in law enforcement (Cuthbertson, 2019; Schwartz, 2018; Sul-

livan, Jackman, & Fung, 2016).While worrying about the dangers of Termina-

tor-like autonomous weapons, let us also consider the dangers of embedded

forms of intelligence in “smart homes” and “smart cities” (Craig, 2019, p. 40;

König, 2019). Andwhen following the exciting adventures of cute space robots,

let us also consider the ethical, environmental, and economic consequences

of space exploration and planetary exploitation (L. Wright, 2016).

Overall, it means taking a pragmatic approach to existing and future tech-

nologies – robotic and otherwise (cf. von Gehlen, 2018). To promote one’s own
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and others’ technology literacy6 by being open for emerging technologies, but

also to keep in mind their limitations (cf. Renn, 2011).

And finally, it means to not let science fiction make us think that one or

the other robotic future is inevitable, that the machines are in control, but to

be aware of our power to influence the presence of robot technology in our

present and future lives.

“The machine is not an it to be animated, worshipped, and dominated. The

machine is us, our process, an aspect of our embodiment.We can be respon-

sible for machines; they do not dominate or threaten us. We are responsible

for boundaries; we are they.” (Donna Haraway, “A Cyborg Manifesto”, 1991, p.

81)7

6 A loose translation of the German term “Technikmündigkeit”, “Mündigkeit” meaning

maturity or majority. Hat tip to Ilja Sperling for suggesting this translation.

7 Hat tip to Beth Singler (2019) for using this quote in a blog post.
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Case Type Affiliation/

Manufacturer

Website

Atlas Humanoid BostonDynamics https://www.bostondynami

cs.com/atlas

BigDog Quadruped BostonDynamics https://www.bostondynami

cs.com/legacy

Botvac Vacuum

cleaner

Neato https://www.neatorobotics.c

om

Cassini Spacecraft NASA https://www.nasa.gov/missi

on_pages/cassini/main/inde

x.html

Cheetah Quadruped BostonDynamics https://www.bostondynami

cs.com/legacy

Curiosity Planetary

rover

NASA https://www.nasa.gov/missi

on_pages/msl/index.html

Herb Humanoid Originally CMU http://goodrobot.ai

InSight Spacecraft NASA https://www.nasa.gov/missi

on_pages/insight/main/inde

x.html

Juno Spacecraft NASA https://www.nasa.gov/missi

on_pages/juno/main/index.

html

MarsOrbiter Spacecraft ISRO https://www.isro.gov.in/pslv

-c25-mars-orbiter-mission

Nao Humanoid Softbank http://softbankrobotics.com

/emea/en/nao

OSIRIS-REx Spacecraft NASA https://www.nasa.gov/osiris

-rex

Pepper Humanoid Softbank https://www.softbank.jp/en/

robot
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Philae Asteroid Lan-

der

ESA https://www.esa.int/Scien

ce_Exploration/Space_Scie

nce/Rosetta/The_Rosetta_l

ander

Phoenix Planetary Lan-

der

NASA https://www.nasa.gov/missi

on_pages/phoenix/main/ind

ex.html

Robonaut Humanoid NASA https://robonaut.jsc.nasa.go

v/R2

Roboy Humanoid Originally TUM https://roboy.org

Roomba &

Braava

Vacuum

cleaner / mop

iRobot https://www.irobot.com/roo

mba

https://www.irobot.com/bra

ava

Rosetta Spacecraft ESA https://www.esa.int/Science

_Exploration/Space_Science

/Rosetta

Sophia Humanoid Hanson Robotics https://www.hansonrobotics

.com/sophia

Spirit&

Opportunity

Planetary

rovers

NASA https://mars.jpl.nasa.gov/m

er/index.cfm

Spot Quadruped BostonDynamics https://www.bostondynami

cs.com/spot

Valkyrie Humanoid NASA https://www.nasa.gov/featu

re/r5

Voyager Spacecraft NASA https://voyager.jpl.nasa.gov

https://www.esa.int/Science_Exploration/Space_Science/Rosetta/The_Rosetta_lander
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