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A B S T R A C T   

This research proposes a model that identifies the antecedents of customers’ attitudes and behaviours towards 
the utilization of artificially intelligent (AI) social service robots in hospitality and tourism service delivery. The 
model highlights the importance of trust and its determinants on customers’ attitudes and behaviours towards 
social service robots. The proposed model and the hypotheses are tested utilizing data collected from the users of 
two distinctly different hospitality and tourism services. Data were analysed adopting a PLS-SEM approach. 
Results indicate that the level of acceptance of the use of social robots in service delivery is determined by a 
multistage process, in which trust perceptions play critical roles. Heuristic (i.e., hedonic motivation) and the 
individual (i.e., innovativeness) factors positively influence trust in social robots during service delivery. Find
ings, however, suggest significant differences in different service contexts: anthropomorphism has no effect on 
trust construct and effort expectancy does not influence positive emotion in hedonic service contexts while these 
relationships are significant in functional service contexts. Practical and theoretical implications of the findings 
are discussed.   

1. Introduction 

Artificially intelligent social robots are artificially intelligent systems 
that can be programmed to perform different tasks in various contexts, 
including service delivery. While artificial intelligence technology has 
been around for a few decades, companies have recently started utilizing 
social robots in delivering services. However, its use has been increasing 
widely in the most recent times since artificial intelligent technology 
goes beyond automation by empowering robots to have analytical, 
mechanical, intuitive, and empathetic intelligence (Huang and Rust, 
2018). Furthermore, COVID-19 pandemic (Chuah et al., 2022), and 
great resignation and quiet quitting trends among employees have been 
accelerating the integration of social robots into service encounters 
(Söderlund, 2021) such as restaurants (Lu et al., 2021), hotels, airlines 
(Chi et al., 2022), and tourism destinations (Hou et al., 2021). Adoption 
of artificially intelligent devices to enhance customer experiences is also 
gaining traction since they can offer a range of services such as increased 
personalization to tailored recommendations. 

Several scholars have examined a number of aspects of social robot 
use in service delivery. Those works investigated robotization of 

hospitality services (Khoa et al., 2022; Seyitoğlu and Ivanov, 2023), 
customer attitudes and behaviours towards the utilization of social ro
bots (Lu et al., 2019; Ivanov et al., 2018), impacts on employees’ turn
over intentions and awareness of robotics (Li et al., 2019), customer 
evaluation of social robots (Lv et al., 2022), nudge effect of robots on 
tourist behaviors (Tussyadiah et al., 2020), customer willingness to pay 
for services delivered by robots (Ivanov and Webster, 2021), etc. 

Even though the utilization of social robots in delivering services can 
benefit both providers and customers (Saydam et al., 2022), past 
research demonstrates that not all customers are willing to consume 
services delivered by social robots (Chi et al., 2020; van Esch et al., 
2022). While some scholars argue that the adoption of social robots may 
improve customer perception of service performance and quality 
(Chiang and Trimi, 2020), leading to higher willingness to adopt these 
technologies in hospitality contexts, other suggest that the lack of social 
interaction may lead customers to perceive a sense of loneliness 
(Odekerken-Schröder et al., 2020), resulting in an objection toward the 
use of these technologies. Artificially intelligent devices’ perceived in
telligence and their level of anthropomorphism may also influence 
customers’ behavioural intentions to use these technologies (Zhang 
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et al., 2021). Given that the research on understanding customers’ at
titudes and behaviours towards the utilization of social robots in 
delivering hospitality and tourism services is still relatively new and 
developing, more studies are still needed to advance our understanding 
of customer attitudes and behaviours towards the use of social robots in 
service delivery and its antecedents (Tung and Law, 2017; Park, 2020; 
Kim et al., 2022). Thus, this study aims to advance the social robot 
adoption literature by proposing and testing a theoretical model that 
identifies and examines the most crucial factors that can affect customer 
attitudes and behaviours towards the use of social robots in hospitality 
and tourism service delivery. 

While previous studies proposed conceptual frameworks (Gursoy 
et al., 2019) to investigate customer attitudes and behaviours towards 
the use of social robots in hospitality and tourism service delivery, 
customer trust in a social service robot’s ability to deliver a satisfactory 
service experience has not received much attention even though trust is 
a critical factor that can shape customers’ attitudes and behaviours. 
Because social service robots are capable of having verbal interactions 
and making decisions since they have relatively high levels of intelli
gence (Thrun, 2004), it is necessary to examine the influence of trust in 
those devices on customers’ attitudes and behaviours, and the de
terminants of that trust. Thus, this study integrates customer trust into 
the decision-making mechanism customers use to determine their atti
tudes and behaviours towards social robot use in the services context. 

Since the level of trust in social robots’ abilities to deliver the ex
pected services can influence customers’ attitudes and behaviours to
wards social robots (Chi et al., 2023), this study identifies most critical 
determinants of trust and investigates their effects on customers’ will
ingness to accept the use of social robots in service delivery. Under
standing the antecedents of trust is crucial for identifying the possible 
interventions to alleviate social and technical complexities, which can 
enable service providers to enhance users’ experiences (Söllner and 
Pavlou, 2016; Della Corte, 2020). This study argues that both individual 
and heuristic factors serve as critical antecedents of trust in social ser
vice robots. Consumers’ trust perceptions, in turn, influence systemic 
factors, positive emotions and the level of acceptance of the utilization 
of social robots in delivering services. Since the service context and 
expectations can influence customer willingness to interact with social 
robots, this research examines the antecedents of customers’ acceptance 
of the utilization of social robots in two different service contexts: hotels 
and airports. 

Findings of this study will make important novel contributions to the 
human-robot interaction literature. This study extends the Artificially 
Intelligent Device Use Acceptance (AIDUA) theory by exploring whether 
trust in social robots’ abilities influences systemic factors and, in turn, 
emotions. Findings will help us clarify the role of trust in social robots’ 
abilities on the overall quality of human-robot interaction experiences in 
the hospitality and tourism service delivery. Furthermore, this study 
introduces new insights and perspectives that enhance our under
standing of how individuals perceive artificially intelligent social service 
robot use in service delivery. This study also provides a response to 
Belanche et al.’s (2020) call for a conceptual framework that can be used 
by both researchers and industry practitioners for successful imple
mentation of artificially intelligent social robots in service delivery. 
Thus, this study makes important contributions to the artificially intel
ligent social robot acceptance and human-robot interaction literature by 
advancing the artificially intelligent social robot acceptance framework. 
Findings of this study will provide theoretical and practical insights that 
serve as basis for further research and development in the area of 
human-robot interaction. 

Findings will also further enhance our understanding of the process 
that determines customers’ attitudes and behaviours towards social ro
bots’ utilization in delivering hospitality and tourism services, and the 
critical role of trust in this process by testing the proposed model in two 
different service contexts: hotels and airports. The decision to test the 
conceptual model in two different service contexts derives from the need 

to provide methodological rigor and enhance the validity of the pro
posed model. Furthermore, findings from testing the conceptual model 
in two different contexts will enable us to gain a more exhaustive 
knowledge of all aspects characterizing a given phenomenon. Airports 
and hotels are very different service contexts, since the first one provides 
more functional services that focus on convenience-driven automation 
(high-tech), while the hotel context provides more guest–employee 
interaction with more hedonic components occurring in the service 
experience (high-touch) (Zeng et al., 2020; Davari et al., 2022). Findings 
will help us gain a more comprehensive understating of when and in 
what service context the use of artificially intelligent social service ro
bots use in service delivery is appropriate since customers in different 
service contexts have distinct goals and expectations for their service 
encounters (Schepers et al., 2022). Thus, findings will contribute valu
able new insights to the existing literature, which has predominantly 
focused on the anthropomorphism of robots and its boundary conditions 
(Tung and Au, 2018). 

2. Literature review 

Several theoretical frameworks have been adopted to predict and 
explain new information and communication technologies (ICT) 
acceptance by users. Among them, the most frequently used ones are the 
TAM (Technology Acceptance Model) (Venkatesh and Davis, 2000), and 
the UTAUT (Unified Theory of Acceptance and Use of Technology) 
model (Venkatesh et al., 2003; Escobar-Rodríguez & Carvajal-Trujillo, 
2014). Most works that examined artificial intelligent devices also in
tegrated decision-making models including the TRA (Theory of 
Reasoned Action) and the TPB (Theory of Planned Behaviour) into their 
studies due to the differences in evaluations of and expectations from 
social robots and functional technologies (Huang and Rust, 2018). 
However, as argued by Mehta et al. (2022), findings of studies that 
utilized TRA or UTAUT conceptual frameworks for studying individuals’ 
attitudes and behaviors towards artificially intelligent devices appear to 
be fragmented and not exhaustive enough. 

Given that artificially intelligent technologies have unique charac
teristics (i.e., humanlike mind, intelligence, etc.) that are quite different 
from traditional functional technologies, the long-established technol
ogy acceptance theories and models are not appropriate to study cus
tomers’ attitudes toward the artificially intelligent device utilization in 
service delivery. To address this issue, Gursoy et al. (2019) introduced 
the AIDUA framework, which argues that six factors, namely, anthro
pomorphism, hedonic motivations, social influence, effort and perfor
mance expectancy, and emotions determine customers’ attitudes and 
behaviours towards social robots’ utilization in delivering services. 
Unlike the above-mentioned theories and models that study the drivers 
of unintelligent technology acceptance, the AIDUA framework was 
specifically developed to investigate artificially intelligent device use in 
service delivery. As argued by Filieri et al. (2022), emotion plays an 
important role in the context of social robot acceptance. Thus, the 
AIDUA framework emphasizes the impact of emotions on users’ in
tentions to accept the use of artificially intelligent service devices, sug
gesting that behavioral intention towards artificially intelligent devices 
is mainly driven by individuals’ emotions (Gursoy et al., 2019). 

The AIDUA model, building on Cognitive Appraisal Theory (Lazarus, 
1991) and Cognitive Dissonance Theory (Festinger, 1962), explores the 
multi-step process used by customers to determine their willingness to 
accept the use of social robots in different service delivery contexts. As 
reported by Gursoy et al. (2019), the AIDUA model can be used to 
explain customers’ willingness to accept the use of AI devices or to 
refuse AI devices usage during service encounters. Other studies such as 
Lin et al. (2020) have confirmed that the AIDUA model provides a 
theoretically and conceptually sound framework for studying the pro
cess that leads to customers’ acceptance or objection to the artificially 
intelligent service devices’ usage. Several studies have utilized the 
AIDUA model as the conceptual framework in different contexts such as 
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in airline and hospitality services (Chi et al., 2020, 2022), full-service 
and limited-service hotels (Lin et al., 2019), and autonomous vehicles 
(Ribeiro et al., 2021). While the AIDUA was utilized as the underlying 
conceptual framework in several studies that examined artificially 
intelligent device utilization in various service delivery contexts (Lin 
et al., 2019), it fails to consider the vital role played by trust in social 
robots’ acceptance by consumers. As argued by traditional theories in 
human behaviors (Spooncer, 1992), individuals’ behavioral intentions 
are likely to be driven by not only emotions but also cognitive beliefs, 
such as trust. Furthermore, recent studies suggest that trust is a signifi
cant antecedent of technology acceptance in artificial intelligence 
context (Park, 2020). As suggested by the Social Exchange Theory 
(Homans, 1958), trust plays a critical role in social interactions, which 
can influence customers’ perception of service quality and their service 
experiences. Thus, this study extends the underlying mechanism con
sumers utilize to determine their acceptance of the use of social robots in 
service delivery by proposing a conceptual model that integrates trust 
and its antecedents as critical determinants. 

3. Hypothesis development 

3.1. Heuristic factors 

3.1.1. Social influence 
Social influence refers to the extent to which the social context can 

influence consumer perception of the benefits of utilizing a specific 
technology (Venkatesh et al., 2012). Since attitudes of social group 
members toward the usage of social robots can have significant impacts 
on individuals’ attitudes and behaviors (Maruping et al., 2017), in
dividuals are likely to exhibit attitudes and behaviors that are compat
ible with group norms based on their assessment of whether their social 
groups (e.g., family, co-workers, friends, and social networks) consider 
the use of social robots as acceptable or not. Furthermore, social influ
ence plays a critical role in determining the level of an individual’s trust 
towards a particular service (Baabdullah, 2018). When people find that 
their peers (do not) prefer and (do not) have positive attitudes toward 
the use of a technology such as social robots, they consequently (do not) 
develop trust towards that technology’s ability to meet their expecta
tions. Based on the above considerations, we argue that: 

H1. : Social influence significantly influences customers’ trust in social 
service robots. 

3.1.2. Hedonic motivation 
Hedonic motivation, in this study context, refers to perceived 

enjoyment, fun, and entertainment customers can experience while 
utilizing artificially intelligent devices (Lee et al., 2021). As highlighted 
in prior research, if an individual perceives that using a social robot is 
likely to be enjoyable and fun, his/her level of trust to adopt this tech
nology is likely to be positive (Vitezić and Perić, 2021). Thus, this study 
proposes that: 

H2. : Hedonic motivation increases customers’ trust in social service 
robots. 

3.1.3. Anthropomorphism 
Anthropomorphism refers to the level of perceived level of human- 

likeness, such as self-consciousness, human appearance, and emotions 
(Kim and McGill, 2018; Gursoy et al., 2019; Natarajan & Gombolay, 
2020). Anthropomorphic service robots possess human characteristics 
and emulate human behaviours (Yang et al., 2022). Furhat is a symbol of 
a humanoid robot that can detect and mimic human emotions. Because 
of its ability to interact with humans, Furhat has been utilized in several 
service contexts including airports, train stations, hotels, etc. (Gonza
lez-Aguirre et al., 2021). 

Effects of artificial intelligent devices’ level of anthropomorphism on 
humans’ attitudes and behaviors towards those artificial intelligent 

devices have been investigated extensively in various research contexts 
(Pelau et al., 2021; Soderlund et al., 2021). However, previous studies 
have reported contradictory findings. While some studies have high
lighted negative relationships between perceived anthropomorphism 
and users’ attitudes (Lu et al., 2019), others reported positive effects 
(Han and Yang, 2018; Zhang et al., 2021). In the context of human-robot 
interaction, Lu et al. (2019) study on customers’ willingness to use a 
robotic device in a hotel, the hotel guests’ willingness was negatively 
influenced by the robot’s human-like characteristics. On the other hand, 
a study conducted by Zhang et al. (2020) reported that more human-like 
characteristics were linked to users’ positive emotional feedback. These 
contradictory results demonstrate the need for further examination of 
the role of anthropomorphism on acceptance behaviours. These con
tradictory findings might be explained by the fact that most of those 
studies have mainly focused on anthropomorphistic features of social 
robots. However, as argued by Zlotowski et al. (2015), individuals’ 
characteristics, such as motivations, social background, gender and age 
may also have significant impact on how those individuals view 
anthropomorphism of social robots, and thus, on their attitudes and 
behaviors towards those social robots. 

While previous studies reported contradictory findings about the 
effects of perceived anthropomorphism on individuals’ attitudes and 
behaviours towards the utilization of artificial intelligent devices in 
delivering services, anthropomorphism was found to be an important 
antecedent of trust (Liu and Tao, 2022; Liu et al., 2022). Qiu and Ben
basat (2009) argued that when users interact with a more anthropo
morphic software, their perceptions of social presence significantly 
increase. In this light, this work proposes that: 

H3. : Anthropomorphism has a positive effect on customers’ trust in 
social service robots. 

To sum up, social influence, anthropomorphism, and hedonic moti
vation are key heuristic factors that play significant roles in shaping 
human behaviour and decision-making process. Recognizing the impact 
of these factors on trust might help us better understand how these 
cognitive biases shape consumer behaviour, influence user experiences, 
and drive both engagement and trust. The heuristic factors in the context 
of robotics often focus on psychological and cognitive aspects of human 
behavior and decision-making process, rather than the basic software 
and hardware functions of a robot. While perception, learning, auton
omy, manipulation, and physical context are crucial aspects of robotics 
and human-robot interaction, they are typically considered as technical 
factors rather than as heuristic factors (Shi et al., 2021). These technical 
factors encompass the main capabilities and functionalities of a robot, 
such as its ability to sense and perceive the environment, learn from data 
and experiences, autonomously perform tasks, manipulate objects, and 
navigate physical contexts. Understanding these technical aspects is 
essential for designing and developing effective robotic systems. How
ever, when discussing heuristic factors, the focus shifts towards 
exploring how humans perceive and interact with robots, how they 
make decisions regarding robots’ use and acceptance, and how psy
chological biases and heuristics can influence these processes. As sug
gested by Belanche et al. (2020) and Flavián and Casaló (2021), a 
thorough understanding of consumers’ attitudes and behaviors towards 
artificially intelligent social service robots requires investigation of not 
only the technical factors related to robot design issues but also the 
customer characteristics and service encounter features. 

3.1.4. Individual factors 

3.1.4.1. Perceived risk. Perceived service risk refers to customers’ 
perception of possible losses due to failures during a service delivery 
(Fuchs and Reichel, 2011) and/or uncertainty related to the service 
quality (Yin et al., 2020). In most cases, if customers are not certain 
about the ability of a service provider to deliver quality in service 
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provision, they are less likely to trust the provider and, thus, refuse to 
use and/or recommend the service. Studies that examined technology 
adoption have also reported negative relationships between the level of 
risk and the level of trust in different technology use contexts. These 
studies reported that when the risk and/or the uncertainty is high, 
consumers tend to have less trust in a specific technology’s ability to 
meet their expectations (Lee et al., 2010). Especially, if individuals are 
not able to figure out the reasons behind the failure of a service delivered 
by a artificially intelligent social service robot, they may experience a 
sense of diminished authority or control over the situation, which may 
lower their level of trust in a social robot’s ability to deliver satisfactory 
services. Thus, the following hypothesis has been formulated: 

H4. : Perceived risk negatively influences customers’ trust in social 
service robots. 

3.1.4.2. Personal innovativeness. Innovativeness was first introduced by 
Agarwal and Prasad (1998) as a critical determinant of a user’s will
ingness to try out any new information system. It relates to the ability of 
individuals to be open to new ideas and exploit them to find new solu
tions (Crawford & Di Benedetto, 2003). Innovative individuals tend to 
have higher trust in new technologies than their non-innovative coun
terparts. Thus, they would like to experiment with new products or 
services (San Martín and Herrero, 2012). According to the Diffusion of 
Innovation Theory (DOI), innovative individuals tend to be early 
adopters of new innovations compared to their non-innovative coun
terparts (López-Nicolás et al., 2008). Studies suggest that innovative
ness, as a psychological and individual factor, can predict a consumer’s 
intention to adopt a new technology (Zhang et al., 2017). Specifically, if 
an individual shows the traits of innovativeness and curiosity, he/she 
will be more likely to develop trust and be the first to try and adopt new 
innovations. Based on the preceding discussion, the following hypoth
esis is proposed: 

H5. : Innovativeness positively influences customers’ trust in social 
service robots. 

3.1.4.3. Trust in Artificial Intelligence. Xu and Howard (2018) consider 
trust as a catalyst that influences human–robot interaction. Thus, rather 
than considering the issue of trust in individuals or companies, as has 
widely been utilized in previous hospitality studies, this study adopts a 
conceptualization of trust mainly related to service robots’ abilities. The 
literature on trust views it as a belief characterized by the construction 
of some attributes of an object (Colquitt and Rodell, 2011). In this vein, 
trust is conceptualized as a cognitive belief formed based on interactions 
and cognitive/affective elements (Park, 2020). However, studies suggest 
that human-robot trust is different from human-automation trust 
(Natarajan and Gombolay, 2020). Artificially intelligent robots have a 
level of autonomy that allows them to adapt to unforeseen circum
stances or events that were not explicitly programmed or predicted 
during their design. This sets them apart from automation, which is 
designed to strictly follow pre-established instructions, which makes the 
role of trust in human-robot interactions more complicated and chal
lenging to understand. 

When uncertainty is present, as in the case of emerging technologies 
such as social robots (Kim et al., 2020), the initial trust in social robots 
serves as a crucial determinant of primary assessment and a vital 
component of customer behaviours towards the utilization of social 
robots in delivering services. Furthermore, customers’ level of trust in an 
artificial intelligent device plays a fundamental role in customers’ 
assessment of both performance and effort expectancy (Ghazizadeh 
et al., 2012). Despite its importance, trust was not originally considered 
in the AIDUA framework. However, prior research (Ghazizadeh et al., 
2012; Hengstler et al., 2016) argues that trust is a critical determinant of 
performance expectancy, especially for emerging technologies that 
might be considered as “disruptive”. Trust also plays a vital role in 

reducing the negative effects of technical complications (Söllner et al., 
2016). Thus, an elevated level of trust is likely to reduce the perceived 
effort needed to interact with social robots while increasing perfor
mance expectations (Lee and Song, 2013). In this light, the following 
hypothesis has been formulated: 

H6. : Trust has a direct positive effect on performance expectancy of 
social service robots. 

H7. : Trust has a direct negative effect on effort expectancy of social 
service robots. 

3.1.4.4. Performance expectancy, effort expectancy and positive 
emotions. Several studies have considered emotions as one of the most 
crucial factors determining individuals’ level of willingness to partake in 
human-robot interaction (Chuah and Yu, 2021; Desideri et al., 2019; 
Shank et al., 2019; Yu and Ngan, 2019) since emotions can determine 
the level of engagement and participation in co-creation of experiences 
(Tung and Au, 2018). In service robot context, emotions, viewed as 
positive feelings and mental states arising from interactions with service 
robots (Zhang et al., 2021), are derived from a specific appraisal of 
benefits and costs (Smith and Lazarus, 1993). As proposed by the 
cognitive appraisal theory, appraisal processes concern the cognitive 
elements, which determine individuals’ assessment and beliefs based on 
their internal or external conditions (Lazarus, 1991). Thus, consumer 
emotional reactions are the outcome of their assessment of a stimulus, 
which further drives behavioural outcomes (Lazarus, 1991). 

Previous studies argue that individuals form their emotions towards 
social robots based on their assessment of performance and effort ex
pectancy during an interaction with a social robot (Gursoy et al., 2019). 
While performance expectancy refers to individuals’ assessment of so
cial robots’ performance with reference to both service accuracy and 
consistency, effort expectancy, conceptually similar to perceived ease of 
use, refers to individuals’ perception of mental efforts needed to interact 
with social robots. Other studies show that the higher the level of per
formance expectancy, higher the level of positive emotions toward the 
use of artificial intelligent devices, while higher levels of effort expec
tancy can have negative effects on individuals’ opinion of these robotic 
agents. 

H8. : Performance expectancy enhances individuals’ positive emotions 
toward the social service robots. 

H9. : Effort expectancy lowers individuals’ positive emotions toward 
the social service robots. 

According to Wirtz et al. (2018) consumer’s attitudes and behaviours 
toward the use of social robots in delivering services depends on how 
well those social robots can satisfy utilitarian and emotional needs to 
gain role congruency. As argued by others, consumers’ emotions formed 
based on their appraisal of performance and effort expectancy serves as 
a critical determinant of their attitudes and behaviours toward the uti
lization of those artificial intelligent devices in delivering services. Thus, 
grounded in the AIDUA framework, this study investigates the effect of 
the positive emotions on customers’ attitudes and behaviours toward the 
utilization of artificial intelligent devices in delivering services (Gursoy 
et al., 2019). 

H10. : Positive emotions have positive effects on attitudes and be
haviours toward the utilization of artificial intelligent devices in deliv
ering services. 

Fig. 1 presents the conceptual model that is developed based on the 
proposed hypotheses. 

4. Materials and methods 

The model was tested in two service settings, a hotel and an airport 
for validating the findings and to improve external validity and 
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generalizability (Milman et al., 2020). This study used a hypothetical 
scenario method (Weber 1992). Scenario methods are used by other 
studies to examine consumer decision-making behaviour in emerging 
technology contexts (e.g., Ribeiro et al., 2022; Shi et al., 2021; Jun & 
Vogt 2013; Park & Jang 2013) because scenarios can ensure that 
contextual details that are needed for a realistic decision-making process 
are presented and consistent across respondents (Siponen & Vance 
2010). Furthermore, this study adopted a prototypical humanoid robot 
(i.e., Furhat), since this social robot is designed to create a human-like 
setting during interaction (Wilcock and Jokinen, 2022). 

The scenarios showed a situation where the person is asking for a 
restaurant recommendation from a social robot. Study 1 was focused on 
a hotel setting, while Study 2 was designed for an airport context. Data 
were collected utilizing an online survey. The first part included the 
consent form. The second part presented the purpose of the research and 
the definition of service robots and then asked respondents to read the 
assigned scenario that described a human-robots service encounter at a 
hotel or an airport (see the Appendix). Each scenario included a picture 
of Furhat social robot and a video that showed human-robot interaction 
in an airport or a hotel service context. Respondents were instructed to 
watch the video after reading the scenario to ensure that they under
stood the capabilities, mobility, and embodiment features of social ro
bots. Manipulation check questions were also included in this section. 

The third section included items that were used to measure each 
construct and five attention check questions. Each construct was 
measured utilizing items validated in literature. Perceived risk was 
measured with 5 items (Chi et al., 2021), innovativeness with 3 items 
(Hwang et al., 2020), social influence with 5 items and hedonic moti
vation with 4 items, both adapted from Lin et al. (2020), anthropo
morphism with 4 items adapted from Gursoy et al. (2019), both 
performance and effort expectancy with 3 items (Chi et al., 2020), trust 
in social robots with 6 items (Park, 2020; Lippert and Davis, 2006), 
positive emotion with 5 items (Chi et al., 2020), willingness to use with 3 
items (Shi et al., 2021). All items were measured on a 7-point Likert scale 
(1 =strongly disagree 7 =strongly agree). 

The last section of the survey included demographic questions (such 
as age, gender, income, education level, occupation). Since the ques
tionnaire was administered in Italian, it was translated into Italian using 
a translation back to translation procedures (Hair et al., 2019). Items 
from different constructs were intermixed to reduce retrieval bias 
(Podsakoff et al., 2003) Furthermore, in order to minimize social 
desirability bias the scope of the research and the survey was explained 

to respondents and contacts for further information were provided 
(Saunders et al., 2009). 

First, a pilot study was carried out on 250 undergraduate students to 
test the validity and reliability of the questionnaire. Afterwards, data 
were collected utilizing Amazon’s Mechanical Turk (MTurk) between 
March 10, 2022 and May 8, 2022. The final sample included 716 valid 
responses. (358 each in Studies 1 and 2). 

Proposed model and the hypotheses were tested through the Partial 
Least Squares approach to Structural Equation Models (PLS-SEM) (Hair 
et al., 2014). PLS-SEM approach is used when the model is complex 
(direct, indirect, and moderation) and for non-normal data (Hair et al., 
2019). 

5. Results 

5.1. Sample characteristics 

The sample consisted of 40% male and 51% female, 9% of re
spondents did not report their gender. Around 32% of respondents were 
between the ages of 18–25, 28% were between the ages of 26–34, the 
26% between the ages of 45–54, 10% were 55 years old or older. Income 
distribution of respondents was: 20% had income less than 10,000 
euros, 30% between 10,000 and 29,999 euros, 25% between 30,000 and 
59,999 euros, 15% between 60,000 and 89,999% and 10% between 
90,000 and 129,000. 

5.2. Measurement model 

First, the convergent validity of the measurement model was 
assessed through examining the average variance extracted (AVE) 
scores, factor loadings, Cronbach’s Alpha scores and composite reli
ability of each construct (Fornell and Bookstein 1982). As presented in  
Table 1, both in hotel and airport contexts all loadings were higher than 
0.60, except for HM1 in hotel context (Henseler et al., 2009), each 
construct’s Cronbach’s alpha and composite reliability (CR) scores were 
higher than 0.70 and average variance extracted (AVE) score of each 
construct was higher than 0.50 (Hair et al., 2016). 

Afterwards, the discriminant validity was checked using two criteria: 
Fornell-Larcker criterion and Heterotrait-Monotrait criterion. As pre
sented in Table 2, in both contexts, the square root of the AVE score for 
each construct was higher than its highest correlation with the other 
constructs and the correlation values were less than 0.90 threshold. 

Fig. 1. the proposed model.  
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Thus, both Fornell-Larcker criterion and Heterotrait-Monotrait criterion 
provided empirical evidence for discriminant validity. 

5.3. Structural model 

Table 3 presents the results for the structural model assessment. In 
the hotel context, all hypotheses were supported except for H4, while in 
the context of airport, all hypotheses were supported except for H9. 
Furthermore, As presented in Table 4, R2 values both in the hotel and in 
airport context models were above the.10 cut off (Falk and Miller, 
1992), which suggest that both models explain a sufficient variance. 

6. Discussion 

Most of the studies on human-robot interaction in the tourism and 

hospitality field is purely theoretical or descriptive, with a scarce 
number or studies providing empirical evidence from the customer point 
of view (Ivanov et al., 2019). In this emerging research field, findings of 
this study shed some light on the antecedents of customer behavior to
wards social robot use in hospitality and tourism service delivery. The 
proposed model is tested in two different service contexts: hotel and 
airport. These two contexts are utilized to understand whether the ser
vice delivery context of a social robot influences the level of acceptance 
by moderating the effects of antecedents of acceptance proposed in the 
model. 

Results show that willingness to accept the use of social robots in 
service delivery is determined by a complex multistage process. The 
findings suggest that consumers form their trust perceptions based on 
both heuristic and individual factors. In both studies (hotel and airport), 
findings indicate that the heuristic factors (i.e., hedonic motivation, 

Table 1 
Properties of measurement items and constructs.    

Outer loadings Cronbach’s 
alpha 

CR AVE   

Airport Hotel Airport Hotel Airport Hotel Airport Hotel 
Anthropomorphism    0.67 0.64 0.68 0.66 0.63 0.56 
AI devices have a mind of their own A1 0.63 0.58       
AI devices have consciousness A2 0.67 0.66       
AI devices have their own free will A3 0.68 0.66       
AI devices canexperience emotions A4 0.68 0.61       
Positive emotion    0.67 0.07 0.07 0.66 0.6 0.56 
Bored-relaxed E1 0.64 0.57       
Despairing-hopeful E2 0.65 0.63       
Annoyed- pleased E3 0.65 0.61       
Melancholic/Contented E4 0.66 0.07       
Unsatisfied/ Satisfied E5 0.63 0.07       
Effort expectancy    0.07 0.62 0.68 0.65 0.64 0.57 
Using social robots takes too much of my time EE1 0.07 0.06       
It takes me too long to learn how to interact with social robots EE2 0.07 0.64       
Interacting with social robots is so difficult to understand and use EE3 0.66 0.66       
Hedonic motivation    0.67 0.57 0.67 0.62 0.62 0.51 
Interacting with the social robots is fun HM1 0.66        
Interacting with the social robots is entertaining HM2 0.64 0.05       
Interaction with the social robots is enjoyable HM3 0.07 0.63       
The actual process of interacting would be pleasant HM4 0.07 0.64       
Innovativeness    0.66 0.07 0.67 0.68 0.9 0.64 
I like to try new experiences INN1 0.65 0.68       
I enjoy trying unusual experiences INN2 0.65 0.66       
I like to live novel experiences INN3 0.07 0.07       
Performance expectancy    0.65 0.57 0.66 0.62 0.06 0.52 
Information provided by social robots are more accurate than human beings PE1 0.66 0.64       
Information provided by social robots are more accurate with less human errors PE2 0.66 0.51       
The social robots provide more consistent information than human beings PE3 0.64 0.64       
Perceived risk    0.66 0.66 0.67 0.07 0.57 0.06 
On the whole. considering all sorts of factors combined. using social robots in service 

transactions is risky 
PR1 0.06 0.66       

In service transactions. using social robots is risky PR2 0.65 0.68       
In service transactions. using social robots exposes you to an overall risk PR3 0.62 0.06       
In service transactions. receiving services provided by social robots are dangerous PR4 0.65 0.06       
In service transactions. receiving services provided by social robots would add great 

uncertainty to my service experience 
PR5 0.6 0.58       

Trust    0.66 0.66 0.67 0.67 0.56 0.57 
Generally. I trust in AI T1 0.57 0.58       
AI helps me to solve many problems T2 0.64 0.65       
I think it’s a good idea to rely on AI for help T3 0.64 0.62       
I don’t trust the information I get from AI T4 0.64 0.64       
AI is reliable T5 0.64 0.63       
I rely on AI T6 0.61 0.65       
Social influence    0.07 0.64 0.68 0.65 0.62 0.53 
People who influence my behavior would want me to utilize social robots SI1 0.62 0.55       
People in my social networks who would utilize social robots have more prestige than those 

who don’t 
SI2 0.66 0.65       

People whose opinions that I value would prefer that I utilize social robots SI3 0.68 0.58       
People who are important to me would encourage me to utilize it SI4 0.67 0.64       
People in my social networks who would utilize social robots have a high profile SI5 0.66 0.06       
Willingness to use    0.59 0.62 0.06 0.65 0.54 0.57 
I am willing to receive information from the social robots WU1 0.06 0.64       
When interacting with the social robots. I feel happy WU2 0.61 0.63       
When I am interacting with the social robots. I forget everything else around me WU3 0.64 0.61        
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social influence, and anthropomorphism) and the individual factor (i.e., 
innovativeness) positively influence trust in artificially intelligent social 
service robots. These findings support previous studies that heuristic and 
individual factors are critical determinants of trust (Liu and Tao, 2022; 
Baabdullah, 2018). 

These results indicate that if social norms suggest social robots use in 
service delivery is appropriate, customers are more inclined to develop 
trust towards such technology since social norms provide guidance to 
group members on how to interpret, feel and behave in a given situation. 
Furthermore, if a customer believes that using a social robot can be fun 
and enjoyable, he/she will be more inclined to develop trust towards 
this technology. 

Regarding the influence of anthropomorphism, it was found that 
while in the airport context it positively influences trust, in the hotel 
context the effect is not significant. This difference can be explained by 
the fact that airports and hotels offer different services. Customers see 
airports as facilities that provide functional services such as check-in, 

security checks, etc. Also, customers are often on a tight schedule at 
airports. As a result, they view social robots at airports as devices that 
provide functional utility. Furthermore, the type of information required 
at airports is riskier, e.g., recommending a restaurant away from the 
gates, with the consequent risk of missing the flight, could push trav
ellers to question the ability of social robots to give a good recommen
dation, which can reduce the level of confidence in the capabilities of 
social robots. In the context of hotels, however, customers view hotels as 
hedonistic service providers. The social robot can provide hedonic ex
periences regardless of whether the robot is human-like. Because hotel 
patrons are there to have fun and the use of the social robot can provide 
hedonic experiences, those patrons may not consider whether the robot 
is human-like as relevant. 

Furthermore, when interacting with a more humanoid robot, users 
form the belief that they are interacting with an intelligence device, 
which enforces robots’ social presence, resulting in an enhanced trust 
towards those artificial intelligent devices. Therefore, a social robot with 
more human features can have more credibility in the transfer of in
formation with respect to a social robot with less human features. This is 
in line with the findings of prior research (Belanche et al., 2021) that 
individuals tend to be more willing to accept the use of social robots and 
other technological objects with anthropomorphic features than the 
ones with a more mechanical look, which can lead to feelings of social 
exclusion. However, as argued by Liu et al. (2022), although the level of 
anthropomorphism increases the level of trust in a social robot, the robot 
needs to provide high quality services in order to generate a “congruity 
effect”. 

Table 2 
Discriminant validity.  

Airport data  
A E EE HM INN PE PR T SI WU 

A 0.66 0.5 0.05 0.18 0.13 0.32 0.05 0.21 0.03 0.47 
E 0.48 0.65 0.14 0.3 0.17 0.36 0.47 0.27 0.32 0.44 
EE 0.03 0.01 0.67 0.3 0.51 0.13 0.23 0.34 0.23 0.21 
HM 0.17 0.31 0.31 0.65 0.4 0.44 0.15 0.5 0.3 0.42 
INN 0.01 0.18 0.53 0.38 0.66 0.02 0.23 0.4 0.31 0.29 
PE 0.31 0.38 0.12 0.42 0.19 0.65 0.17 0.5 0.41 0.44 
PR 0.43 0.49 0.23 0.15 0.22 0.17 0.63 0.1 0.27 0.03 
T 0.2 0.28 0.33 0.48 0.38 0.47 0.09 0.62 0.41 0.39 
SI 0.28 0.33 0.23 0.3 0.32 0.43 0.03 0.43 0.66 0.36 
WU 0.43 0.41 0.19 0.37 0.25 0.04 0.31 0.35 0.34 0.61 
Hotel data  

A E EE HM INN PE PR T SI WU 
A 0.91 0.3 0.33 0.7 0.18 0.19 0.28 0.22 0.54 0.25 
E 0.29 0.9 0.29 0.42 0.16 0.47 0.1 0.55 0.45 0.51 
EE 0.3 0.26 0.91 0.64 0.46 0.54 0.23 0.59 0.42 0.48 
HM 0.61 0.38 0.7 0.86 0.19 0.41 0.32 0.49 0.62 0.45 
INN -0.09 0.15 0.49 0.21 0.96 0.52 0.32 0.51 0.13 0.31 
PE 0.15 0.42 0.62 0.46 0.57 0.86 0.18 0.54 0.44 0.34 
PR 0.25 0.1 0.26 0.39 0.31 0.16 0.91 0.11 0.37 0.1 
T 0.21 0.52 0.63 0.53 0.49 0.5 0.13 0.91 0.36 0.54 
SI 0.49 0.42 0.47 0.71 0.09 0.36 0.34 0.36 0.88 0.41 
WU 0.24 0.48 0.54 0.51 0.28 0.32 0.11 0.59 0.42 0.9  

Table 3 
Results of structural model assessment and hypotheses testing.  

HP RELATIONS PATH COEFFICIENTS P VALUE Support   

Airport Hotel Airport Hotel Airport Hotel 

H1 SI->T  0.24  0.01  0.00  0.02 Yes Yes 
H2 HM -> T  0.3  0.26  0.00  0.00 Yes Yes 
H3 A -> T  0.12  0.004  0.00  0.66 Yes No 
H4 PR -> T  -0.2  0.13  0.00  0.00 Yes Yes 
H5 INN -> T  0.02  0.32  0.00  0.00 Yes Yes 
H6 T -> PE  0.47  0.35  0.00  0.00 Yes Yes 
H7 T -> EE  0.33  0.41  0.00  0.00 Yes Yes 
H8 PE -> E  0.34  0.27  0.00  0.00 Yes Yes 
H9 EE -> E  0.08  0.03  0.00  0.3 Yes No 
H10 E-> WU  0.41  0.33  0.00  0.00 Yes Yes  

Table 4 
R-square values.  

R-square Airport Hotel 

EE  0.15  0.24 
PE  0.32  0.18 
T  0.45  0.31 
E  0.02  0.12 
WU  0.24  0.16  
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Significant effect of innovativeness on trust suggests that if users are 
more prone to adopt new technologies and innovations, they tend to be 
more inclined to trust in using a new technology. This finding confirms 
previous studies that innovativeness positively influences trust (Rouibah 
et al., 2016). However, findings show that in the airport and hotel 
contexts perceived risk negatively influences trust in social robots, 
which is consistent with the findings of previous research that perceived 
risk negatively influences trust (Kim and Koo, 2016). 

After customers form their trust perceptions, they determine social 
robots’ performance quality and the level of effort needed to interact 
with those robots based on those trust perceptions. Findings suggest 
that, in both contexts, trust significantly influences customers’ assess
ment of performance expectations and the effort required to interact 
with those robots. The outcome of these assessments helps customers 
form their emotions. In both contexts (hotel and airport), findings sug
gest that performance expectancy positively influences emotion. If 
consumers perceive that social robots have a good performance, cus
tomers are likely to form more positive emotions towards social robots. 
However, while effort expectancy negatively influences positive emo
tions in the airport context, effort expectancy is not likely to influence 
customers emotions in the hotel context. Again, this derives from the 
differences in services offered by the airports and hotels. In the context 
of airports, effort expectancy can negatively influence positive emotion 
because users ask for riskier types of information, hence the interaction 
is perceived to be more complex. In hotels, the information is of a more 
hedonistic nature and the situation in which the user finds himself is also 
more relaxed, therefore the effort expectancy becomes less relevant. 

In the final stage of the decision-making process, customers deter
mine their behavioural outcomes based on their emotions. Both in the 
airport and hotel contexts, positive emotions positively influence will
ingness to use social robots. 

Findings of this study clearly suggest that in addition to technical 
features of artificially intelligent social service robots, customers’ ex
pectations from service providers can vary depending on the service 
delivery context. Service delivery contexts, such as airports, that prior
itize quantity and efficiency over quality are often perceived as low- 
touch services, where the service encounter itself is considered less 
valuable and is therefore “McDonaldized”. On the other hand, high 
touch service delivery contexts, such as hospitality settings, emphasize 
the quality of the service encounter that are characterized by more 
labor-intensive interactions. Use of frontline self-service technologies, 
including social robots like Furhat, are better suited for settings where 
service quality expectations are relatively low. However, in high-touch 
service settings where expectations are typically higher, a collabora
tive approach is recommended. In this scenario, Furhat can handle 
routine service encounters, such as acting as a concierge and providing 
information and/or recommendations. Meanwhile, a service employee 
can focus on more complex encounters that require intuitive or empa
thetic intelligence, such as handling customer complaints. 

7. Theoretical and managerial implications 

Findings of this study provide both theoretical insights and practical 
implications. By extending the AIDUA framework, this study provides a 
deeper understanding of the factors that can influence customers’ atti
tudes and behaviors toward social robots and the underlying process of 
this influence. Furthermore, findings extend beyond theoretical impli
cations to practical applications by translating research findings into 
actionable insights that can be implemented in real-world contexts. 

As argued by Camilleri and Troise (2023), there is an increased in
terest among academia and practitioners on customers’ digital experi
ences within service businesses. To this scope, this study enriches and 
expands previous research on social robots’ acceptance models by 
introducing perceived trust and individual and heuristic factors as an
tecedents of trust in social robots, which were not included in previous 
models such as the AIDUA model. Findings clearly demonstrate that the 

conceptual model proposed can explain customers’ behavioural in
tentions to use social robots in hotel and airport contexts. Accordingly, 
this study moves beyond the conventional focus of technology accep
tance models such as TAM, UTAUT, etc. that were developed for unin
telligent devices. Findings, thus, contribute to further development of 
theoretical and empirical models of customer decision making mecha
nisms in determining whether to accept the use of AI service robots in 
service delivery. 

Findings clearly show that level of trust can have significant influ
ence on consumers’ attitudes and behaviours. However, it is also 
important to understand the factors that can influence the level of trust. 
This study argues that both individual and heuristic factors are critical 
determinants of trust. This result is consistent with the findings reported 
in strategic management studies (Della Corte, 2009) on the importance 
of trust for generating any process of value creation. In line with Tus
syadiah et al. (2020), this study identifies several antecedents of trust 
building process in social robot use context. These results add value to 
the trust literature. 

Moreover, the findings of this study provide future research di
rections in the field of service robots. Specifically, this study explored 
the acceptance stage by delving into how consumer experiences and 
expectations influence acceptance of social robot use in service delivery. 
By addressing this important issue, this study contributes to the ongoing 
debate on service robots and paves the way for future studies to explore 
innovative strategies and approaches for optimizing user experience and 
meeting evolving consumer expectations. Thus, the findings offer new 
avenues for further investigation to better understand the factors that 
can influence consumer satisfaction and interactions quality with ser
vice robots. 

As for the managerial implications, understanding customers’ per
ceptions and acceptance of social robots in service delivery is a chal
lenging task for marketers and service providers. Thus, findings of this 
research offer several insights for the industry stakeholders seeking to 
adopt service robots. First, it is important for managers to know that 
social influence plays an important role in customer acceptance in
tentions. Thus, managers should communicate the benefits of social 
robots in service delivery through social media channels. This can be 
established through gaining support from social influencers. Managers 
can recruit and train social influencers to communicate the benefits of 
social robots in service delivery to their followers to trigger consumers’ 
positive perceptions and behavioural responses. 

Managers should also develop and invest in communication cam
paigns that focus on how fun and entertaining it can be to receive ser
vices from social robots utilizing social media, networking sites (e.g., 
Facebook, Tweeter, Tik Tok, etc), and their web pages to encourage 
consumers to become advocates of social robot delivered services. These 
advocates can spread information about how easy to interact is with 
social robots and their benefits such as accuracy, timeliness, and cost 
saving. Communication activities should be based on clear, accurate and 
informative messages to catch the attention of customers. They need to 
be conceived as distinct per target markets: while Z and Y generations 
are far more open towards applications and less fearful towards infor
mation sharing, operating on platforms, etc, the older generations are 
more biased and may be afraid of not being comfortable in interacting 
with an unknown and maybe complex machine. 

In line with previous studies (Tuomi et al., 2021), the findings of this 
study demonstrates that in addition to providing support for human 
employees and providing functional services, social robots have the 
potential to enhance the overall service experience. By automating 
functional and repetitive tasks and processes, social robots can stream
line operations, reduce friction points, and ensure consistent service 
quality. This not only increases efficiency, but also contributes to a more 
seamless and standardised service encounter, ultimately leading to 
improved customer satisfaction. In such a context, human-robot inter
action becomes easier with the emergence of collaborative robots 
(cobots), which offer effortless interactions between humans and robots 

V. Della Corte et al.                                                                                                                                                                                                                            



International Journal of Hospitality Management 114 (2023) 103587

9

(Caputo et al., 2023). Artificially intelligent service robots can foster 
collaboration between humans and robots, allowing them to work 
together as partners. The primary benefits of this collaboration stem 
from the integration of cognitive abilities, intelligence, adaptability, and 
dexterity. By combining these qualities, humans and robots can effec
tively collaborate and complement each other’s strengths, resulting in 
enhanced productivity and performance. 

The COVID-19 pandemic and the ensuing great resignation and quiet 
quitting trends forced companies to rapidly adopt social robots in the 
hospitality and tourism industry as a direct consequence (Formica and 
Sfodera, 2022; Gursoy and Chi, 2020). Before the pandemic, most hos
pitality companies were skeptical about the social robots adoption in 
service delivery due to the key role of human touch in the hospitality and 
tourism industry. Nowadays, an increasing number of hospitality and 
tourism companies use AI powered devices and social robots to deliver 
services that used to be human-executed tasks. The pandemic has 
become an accelerator for the adoption of this type of technology. 
However, it is important for managers to emphasize that social robots do 
not replace the human workers but provide support by being part of an 
ecosystem that aims to improve service quality and well-being of 
employees. 

8. Research limitations and future directions 

Like other studies, this study is not free from limitations. The first 
limitation is that data for this study were collected from individuals who 
reside in Italy utilizing an online survey, which may have limited the 
generalizability of the findings to other populations. Future research 
should test the proposed model and the hypotheses in different regions, 
countries, and other contexts to validate the applicability of the pro
posed model and the reported effects. A second limitation is that a cross- 
sectional data set was used in this study. Since cross-sectional data do 
not allow identification of changes in users’ behaviour overtime, future 
studies should adopt a longitudinal approach to capture the changes in 
respondents’ attitudes and behaviours toward the utilization of social 
service robots in delivering hospitality and tourism services over time. 
Furthermore, this study only considered facilitating factors that may 
influence consumers’ willingness to accept the use of social robots but 
did not consider potential inhibitors that may negatively influence 
customers willingness. Thus, future studies should also factor in the 
effects of potential inhibitors on customers’ willingness. Another limi
tation is that this study used only two types of methodological stimuli 
(images and a video) through a scenario approach. It is strongly sug
gested that future studies should gather data from individuals who 
experienced the AI social robot delivered services in various service 
settings to account for the effects of personal experiences with social 
service robots. 

Since the workplace collaboration between human employees and 
robots are likely to increase in the future, it is also important to further 
investigate and develop advanced human-robot interaction techniques 
that promote seamless collaboration and communication between 
humans and cobots. This includes exploring natural language process
ing, gesture recognition, and intuitive interfaces to enable intuitive and 
efficient interaction. Future research should examine how trust can be 
established and maintained between humans and robots, as it is crucial 
for effective collaboration. 
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