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ABSTRACT - This paper presents a gearbox defect diagnosis based on vibration behaviour. 
In order to record the vibration response under various circumstances, an industrial gearbox 
was used as the basis for an experimental setup. The signals resulting from gear wear were 
processed using an empirical mode decomposition for two operating time intervals (zero-hour 
running time and thirty-hour running time). The first three intrinsic mode functions and the 
corresponding frequency response were detected. The ten statistical parameters most 
sensitive to gear wear were selected using an evaluation method based on Euclidean 
distance. Using the identified features, an artificial neural network (ANN) was trained to track 
the gearbox for the selected future data set. The neural network received its input from the 
statistical parameters, and its output was the number of gearbox running hours. To achieve 
faster convergence, the radial basis function and the backpropagation neural network were 
compared. The superiority of the proposed strategy is demonstrated by comparing the 
performance of ANN. For monitoring the condition of industrial gears, the proposed strategy 
is found to be effective and trustworthy. 
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1.0 INTRODUCTION 
Recent advances in information and communication technology (ICT) have equipped modern engineers with the 

ability to connect devices to the network and track them in real time. Radio Frequency Identification Devices (RFID), 
developed in the laboratories of Auto-ID in 1999, were the origin of the Internet of Things (IoT). It was later referred to 
as “the intelligent connectivity for anything, anytime, anywhere” in the 2005 International Telecommunication Union 
report [1]. This technology enabled the user to collect the required data in real-time from the physical resources with the 
help of various devices such as RFID, Global Positioning System (GPS), sensors, and scanners. With the advancements 
in the communication system, the application of IoT is being extended to numerous fields such as healthcare, smart 
buildings, social security, transportation/distribution, agriculture, smart cities, inventory management, real-time 
maintenance, etc. A McKinsey Global Institute report estimates that the economic impact of IoT will exceed $11.1 trillion 
per year by 2025 [2]. Cloud computing is already one of the most important technologies transforming businesses 
worldwide. The concept of Design Anywhere Manufacture Anywhere (DAMA), which is a plug-and-play approach to 
cloud manufacturing, is now part of the mainstream in manufacturing [3]. A 5C architecture is proposed for integrating 
physical systems with advanced cloud computing technology [4]. Enriched maintenance using these techniques can be an 
important aspect of value creation in the factory. The McKinsey report estimates that maintenance costs can be reduced 
by 10-40% using these techniques [2]. One can expect a 50 % reduction in machine downtime and a 3 to 5 % reduction 
in capital investment in equipment. These savings can have a potential economic benefit of $630 billion per year by the 
end of 2025. To monitor the health of physical systems through the fusion of ICT with best practices, a cloud-based cyber-
physical system architecture (CPS) needs to be developed. 

Condition-based maintenance (CBM) enables predictive maintenance based on decisions made by detecting abnormal 
operational conditions. This not only reduces machine downtime but also ensures greater reliability. The three primary 
processes of CBM are data gathering, data processing, and decision-making on maintenance. Thus, maintenance 
procedures have changed from an organisation-centric to a customer-centric approach, which has encouraged the growth 
of prognostics and health monitoring (PHM). This helps to identify invisible patterns of asset deterioration, 
inconsistencies, and process inefficiencies, leading to improved machine feasibility and, ultimately zero breakdowns [4]. 
Modern industry is changing rapidly with advances in ICT and predictive analytics. ICT integration with the physical 
system in close connection, such as the differential gearbox, is referred to as CPS [5]. Gears can not only transmit power 
or rotary motion between shafts but also provide the necessary angular ratio with incredibly smooth and effective motion 
transmission. Due to wear, gears lose efficiency over time, making the situation worse. This continuity can lead to loss 
of production and, eventually, complete breakdown of the entire system. Besides vibrational analysis [6], acoustic 
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emission [7], thermography [8], electrical signature [9], and oil and wear debris analysis [10], vibration analysis is the 
most extensively used and popular condition monitoring method. In general vibration analysis, experiments are conducted 
on intentionally damaged and undamaged gears. The gears are artificially damaged by creating cracks of varying severity, 
the presence of which is reflected in the recorded vibration signals. However, consistent gear wear data reflects the 
realistic operating condition of the machine and would be more desirable for condition monitoring. Therefore, an approach 
that collects signal data at different running times may be more reliable and convincing for the industrial environment. 
Ullah et al. [11] investigated the reduction of contact stresses and better load distribution in the gearbox by optimising 
the gearing under different operating conditions.  

Accurate interpretation of the measured vibration signal under different operational conditions requires deep 
understanding and expertise. As a result, the vibration data is processed using several signal-processing algorithms to 
determine which of the acquired data is the most sensitive. Several signal processing techniques, including statistical 
techniques, time-domain averaging, cepstrum estimation, Wigner–Viller distribution, demodulation [12], independent or 
principal component analysis cyclo-stationarity analysis, wavelet transforms [13] and EMD [14] have been utilised for 
signal processing. To overcome the disadvantages of the wavelet transform method, EMD was introduced. Huang et al. 
[15] introduced this novel method for analysing nonlinear and nonstationary signals in mid-1990s. The Hilbert-Huang 
transform (HHT), as it is more commonly called, has been praised for its effective and powerful approach to the study of 
nonstationary and nonlinear time-frequency signal data. EMD and Hilbert spectral analysis are combined to form HHT. 
The Fast Fourier Transform (FFT) and other wavelet transform decompositions, unlike this unique EMD, do not use 
specified basis functions. Previously, the upper and lower envelopes of each sighting were determined by cubic splines. 
The mean of these envelopes was later subtracted from the previously sifted time series. When later studies highlighted 
the crucial role of the mean curve, research focused on improving EMD. Further work and research proposed a novel 
decomposition method that combined B-splines with the linear moving mean of the extrema [16]. With the moving mean 
as the baseline, the EMD algorithm continued in the same way. For the envelope fitting, rational splines were used instead 
of cubic splines. Intrinsic time scale decomposition (ITD) was also proposed as an alternative to EMD; the effectiveness 
of EMD for spur gear fault diagnosis was investigated.  

IMFs use statistical moments describing the shape of the amplitude distribution of vibration signals data sensitive to 
energies [17].. Mutra and Srinivas [18] investigated the dynamics of the turbocharger system from the vibration response 
using Time Domain and Fast Fourier Transforms. Diverse statistical parameters applied to the IMF enhance the fault 
diagnostic information. The most widely used parameters are kurtosis, crest factor (CF), root mean square (RMS), and 
skewness due to their simplicity and effectiveness [19–22]. It was reported that more accurate results can be obtained by 
combining multiple feature parameters for fault diagnosis. However, the use of multiple features makes it difficult for the 
diagnostic expert to pay attention to each feature because the contradictory values have to be dealt with. In the past, 
diagnostic experts had considerable difficulty diagnosing faults by simply visually observing the statistical features [23]. 
This problem has been effectively solved by combining multiple statistical parameters using the pattern recognition 
technique. 

Moreover, this can be an automated, practical, and reliable diagnostic method for detecting faults. To diagnose 
transmission defects, random forest models and genetic algorithm-based feature selection were coupled [24]. A support 
Vector Machine was used for multiclass gearbox diagnosis using interpolation and extrapolation [25]. Bayesian networks 
are used in the identification of tooth breakage and wear of gears based on statistical parameters obtained from vibration 
signals[26]. Identification of pitting in gears using scalograms and the mean frequency variation exponent scaling 
algorithm [27]. However, these methods require professional expertise to use them successfully in diagnosis and are not 
suitable for automatically detecting the degree of damage in gears. Evaluations of the literature show that the use of 
knowledgable algorithms, such as Support Vector Machines, ANN, and k-nearest neighbours, can detect defects in 
machines and enable online and autonomous monitoring. ANN has become more popular than its rivals due to its excellent 
efficiency in recognising similarities between big data sets; ANN is nothing but the functional imitation of the human 
brain. Therefore, ANN can make decisions and conclusions even on complex, irrelevant, and noisy data [28]. 
Notwithstanding the possible non-linearity of the model, results can be obtained within a short time [29]. These features 
have established ANN as one of the best tools available for defect diagnosis. Recently, Mutra et al. [30,31] explained the 
use of artificial neural network-based parameter identification and its optimisation in high-speed rotor bearing systems. 
Mba et al. [32] combined stochastic resonance to amplify weak impulses using noise and hidden Markov modelling 
(HMM) to model the system observation as a probabilistic function. This is claimed to be a robust diagnostic system but 
uses only kurtosis and RMS features. Kumar [33] suggested using the power of the Internet of Things (IoT) and deep 
learning for the next-generation maintenance strategy in condition monitoring. He also advised combining the physical 
systems with AI models for automatic and efficient vibration-based diagnosis.  

The proposed architecture integrates advanced ICT tools with condition-based maintenance to facilitate condition 
monitoring of the differential gearbox. A systematically developed framework is used to analyse the vibration signals of 
a differential gearbox using a cloud-based CPS platform. This integrated approach consists of functional modules such 
as data acquisition, database servers, analysis servers, and reporting modules, which are represented as the physical 
resource layer, local service layer, and cloud service layer in the proposed framework. The physical resource layer 
primarily collects various types of input data, gearbox specifications, and operating parameters using different CPS 
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devices. The collected heterogeneous input data delivered to the data acquisition system (DAQ) in the local service layer 
is converted into signal data in the time and frequency domains. This data is extracted into feature metrics and stored in 
the cloud database. This global information is subjected to signal processing by the EMD algorithm. The result is the 
IMF, which contains the local information of the signal data. This recommended standardised extraction feature can be 
conveniently adapted for system health monitoring. Synchronisation of the cloud resource layer with the physical resource 
layer for condition monitoring of the gearbox has not yet been reported. Also, a combination of the EMD potential to 
convert the signal into IMF with the potential of Euclidian-based distance evaluation technique to identify significant 
statistical features has not been used for gearbox condition monitoring before. Predicting gear and machinery defects is 
expensive, both in terms of lost production and repair costs. These errors or losses can lead to the failure of the entire 
plant or machine. This study aims to replace these losses and defects with predictive maintenance by using advanced 
machine learning techniques (ML) to detect and predict defects in industrial machinery. Usually, machine components 
such as gears or cracks wear out after a certain period of operation and early prediction of the damage reduces downtime. 
This is the great novelty of the present work and a contribution to the condition monitoring of gearboxes in the cement, 
rubber and plastics industries as well as in power plants. Section 2 of this study describes the tests that were carried out 
to obtain data on the wear of gears at different running times. Section 3 explains the EMD method, while Section 4 goes 
into more detail about the features extracted from the signal. Section 5 of this study discusses the results. This study 
concludes in Section 6 with a forecast for the future.  

2.0 PROPOSED ARCHITECTURE 
The architecture framework of the cyber-physical system is developed to realise the real-time condition monitoring 

of differential gearbox. Figure 1 shows the proposed architecture having facilities of the cloud resource layer synced with 
the physical resource layer. The physical resource layer comprises the gearbox and the transducer (sensor) mounted on 
it. This cyber-physical system is defined as physical and engineered systems whose operations are monitored, coordinated, 
controlled, and integrated by a computing and communication core.  

 
Figure1. The developed architecture of the cloud-based cyber-physical system for condition monitoring of differential 

gearbox 

3.0 EXPERIMENTATION 
As shown in Figure 2(a), the established experimental setup aims to collect vibration signal data of the gearbox at 

different running times. The test setup for the gearbox consists of four gears and an assembly of two parallel shafts. With 
a module of 4 mm and a pressure angle of 20o, two EN34 steel gears with a total of 50 teeth and two pinions with a total 
of 25 teeth are used. Table 1 represents the measurements of the gear. The test conditions considered for the current study 
are shown in Table 2.  

A torque limiter is used to connect and hold two shafts on an axle. Gears are mounted on the input shaft and pinions 
are on the main shafts. A three-phase 10 HP induction motor connected to the driving axle transmits power to the main 
axle with a reduction ratio 0.7. To introduce the initial torque, a special torque clutch is used, which is clamped with bolts. 
The bolt heads fit into the T-slots located on the face of one-half of the coupling. This allows clamping together in any 
relative angular position. Once the clamping bolts are released by holding one half, a lever arm is used to apply torque to 
the other half. To measure the applied torque, the coupling must be clamped. In a traditional gear test rig, the external 
load is applied to the gears to apply the torque using a motor and magnetic brake. The motor and magnetic brake must be 
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controlled at specific and different shaft speeds. A torque clutch keeps the applied torque constant at a specific motor 
speed while locking the flanges in the shaft loop. This simple and reliable arrangement requires no external load to 
examine and test the gear system. Figure 2(b) shows the realistic setup of the gearbox. During the tests, the gearbox is 
run at a speed of 2100 rpm and accelerated test circumstances of 300 Nm and 400 Nm. The applied torque is therefore 
five times greater than the permissible torque. A B&K 4332 accelerometer installed on the bearing housing is used to 
measure the vibrations, and a B&K 2626 amplifier amplifies the signals from 0-8 kHz to 16 kHz. No additional 
amplification was applied as the frequency range obtained intensively reveals the content of the vibration frequency up 
to about the fifth harmonic of the tooth mesh. The amplified data is stored in the commercial data acquisition system 
DACTRON (model Focus-100). 

Table 1. Specifications of gear 
Parameter Gear Pinion 
Centre distance (mm) 150  
Module (mm) 4  
Width of face (mm) 25  
Diameter of pitch (mm) 200 100 
Number of teeth 50 25 
Angle of pressure (degree) 20º  
BHN 130  
Modulus of elasticity (N/mm2) 2×105 
Poisson’s ratio 0.3 
Type of material used is steel En 19, 0.22% Carbon 
Modulus of shearG (N/mm2) 0.8×105 

Speed of pinion (rpm) 2100 rpm 
Load in Static condition (kN) 0-0.69 kN 
Armlever L (mm) 600 
Shaft torque of Gear wheel  300 Nm and 400 Nm 

Table 2. Test conditions 
Sl. No Number of hours Applied torque (Nm) 

1 0 300 
2 36 300 
3 72 300 
4 108 300 
5 144 300 
6 180 300 
7 216 300 
8 0 400 
9 36 400 

10 72 400 
11 108 400 

12 144 400 
13 180 400 
14 216 400 

 

 
(a) schematic diagram of test rig 
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(b) actual test rig 

Figure 2. Experimental setup 

4.0 EMPIRICAL MODE DECOMPOSITION 
The vibrational signal data is divided by empirical mode decomposition (EMD) into several fundamental signals 

known as IMFs. Since nonstationary, nonlinear signals may be divided into empirical modes, this approach is self-
adaptive. These represent the modes of the numerous oscillations that the signal contains. The only element that counts 
as local information in the EMD algorithm is the IMF, which must be extracted from the original signal. This extraction 
is carried out using the sifting procedure. Figure 3 shows the flow chart of EMD processing.  

The steps of the sifting process are to identify all local maxima and minima for every vibrational data, x(t). All local 
maxima and minima are connected using cubic splines to create the upper Eup(t) and lower Elw(t) envelopes, respectively. 
The formula for calculating the average of the envelopes is mean(t)= [Eup(t) + Elw(t)]/2. The formula for calculating the 
difference between the data and the mean is d(t)= x(t)-m(t). IMFi. is evaluated using the IMF and the stoppage criterion 
to confirm that the data obtained is an IMF. The above five steps are repeated for d(t) if IMF does not match the conditions 
of the stoppage criterion. If the conditions for the stoppage criterion are satisfied then d(t) is defined as one more variable 
c(t). Residue, i.e., r(t)=x(t)-c(t) is calculated by repeating the above seven steps and stored as data. The operation ends 
when the residue contains more than one extremum. 

The stoppage criteria of the filtering phase are a crucial component of the EMD technique. It establishes when the 
filtering is finished and a new IMF has been discovered. The standard deviation (STD) value serves as the basis for the 
halting criterion for the sifting process, which is given by  

𝑆𝑆𝑆𝑆𝑆𝑆 =
� �𝑑𝑑(𝑛𝑛−1)(𝑡𝑡) − 𝑑𝑑(𝑛𝑛)(𝑡𝑡)�

𝑡𝑡

� �𝑑𝑑(𝑛𝑛−1)(𝑡𝑡)�2
𝑡𝑡

2

 (1) 

There are two criteria for ending the sifting process; first if the standard deviation of the IMFs obtained is less than 
0.3 (the value considered in this paper), and secondly, when x(t) has only one extreme (since the graph with a single 
extremes forms a straight line cannot be decomposed further).  
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Figure 3. Flowchart of the working of the EMD process 

5.0 FEATURE EXTRACTION AND SELECTION 
In the experiments conducted, 14 sets of vibrational signals were collected at two different test conditions and seven 

different runtimes, i.e. from zero to 210 hours runtime with a step size of 36 hours. Throughout the experiment, a constant 
load was maintained at both accelerated test conditions of 300Nm and 400Nm, using a torque limiter.  

5.1 Feature Extraction 

Fifteen statistical features were extracted to identify the condition of the fishing gear, and they are divided into two 
groups; features that span both the temporal and frequency domains. The amplitude of the vibration and signal energy is 
represented by the root mean square (RMS). Standard deviation (STD) is a term describing the amount of variation from 
the average value. Root-sum-of-squares (RSSQ) specifies the value of the root sums of the vibration data, summing along 
the specified dimension; peak value indicates the value of the maximum amplitude in the signal data. Skewness is an 
indicator of how asymmetrically the data is distributed around the sample mean, and kurtosis is a metric for signal 
sharpness or the quantity and size of peaks present in the signal. The minimum value provides the minimum value of the 
signal x, and peak-to-peak returns the difference between the maximum and minimum values in the signal. The crest 
factor is the maximum positive peak value of the signal divided by RMS. The clearance factor gives the ratio of the 
maximum absolute value. Shape factor, which may be used to depict the distribution of the time series signal in the time 
domain. The ratio of the largest absolute value of the signal to its root mean square value (RMS) is known as peak to 
RMS. The variance coefficient shows how widely the data can be interpreted. It contrasts the standard deviation with the 
average of the data set. It is determined by the standard deviation to mean ratio. Spectral STD indicates the value of the 
standard deviation for the signal in the frequency domain. KRMS is the product of the kurtosis value and the 
corresponding RMS value.  
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5.2 Feature Selection 

Nevertheless, these extracted features help to identify the extent of wear of the gear at different runtimes but not 
reliable to identify the amount of wear. The sensitivity of some features was found to be closely related to the wear of the 
gear. Therefore, before the extracted data is fed into the ANN, sensitive features are selected and irrelevant features are 
discarded or attenuated to improve performance. To identify the significant features, an Euclidean distance evaluation 
technique based on is used. In the experiments, 14 sets of data were collected for seven different runtimes and two different 
loading conditions. Fifteen features were extracted for all 14 vibration data sets. Thus, the set of feature values with a 
14×2×15 matrix is obtained. The stepwise procedure for identifying sensitive features is as follows. Under the same test 
conditions, the average distance between samples can be given as follows  

𝑃𝑃𝑠𝑠,𝑓𝑓
 = � 1

𝑅𝑅𝑠𝑠 × (𝑅𝑅𝑠𝑠 − 1) �
𝑅𝑅𝑠𝑠

𝑠𝑠,𝑒𝑒=1

�𝐴𝐴𝑚𝑚,𝑠𝑠,𝑓𝑓 − 𝐴𝐴𝑙𝑙,𝑠𝑠,𝑗𝑗�
2,   𝑙𝑙,𝑚𝑚 = 1,2, … ,  𝑅𝑅𝑠𝑠 𝑙𝑙 ≠ 𝑒𝑒 (2) 

Now, to get the average distance for both the test conditions S=1,2.  

𝑃𝑃𝑓𝑓
(𝑤𝑤)

 
=

1
𝑛𝑛�

𝑅𝑅𝑠𝑠

𝑠𝑠=1

𝑃𝑃𝑠𝑠,𝑓𝑓 (3) 

Finding the variance factor for the same test condition.  

𝑉𝑉𝑉𝑉𝑟𝑟𝑓𝑓
(𝑤𝑤) =

max�𝑃𝑃𝑠𝑠,𝑓𝑓�
min�𝑃𝑃𝑠𝑠,𝑓𝑓�

 (4) 

Average of all the sample feature values under the same test condition.  

𝑉𝑉𝑠𝑠,𝑓𝑓 =
1
𝑅𝑅𝑠𝑠

�
𝑅𝑅𝑠𝑠

𝑚𝑚=1

𝐴𝐴𝑚𝑚,𝑠𝑠,𝑓𝑓 (5) 

calculating the samples’ average separation under various test conditions:  

𝑃𝑃𝑓𝑓
(𝑏𝑏) = �

1
𝑆𝑆 × (𝑆𝑆 − 1) �

𝑆𝑆

𝑠𝑠,𝑒𝑒=1

�𝑉𝑉𝑒𝑒,𝑓𝑓 − 𝑉𝑉𝑠𝑠,𝑓𝑓�
2,   𝑠𝑠, 𝑒𝑒 = 1,2, … ,  𝑆𝑆,  𝑠𝑠 ≠ 𝑒𝑒 (6) 

Finding the variance factor for different test conditions.  

𝑉𝑉𝑉𝑉𝑟𝑟𝑓𝑓
(𝑏𝑏) =

max ��𝑉𝑉𝑒𝑒,𝑓𝑓 − 𝑉𝑉𝑠𝑠,𝑓𝑓� �

min ��𝑉𝑉𝑒𝑒,𝑓𝑓 − 𝑉𝑉𝑠𝑠,𝑓𝑓� �
,  𝑠𝑠, 𝑒𝑒 = 1,2 … , 𝑆𝑆,  𝑠𝑠 ≠ 𝑒𝑒 (7) 

The variance factor can be calculated as follows.  

𝜆𝜆𝑓𝑓 = �
𝑉𝑉𝑉𝑉𝑟𝑟𝑓𝑓

(𝑤𝑤)

max(𝑉𝑉𝑉𝑉𝑟𝑟𝑓𝑓
(𝑤𝑤))

+
𝑉𝑉𝑉𝑉𝑟𝑟𝑓𝑓

(𝑏𝑏)

max(𝑉𝑉𝑉𝑉𝑟𝑟𝑓𝑓
(𝑏𝑏))

�

−1

 (8) 

The ratio of 𝑃𝑃𝑓𝑓
(𝑏𝑏) and 𝑃𝑃𝑓𝑓

(𝑤𝑤) by the factor of 𝜆𝜆𝑓𝑓 is given by  

𝐸𝐸𝑓𝑓 = 𝜆𝜆𝑓𝑓
𝑃𝑃𝑓𝑓

(𝑏𝑏)

𝑃𝑃𝑓𝑓
(𝑤𝑤) (9) 

Getting the evaluation criteria by normalising Ef.  

𝐸𝐸𝑓𝑓 =
𝐸𝐸𝑓𝑓

max�𝐸𝐸𝑓𝑓�
 (10) 

From the above procedure, it is clear that the higher the value 𝐸𝐸𝑓𝑓, the more sensitive the feature. Thus, all the features 
𝐸𝐸𝑓𝑓 ≥ µ  are selected for further procedures. Where µ is the pre-defined threshold value. The entire methodology proposed 
for diagnosis is represented in Figure 4. The artificial intelligence model is fed both the most sensitive features and all 
features, and the performance of the model is compared to confirm the selection of features. For the final diagnosis, the 
results of the feature selection are compared.  
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Figure 4. Proposed methodology 

6.0 RESULTS AND DISCUSSION 
6.1 Experimental Results 

The experimental setup was carried out under different test conditions, and the data was extracted and processed. 
Figure 5(a) and 5(b) show the raw signal in the time domain for the test conditions of zero hours and 36 hours at 300 Nm 
applied torque. Furthermore, the EMD algorithm was applied to these raw signals in the time domain to obtain the first 
three IMFs, as shown in Figure 6(a) and 6(b).   

  
(a) Zero-hour runtime  (b) 36 hours runtime 

Figure 5. Raw signal in the time domain at two conditions for 300 N-m applied torque 
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(a) Zero-hour runtime        (b) 36 hours runtime 
Figure 6. IMFs 1, 2, and 3 of Time-domain signal at two conditions for 300 N-m torque applied 

It can be observed that the changes in the time domain in each IMF are compared to the raw signal. In addition, the 
frequency response of the system was evaluated under the same conditions at 0 hours and 36 hours of operation at 300 
Nm. The frequency response of the system for run times of 0 and 36 hours is shown in Figure 7.   

  
(a) FFT zero-hour runtime (b) FFT 36-hour run time 

Figure 7. Frequency response signal at two conditions for 300 N-m torque applied 

It can be observed that the first peak frequency in both cases is 92.32 Hz and 93.08 Hz, but the signal converges more 
at a run time of 36 hours, and the peaks come very close. This may be due to the runtime hours of the system. Figure 8 
shows the raw time domain signal for two test conditions at 0 hours and 36 hours of operation at 400 Nm. Figure 9(a) and 
9(b) show the first three IMFs for the raw signals in the time domain obtained in two test conditions at applied torque 400 
N-m. Later, in the experiments conducted, 14 sets of vibrational signals were collected at two different test conditions 
and seven different runtimes, i.e. from zero-hour runtime to 210-hour runtime with a step size of 36 hours. Throughout 
the experiment, a constant load was maintained at both accelerated test conditions, i.e. 300 Nm and 400 Nm, by using a 
torque limiter. Figure 10 shows the ten most sensitive statistical parameters determined from the vibration response at the 
two test conditions, 300 N-m and 400 N-m. 
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(a) Zero-hour runtime  (b) 36 hours runtime 
Figure 8. Time-domain raw signal at two conditions for 400 N-m torque applied 

  
(a) Zero-hour runtime (b) 36 hours runtime 

Figure 9. IMFs 1, 2, and 3 of Time-domain signal at two conditions for 400 N-m torque applied 

  
(a) RMS (b) STD 
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(c) RSSQ (d) max 

  
(e) Skewness (f) Kurtosis 

  

 

 
(g) Min (h) P2P 
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(i) SSTD (j) KRMS 

Figure 10. Statistical parameters at two test conditions of 300N-m and 400 N-m  

It can be observed that RMS, STD, RSSQ, Max, P2P, SSTD, and KRMS show a pattern of increasing IMF values 
with increasing runtime and follow a certain trend. Each detected vibrational signal is processed to extract these features. 
Therefore, a range of feature values determined by {𝐴𝐴𝑟𝑟,𝑠𝑠,𝑓𝑓 r=1,2…R, s=1,2…S, f=1,2…F}, the R-by-S-by-F matrix can 
be detected. Where 𝐴𝐴𝑟𝑟,𝑠𝑠,𝑓𝑓 the fth feature is under the rth sample of the sth condition, f is the number of features, S is the 
number of test conditions, and R is the total number of runtimes (samples). In this work, R is 14, S is 2 and F is 15. Figure 
11 shows the results of the evaluation criteria for feature selection. The features that are above the threshold have the 
most potential and are, therefore selected for further monitoring. These features are the most sensitive to gear wear. Here 
the solid line indicates the 300 N-m test condition, and the dotted line indicates the 400 N-m test condition.  

 
Figure 11. Evaluation criteria for all ten features 

6.2 Artificial Neural Network 

Neural networks function similarly to the human brain, especially in processing. They need to be fed some test data 
to categorise or already have a definite answer. Based on this data, they adjust their values using backpropagation 
algorithms to form a network that predicts the answer based on further input. This comes in different sizes and shapes 
that can be adapted to the processing power of computers. It is relatively efficient in various technical areas where a 
pattern needs to be recognised in a large amount of data. The BPNN and the RBF were the two types of neural networks 
used in the current study. Figure 12 shows the architecture of a multilayer neural network with backpropagation and 
feedforward.  
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Figure 12. Multilayer ANN 

The collected features of the signal are used as input to the structure, which has 15 node inputs. The output is a single 
node that indicates the number of hours the gearbox has been in operation. There is another hidden layer that consists of 
10 nodes and is directly connected to the output and input layers. The activation function for initialisation is the tan-
sigmoidal (tanh) function, and the sigmoidal (log-sigmoid) is the transfer function for transferring values between the 
hidden and output layers. The network uses the Levenberg-Marquardt algorithm to optimise the hidden layers. A standard 
division of 70% in training and 15% each in testing was used to validate the algorithm. The algorithm uses an iterative 
method to optimise its biases after each epoch and to maximise the validation performance after each iteration. The 
training process is continued until a certain convergence is no longer reached.  

 
Figure 13. Convergence plot of trained data with all features  

Figure 13 shows the convergence plot of the network used after training for both BPNN and RBF. It can be observed 
that the convergence of RBF is faster compared to BPNN and has a lower MSE. The convergence plot with a good 
gradient shows a good fit for the data. The lower value of MSE shows that the network is trained properly with a sufficient 
number of iterations. The downward gradient of the slope shows that the value is much more general and eliminates the 
probability of overfitting the data. The trained network was also tested with all the previous data after full implementation 
to get an estimate of its accuracy. The data obtained showed that the MSE was around 0.02, indicating that the network 
performs with very good accuracy. During feature selection, all extracted features were categorised to select the most 
optimal features. In addition, the values of the selected features were used for training the neural network with the same 
dimensions to achieve better results.  

Figure 14 shows the convergence plot of the network used after training for both BPNN and RBF. It can be observed 
that RBF converges much faster compared to BPNN and compared to the previous case, the net MSE error decreases 
slightly in the present case. However, the slope of the error smoothed out significantly when uncorrelated features were 
removed. The number of epochs also dropped dramatically, showing that the algorithm works much faster with the 
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selected features than with all features. The overall test with the entire data in the neural network resulted in an MSE of 
about 0.005, which is some improvement over the previous data set with all features.  

 
Figure 14. Convergence plot of trained data with selected five features  

7.0 CONCLUSIONS 
The advantage of distributed resources is that they enable systems to make robust decisions by analysing large amounts 

of information and sharing data in real time. Experiments were conducted with an industrial differential gear to collect 
time-domain data of vibration signals at various time periods from 0 to 210 hours at 36-hour intervals. This data, which 
contained information about the wear of the gearbox, was processed using the EMD algorithm to obtain the most sensitive 
signals. Ten features in the time and frequency domain were extracted from the processed data (IMF). From the ten 
extracted statistical parameters of gear wear, the five most sensitive features were selected using the Euclidean distance-
based evaluation technique. The dataset was used to train an ANN, and the results of the training were compared with all 
the extracted features and performance. The results of ANN showed that the proposed strategy significantly increases the 
performance of the network and reduces the computation time. The present method is particularly promising when the 
data set is very large, such as in the process industry. This advantage can reduce the cost that the industry spends on 
storing the data in the cloud platform and reduce the need for powerful servers to perform complex computations. Below 
are some concluding remarks 

i. Three IMFs were predicted from the time domain signal at two conditions: zero run time and 36 hours run time. 
As the run time increased, the wear rate increased, which can be seen from the shift in the signal. With increasing 
runtime, additional peaks formed in the frequency response, a behaviour that can be attributed to the wear of the 
gearbox 

ii. The most sensitive element of the vibration response was determined and served as input for an artificial neural 
network. 

iii. Convergence was tested using two ANN techniques: the neural backpropagation network and the radial basis 
function. It was found that the RBF network converged much faster and required less time to compute than the 
BPNN. 

iv. The selected features provided some improvements over the previous dataset with all features.  
v. The present method is promising, especially when the dataset is very large, such as in the process industry. This 

can reduce the cost the industry spends on storing the data in the cloud platform and reduce the requirement for 
powerful servers to perform complex computations. 
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