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Abstract 

The rapid development of information technology (IT) is changing how people approach and 

interact with IT systems (Maedche et al. 2016). IT systems can increasingly support people in 

performing ever more complex tasks (Vtyurina and Fourney 2018). However, people's 

cognitive abilities have not evolved as quickly as technology (Maedche et al. 2016). Thus, 

different external factors (e.g., complexity or uncertainty) and internal conditions (e.g., 

cognitive load or stress) reduce decision quality (Acciarini et al. 2021; Caputo 2013; Hilbert 

2012). User-assistance systems (UASs) can help to compensate for human weaknesses and cope 

with new challenges. UASs aim to improve the user's cognition and capabilities, benefiting 

individuals, organizations, and society. To achieve this goal, UASs collect, prepare, aggregate, 

analyze information, and communicate results according to user preferences (Maedche et al. 

2019). This support can relieve users and improve the quality of decision-making. 

Using UASs offers many benefits but requires successful interaction between the user and the 

UAS. However, this interaction introduces social and technical challenges, such as loss of 

control or reduced explainability, which can affect user trust and willingness to use the UAS 

(Maedche et al. 2019). To realize the benefits, UASs must be developed based on an 

understanding and incorporation of users' needs. Users and UASs are part of a socio-technical 

system to complete a specific task (Maedche et al. 2019). To create a benefit from the 

interaction, it is necessary to understand the interaction within the socio-technical system, i.e., 

the interaction between the user, UAS, and task, and to align the different components. 

For this reason, this dissertation aims to extend the existing knowledge on UAS design by better 

understanding the effects and mechanisms during the interaction between UASs and users in 

different application contexts. Therefore, theory and findings from different disciplines are 

combined and new theoretical knowledge is derived. In addition, data is collected and analyzed 

to validate the new theoretical knowledge empirically. The findings can be used to reduce 

adaptation barriers and realize a positive outcome. Overall this dissertation addresses the four 

classes of UASs presented by Maedche et al. (2016): basic UASs, interactive UASs, intelligent 

UASs, and anticipating UASs. 

First, this dissertation contributes to understanding how users interact with basic UASs. Basic 

UASs do not process contextual information and interact little with the user (Maedche et al. 

2016). This behavior makes basic UASs suitable for application contexts, such as social media, 

where little interaction is desired. Social media is primarily used for entertainment and focuses 
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on content consumption (Moravec et al. 2018). As a result, social media has become an essential 

source of news but also a target for fake news, with negative consequences for individuals and 

society (Clarke et al. 2021; Laato et al. 2020). Thus, this thesis presents two approaches to how 

basic UASs can be used to reduce the negative influence of fake news. Firstly, basic UASs can 

provide interventions by warning users of questionable content and providing verified 

information but the order in which the intervention elements are displayed influences the fake 

news perception. The intervention elements should be displayed after the fake news story to 

achieve an efficient intervention. Secondly, basic UASs can provide social norms to motivate 

users to report fake news and thereby stop the spread of fake news. However, social norms 

should be used carefully, as they can backfire and reduce the willingness to report fake news. 

Second, this dissertation contributes to understanding how users interact with interactive UASs. 

Interactive UASs incorporate limited information from the application context but focus on 

close interaction with the user to achieve a specific goal or behavior (Maedche et al. 2016). 

Typical goals include more physical activity, a healthier diet, and less tobacco and alcohol 

consumption to prevent disease and premature death (World Health Organization 2020). To 

increase goal achievement, previous researchers often utilize digital human representations 

(DHRs) such as avatars and embodied agents to form a socio-technical relationship between 

the user and the interactive UAS (Kim and Sundar 2012a; Pfeuffer et al. 2019). However, 

understanding how the design features of an interactive UAS affect the interaction with the user 

is crucial, as each design feature has a distinct impact on the user's perception. Based on existing 

knowledge, this thesis highlights the most widely used design features and analyzes their effects 

on behavior. The findings reveal important implications for future interactive UAS design. 

Third, this dissertation contributes to understanding how users interact with intelligent UASs. 

Intelligent UASs prioritize processing user and contextual information to adapt to the user's 

needs rather than focusing on an intensive interaction with the user (Maedche et al. 2016). Thus, 

intelligent UASs with emotional intelligence can provide people with task-oriented and 

emotional support, making them ideal for situations where interpersonal relationships are 

neglected, such as crowd working. Crowd workers frequently work independently without any 

significant interactions with other people (Jäger et al. 2019). In crowd work environments, 

traditional leader-employee relationships are usually not established, which can have a negative 

impact on employee motivation and performance (Cavazotte et al. 2012). Thus, this thesis 

examines the impact of an intelligent UAS with leadership and emotional capabilities on 

employee performance and enjoyment. The leadership capabilities of the intelligent UAS lead 
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to an increase in enjoyment but a decrease in performance. The emotional capabilities of the 

intelligent UAS reduce the stimulating effect of leadership characteristics. 

Fourth, this dissertation contributes to understanding how users interact with anticipating UASs. 

Anticipating UASs are intelligent and interactive, providing users with task-related and 

emotional stimuli (Maedche et al. 2016). They also have advanced communication interfaces 

and can adapt to current situations and predict future events (Knote et al. 2018). Because of 

these advanced capabilities anticipating UASs enable collaborative work settings and often use 

anthropomorphic design cues to make the interaction more intuitive and comfortable (André et 

al. 2019). However, these anthropomorphic design cues can also raise expectations too high, 

leading to disappointment and rejection if they are not met (Bartneck et al. 2009; Mori 1970). 

To create a successful collaborative relationship between anticipating UASs and users, it is 

important to understand the impact of anthropomorphic design cues on the interaction and 

decision-making processes. This dissertation presents a theoretical model that explains the 

interaction between anthropomorphic anticipating UASs and users and an experimental 

procedure for empirical evaluation. The experiment design lays the groundwork for empirically 

testing the theoretical model in future research. 

To sum up, this dissertation contributes to information systems knowledge by improving 

understanding of the interaction between UASs and users in different application contexts. It 

develops new theoretical knowledge based on previous research and empirically evaluates user 

behavior to explain and predict it. In addition, this dissertation generates new knowledge by 

prototypically developing UASs and provides new insights for different classes of UASs. These 

insights can be used by researchers and practitioners to design more user-centric UASs and 

realize their potential benefits.  
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1. Introduction 

1.1.  Motivation 

Information technology (IT) capabilities are changing rapidly (Maedche et al. 2016). This 

development changes how people use, interact and co-exist with IT systems (Mirbabaie et al. 

2021; Seeber et al. 2020; Siemon 2022). Traditionally, IT has been used as a tool to accomplish 

specific predefined tasks (Siemon 2022). However, technological advancements are creating 

new opportunities for human-machine interaction. The achievements in artificial intelligence 

(AI) allow IT systems to be used in more sophisticated scenarios (Vtyurina and Fourney 2018; 

Winkler et al. 2019), whereby IT systems increasingly assist people in performing various tasks. 

This assistance is more important than ever in today's complex world. Compared to the high 

pace at which IT systems have advanced, people's cognitive abilities have not developed so 

quickly (Maedche et al. 2016). There are various external and internal factors, such as 

complexity, uncertainty, longevity, and perceived irrelevance, but also cognitive load, laziness, 

stress, and anxiety, which lead individuals to rely on decision-making heuristics (Acciarini et 

al. 2021; Caputo 2013; Hilbert 2012). These heuristics introduce cognitive biases that lead to 

systematic errors in decision-making (Gilovich et al. 2002; Weinmann et al. 2016). Today's 

complex world further reinforces this phenomenon. First, the increasing digitalization of our 

world and the daily use of IT means that individuals are exposed to more information. This can 

lead to the individual being exposed to too much information, making them feel overwhelmed. 

Information overload can result in worse decisions and potential benefits not being realized 

(Pirkkalainen and Salo 2016). Second, decision-making is becoming more complex as more 

information is available that needs to be included in the decision-making process. This decision-

making process can involve different activities such as information acquisition, validation, 

filtering, and analysis which further increases the cognitive load placed on individuals. 

Therefore, IT systems need to assist people in compensating for individual vulnerabilities and 

coping with the new challenges to make well-founded decisions.  

For this purpose, particularly user assistance systems (UASs) have gained attention (Maedche 

et al. 2016; Pfeuffer et al. 2019). UASs aim to improve the perception, cognition, and 

capabilities of the user (Jalaliniya and Pederson 2015; Knote et al. 2019) and thereby improve 

the quality of both private and work-life (Knote et al. 2018). UASs can be integrated into 

existing IT systems to support users in searching, preparing, processing, or providing 
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information. For example, researchers introduced different applications to automatically detect 

false information on social media. These applications assist users during the consumption of 

social media content by warning them of incorrect information and automatically providing 

verified information (Gimpel et al. 2020; Kim and Dennis 2019; Moravec et al. 2020). At the 

same time, UASs are not only becoming more intelligent and capable of solving increasingly 

complex problems, but they are also becoming more interactive and adopt more and more 

human-like characteristics, such as empathy, emotions, and personality (Siemon 2022). These 

capabilities unlock additional application areas and opportunities for UASs to assist humans 

and reduce the complexity of daily life (Knote et al. 2019). For example, text-based 

conversational agents (CAs) are increasingly being implemented to improve service availability 

for users, provide new services, and simplify service offerings through natural language 

interaction. After the Covid-19 outbreak, the Indian government released a WhatsApp chatbot 

that could answer users' questions quickly and intuitively to counter uncertainty and 

misinformation (George et al. 2021a). According to the bot’s usage data, 85 million users 

interacted with the chatbot (Das and Shinde 2022). Modern voice assistants, such as Siri, Alexa,  

or Google Assistant, interact with the user via natural language to increase the intuitiveness of 

the communication between the UAS and the user (Knote et al. 2019). In addition to these 

software innovations, new hardware capabilities fuel the availability of UASs. Smart devices, 

such as smart home devices, smartphones, or connected cars, enable access to UASs at any time 

and place, contributing to the growing omnipresence of UASs (Feine et al. 2019; Maedche et 

al. 2019). 

The use of UASs offers a wide variety of benefits. First, individuals benefit from UASs because 

UASs can search, filter, sort, preprocess, and provide additional information (Maedche et al. 

2019). This support can reduce the cognitive load and improve decision quality. At the same 

time, new forms of interaction, such as voice assistants, enable access to users that may find 

traditional interfaces challenging due to physical or mental limitations (Seiderer et al. 2020; 

Vieira et al. 2022). Second, organizations benefit from using UASs because the quality and 

availability of their services can be improved by automation (Zierau et al. 2020). This results 

in resource savings (Carter and Knol 2019; Dhiman et al. 2022), increased customer satisfaction 

(Følstad and Skjuve 2019), and reduced employee workload (Carter and Knol 2019; Meyer von 

Wolff et al. 2020). Third, society may also benefit from the use of UASs. By improving 

individual decisions, large-scale benefits can be realized. For example, UASs can help 

individuals to handle false information better. If enough individuals use these UASs, this will 
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have a positive impact on society as a whole and can counteract the negative consequences of 

false information that are currently observable (Clarke et al. 2021; Laato et al. 2020; 

Roozenbeek and van der Linden 2019; van der Linden et al. 2017).  

These benefits can only be realized if people use UASs successfully. However, the interaction 

between humans and UASs involves various social and technical challenges (Morana et al. 

2020). First, UASs take over tasks from users, which can be convenient on the one hand, but 

on the other hand, it can lead to a sense of loss of control among users (André et al. 2019). 

Second, the increasing complexity of UASs reduces the explainability and interpretability of 

the results and actions (Maedche et al. 2019). These phenomena have a negative impact on user 

trust and willingness to use (Maedche et al. 2019). As a result, it can be observed that the 

satisfaction with and adaptation of chatbots as well as voice assistants is falling behind 

expectations (Cesta and D’aloisi 1999; Fuckner et al. 2014; Krogue 2017; McKnight et al. 2002; 

Zierau et al. 2020). On the one hand, this is to be expected, as market research has shown that 

users are generally skeptical of new technologies (Zierau et al. 2020). Development of UASs 

have been strongly driven by advances in technology rather than emerging from user needs, 

which has left users' needs and desires not yet fully understood and addressed (Zierau et al. 

2020). 

In summary, UASs provide many potential benefits for individuals, organizations, and society. 

To realize these benefits, however, the users’ skepticism and hurdles of adaptation must be 

overcome by developing UASs that understand and address the needs of users (Maedche et al. 

2016). UASs should help users navigate an increasingly complex world without introducing 

even more complexity. 

1.2.  The Role of User Assistance Systems in Information Systems Research 

Maedche et al. (2019) describe UASs as socio-technical systems with three key components. 

First, the user who wants to fulfill a specific goal. Second, the task needed to achieve the goal. 

Third, the technology with which the user interacts to perform the tasks. UASs are part of the 

technology component that helps users perform tasks better (Maedche et al. 2016). The 

interaction takes place in a specific application context. Figure 1 visualizes this interplay of 

components of a socio-technical system. 
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Figure 1: Socio-Technical System (Based on Maedche et al. (2019)) 

UASs are designed based on the assumption that people and machines each have their own 

strengths, which, when combined, lead to additional value (Maedche et al. 2019). Machines are 

well suited for structured and repetitive tasks. Their primary purpose is to collect and process 

information as well as to draw conclusions. In contrast, humans are better at working on 

complex and abstract problems as well as drawing conclusions from incomplete data (Maedche 

et al. 2019). Neglecting the human in this socio-technical system leads to a high vulnerability 

to errors, making it difficult for machines to respond to unforeseen and complex tasks. If one 

neglects the UAS, the potential benefits from the interaction and assistance of people will not 

be realized. Only when the components of the socio-technical system are appropriately aligned 

with each other do benefits arise (Maedche et al. 2019). If the UAS is too simplistic and does 

not have the required capabilities, the UAS cannot contribute and the user solely performs the 

task execution. Vice versa, if the UAS is too complex, the user cannot efficiently use the 

services provided by the UAS for task execution. Negative consequences could be, for example, 

confusion, distraction, and additional cognitive load, which in the worst case, can also lead to 

rejection of the UAS. To gain an advantage from the interaction between the user and the UAS, 

it is necessary to understand the interaction within the socio-technical system and to align the 

different components. Thus, knowledge from different research disciplines is required. 

IS research can make a valuable contribution to better understanding the interplay between the 

user, the UAS, and the task (Pfeuffer et al. 2019). IS research traditionally deals with socio-

technical phenomena, combining knowledge from other disciplines such as computer science, 

engineering, psychology, management, and economics (Friedrich et al. 2017). Hence, IS 

research combines theoretical knowledge and methodological tools from different disciplines 

to uncover unique findings (Maedche et al. 2019). 
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In the IS context, user assistance is defined as „a s stem’s capabilit  to assist users while 

performing their task by means of human-, task-, and/or context-dependent augmentation of the 

human–computer interaction“ (Morana et al. 2020, p. 189). Thus, UASs can be defined as 

applications that enrich IT systems (Maedche et al. 2016) to “bridge the gap between the 

s stem’s functionalities and the human’s individual capabilities with the goal of positivel  

influencing task outcomes” (Morana et al. 2020 p. 189). These are software components that 

generate a specific output through the input and processing of data (Maedche et al. 2019). A 

key characteristic of UASs is that they do not enforce behavior but rather guide the user during 

the execution of tasks (Maedche et al. 2016). UASs align system functionalities with individual 

capabilities to positively influence task performance (Morana et al. 2020). To illustrate the 

boundaries of this definition, two examples will be examined. Word processing programs (e.g., 

Microsoft Word) are not viewed as UASs, since they do not assist the user in the execution of 

the task "writing text", but are a tool that enables the task execution. Spelling support, as a part 

of most modern word processing programs, can be seen as a simple UAS since it assists the 

user with additional information and advice during task execution but, at the same time, does 

not enforce any action on the user. Another example is the previously discussed Whatsapp 

chatbot for providing Covid-19 information (George et al. 2021a). In this case, the messenger 

service Whatsapp is not a UAS, as it is only the underlying communication platform and 

functions as a technological task enabler. The chatbot, however, provides relevant information 

to the user and represents a UAS. 

Different users and tasks also have different requirements for a UAS. Maedche et al. (2016) 

classify UASs along two dimensions: Interaction and Intelligence. Interaction describes the 

intensity of the exchange between the user and the UAS and, thus, the capabilities of the UAS 

to participate cooperatively in task processing (Maedche et al. 2016; Morana et al. 2020). 

Intelligence describes the ability of the UAS to adapt the assistance to the user's environment 

and preference by processing context data (Maedche et al. 2016). Intelligence also includes the 

emotional intelligence of a UAS, i.e., sensing and understanding emotions and responding 

accordingly (Morana et al. 2020). Based on these dimensions, Maedche et al. (2016) derive four 

classes of UASs. Figure 2 visualizes these four classes. 
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Figure 2: User Assistance Systems Classification (Based on Maedche et al. (2016)) 

Basic UASs have a low degree of interaction and intelligence. Thus, there is little interaction 

with the user and the assistance is only slightly adapted to the current application context 
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assistance, such as computerized versions of user manuals (Maedche et al. 2016) or spelling 

assistance in word processing programs. 

Interactive UASs have a high degree of interaction but low intelligence. The focus is on 

cooperation with the user and the increasing participation of the UAS in task execution. Due to 

the low level of contextual information, interaction is primarily based on fixed behavior 

patterns, such as giving feedback, reminders, or using gamification elements (Maedche et al. 

2016). The interaction can be text-based but also speech-based. Examples of this class of UASs 

are mobile eco-driving feedback apps (Gimpel et al. 2022) and fitness apps that aim to 

encourage the user to perform physical activity (Olafsson et al. 2020). 

Intelligent UASs collect and process data to adapt the assistance to the current application 

context. The data can be used to support the user in the task processing itself. For example, 

recommender systems use the previous purchase behavior of customers to assist them in 

selecting new products (Maedche et al. 2016). Alternatively, intelligent UASs can adapt to user 

needs by detecting emotions and responding accordingly. For example, Bromuri et al. (2021) 

present an approach to an intelligent UAS for improving employee well-being that monitors 

employee stress levels in real-time so that countermeasures can be initiated if too much stress 

is experienced. 

Anticipating UASs have a high degree of interaction and a high degree of intelligence. They 

have a detailed understanding of the user as well as the application context and constantly adapt 

their assistance and anticipate future events. At the same time, they offer sophisticated text-
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based or speech-based interfaces (Maedche et al. 2016). One instance of this class of UASs are 

modern voice assistants that analyze their users' behavior over time, incorporate contextual 

data, and learn to provide more valuable services. These UASs can, for example, proactively 

and predictively warn users of future flight delays by automatically searching the user's calendar 

for flights and calculating the probability of delays based on previous flight data (Carman 

2018). This behavior allows anticipating UASs to warn users when booking and suggest other 

flight alternatives or to assist in calendar management by considering future flight delays when 

scheduling appointments. 

Each of these four classes is differently suited to different application contexts. One might be 

tempted to assume that all UASs should be designed with a high degree of interaction and a 

high degree of intelligence to accomplish the most benefits. However, excessive degrees of 

interactivity and intelligence can also cause disadvantages. Too much interaction requires 

cognitive resources from the user and can lead to inefficient working conditions and 

dissatisfaction. On the other hand, the development of intelligent UASs is costlier as more data 

and more flexible data structures are needed. Thus, too much intelligence would lead to an 

unnecessary investment of resources. Therefore, it is essential to consider the particular 

application context when developing UASs and appropriately align the individual elements. 

Depending on the application context, different types of UASs need to be designed, 

implemented, and evaluated (Maedche et al. 2016).  

1.3.  Aim and Outline of this Dissertation 

Although there are already several approaches for UASs in IS and related disciplines, more 

research is still needed (Maedche et al. 2016). The individual interaction between user, task, 

and UAS in a specific application context leads to a demand for suitable UASs. At the same 

time, individual, organizational, and societal problems still require more research attention and 

would benefit from using UASs. Due to the rapid development of technology, even more 

application domains will emerge in the future (Maedche et al. 2019). Thus, IS scholars call for 

„a more in-depth, multidisciplinary investigation of user expectations, theories, patterns and 

guidelines [that] could advance the field.“ (Dhiman et al. 2022, p. 663). It is evident that “as a 

sociotechnical discipline, the [IS] community is challenged to provide scientifically grounded 

and practice-relevant answers to the question how [to design] the interplays between users, 

tasks, and technologies” (Maedche et al. 2019, p. 536). Responding to this call, the research in 

this dissertation aims to contribute to IS knowledge on UAS design by better understanding the 
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interaction between UASs and users in different application contexts. Therefore, new 

theoretical knowledge is developed based on a strong theoretical background from different 

research disciplines. The new theoretical knowledge is empirically evaluated by collecting and 

analyzing data to explain and predict user behavior. Researchers and practitioners can use the 

findings to build user-oriented UASs to reduce adaptation barriers and realize the potential 

benefits. To generate broad knowledge of UASs, the classification of UASs by Maedche et al. 

(2016) is used. For each class (basic UASs, interactive UASs, intelligent UASs, and anticipating 

UASs), this dissertation determines an exemplary application context, presents suitable UAS 

design features and analyzes the benefits for the users. 

First, the dissertation examines the application of basic UASs. This class of UASs has a low 

level of intelligence and a low level of interaction. This makes them particularly suitable for 

repetitive tasks in which interaction is not required or desired. The use of basic UASs enables 

the provision of assistance in a less invasive manner that puts a minimal additional cognitive 

load on the user. Such an environment is, for example, social media. The primary use of social 

media in leisure time for entertainment and relaxation causes users to typically minimize the 

investment of cognitive resources (Moravec et al. 2018). This phenomenon is intensified by the 

high density of information in social media (Metzger and Flanagin 2013), leading users to 

engage less with the content and question it less critically (Lewandowsky et al. 2012). This 

behavior becomes dangerous when people come into contact with false information, so-called 

fake news. Fake news is information that deliberately contains false information and aims to 

deceive consumers (Shu et al. 2017). Previous research observed that users tend to simply 

accept fake news without questioning it (Lewandowsky et al. 2012), which results in negative 

consequences for the individual and society (Clarke et al. 2021; Laato et al. 2020; Roozenbeek 

and van der Linden 2019; van der Linden et al. 2017). A basic UAS can provide the necessary 

assistance to contradict these consequences by warning the users of questionable content and 

providing them with verified information. For such a fake news intervention to work efficiently, 

it is important to understand the users’ underlying information processing processes. Research 

shows that the order of information exposure impacts information adaptation, but the findings 

present contradicting approaches. Research on inoculation theory discovered that showing 

correct information first can protect users against false information (Azzopardi 2021; 

Lewandowsky and van der Linden 2021; Loftus 2005). Accordingly, basic UAS design would 

be beneficial if users first see the intervention and then the fake news story. However, at the 

same time, research on the misinformation effect shows that new information is more easily 
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retrieved and can even alter old memory (Abualsaud and Smucker 2019; Crozier and Strange 

2018). Thus, basic UAS design would be beneficial if users first see the fake news stories and 

then the intervention. Hence, it is a mystery in what sequence a basic UAS should present fake 

news stories and interventions to improve fake news perception. To solve this mystery, this 

dissertation conducts an experiment and derives conclusions for the design of basic UASs for 

fake news intervention with warning labels and verified information. The results confirm that 

the sequence in which fake news stories and corresponding interventions are presented 

influences the perception of fake news. If the intervention is displayed after the fake news story, 

the fake news story is perceived as less credible and is less likely to be adopted into memory. 

The results shed light on the information-processing processes that happen after the interaction 

between the basic UAS and the user and offer important recommendations for the design of 

future basic UASs as a tool to improve the response to fake news. 

Basic UASs are a promising tool to improve people's individual perception of fake news. 

However, this approach cannot guarantee protection against fake news. Therefore, in addition 

to improving individual fake news perception, it is also important to remove fake news from 

social media platforms as quickly as possible to prevent it from spreading. Social media 

platforms offer their users the function to report fake news in order to participate in the fight 

against them. However, anecdotal evidence shows that users do not take this responsibility and 

do not use this feature. Therefore, this dissertation presents an approach for a basic UAS that 

motivates users to report fake news by displaying social norms (SNs). SNs indicate what 

behavior is socially desirable or what behavior others apply in a particular situation 

(Baumgartner et al. 2011). Previous research showed that SNs are a promising approach to 

motivate prosocial behavior (Cialdini et al. 1990; Cialdini 2003; Goldstein et al. 2008). 

However, it is uncertain whether SNs can also have their effect in a semi-anonymous 

environment such as social media. At the same time, SNs can backfire and promote undesirable 

behavior (DiFranzo et al. 2018). Thus, it is also uncertain whether SN can be used as a 

mechanism for a basic UAS to motivate users to report fake news. This dissertation conducts 

two experiments to better understand users' interaction with a SN-based basic UAS. The results 

indicate that basic UASs with SNs are a promising tool to motivate social media users to report 

fake news and thus lay the foundation for more UASs to support users in dealing with fake 

news.  

Second, this dissertation examines the application of interactive UASs. The focus of interactive 

UASs is on cooperative interaction with the user to achieve a specific goal (Maedche et al. 



Introduction 

10  

2016). By implementing regular feedback and gamification elements, interactive UASs are well 

suited to accompany and support users over a more extended period of time and thus achieve 

long-term goals. Typical goals include more physical activity, a healthier diet, and less tobacco 

and alcohol consumption. These so-called SNAP factors (smoking, nutrition, alcohol 

overconsumption, and physical inactivity) are the four key risk factors for non-communicable 

diseases, such as heart disease and type 2 diabetes, and, thus, are the leading cause of premature 

deaths worldwide, with 16 million cases yearly (World Health Organization 2020). Hence, 

reducing these risk factors by changing individual behavior offers great potential for individuals 

and society. Research presented different interactive UASs to improve delivering behavior 

change interventions (BCIs) (Michie et al. 2017; Noorbergen et al. 2019). In this context, 

anthropomorphic design features can facilitate forming a sociotechnical relationship between 

the user and the interactive UAS (Kim and Sundar 2012a; Pfeuffer et al. 2019). To benefit from 

this phenomenon, researchers and practitioners often use digital human representations 

(DHRs), such as avatars and embodied agents, to deliver BCIs (Aljaroodi et al. 2019; 

Noorbergen et al. 2019). Many studies demonstrated that DHRs can successfully assist in health 

behavior change (Bickmore et al. 2013b; Lisetti et al. 2013; Peña et al. 2016; Song et al. 2013). 

However, there are different social design features to consider when designing DHRs, such as 

physical representation, language, emotional capabilities, intended social role, or social 

dynamics during the interaction. Each social design feature has a specific effect on the user's 

perception and, therefore, a particular impact on the success of BCIs. Thus, it is important to 

understand how social design features influence the delivery of BCIs. This dissertation reviews 

and synthesizes existing empirical evidence from previous research on the influence of social 

design features on BCI success in the SNAP domain. The results highlight the most widely used 

social design features and analyze their effect on BCIs. These findings provide a valuable 

contribution to the future design of DHR-based interactive UASs. 

Third, this dissertation examines the application of intelligent UASs. Intelligent UASs can 

adapt to the current application context. They can assist in task execution by processing context-

relevant data. Furthermore, they can also adapt to the needs of the users. Intelligent UASs are 

continuously improving their ability to recognize users' emotions and respond accordingly 

(André 2021; Schneeberger et al. 2021). Emotional intelligence allows intelligent UASs to 

stimulate people not only in a task-oriented way but also to assist them emotionally. Therefore, 

this class of UASs is suitable for use in situations where interpersonal relationships are 

neglected. Such a setting is the crowd working field (Jäger et al. 2019). Crowd work is “a digital 
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form of gainful employment that is based on the principles of crowdsourcing in order to 

orchestrate an undefined mass of people via an open call on IT-facilitated platforms” (Durward 

et al. 2016, p. 282). In practice, this means that so-called crowd workers select a task on a 

corresponding platform, process it according to the instructions and are then paid (Jäger et al. 

2019). Typical examples of such platforms are Mechanical Turk, Clickworker, and appJobber. 

Here, crowd workers often work independently and without any relation to other people. 

However, self-determination theory identifies relatedness as an inherent human psychological 

need (Deci and Vansteenkiste 2004). Relatedness describes “the universal propensity to interact 

with, be connected to, and e perience caring for other people” (Deci and Vansteenkiste 2004, 

p. 5). Thus, relatedness substantially impacts the performance and well-being of employees 

(Deci et al. 2017). Also, traditional leader-employee relationships, which have a positive, 

stimulating effect on employees, are not developed in a crowd working environment. The more 

leaders are able to perceive and respond to their employees' emotional states, the more likely 

they are to create a comfortable and productive work environment (Cavazotte et al. 2012). 

Intelligent UASs with distinct emotional intelligence have the potential to address the need for 

an emotion-sensitive leader. This dissertation examines the influence of an intelligent UAS with 

leadership capabilities and emotional capabilities on the performance and enjoyment of an 

employee during crowd working. For this purpose, a CA with leadership capabilities and 

emotional capabilities was developed. The CA detects the user's mood at the beginning of the 

interaction and adjusts its responses accordingly. The focus of this dissertation is not the 

detection of the mood but the stimulation of the user during the interaction to investigate the 

subsequent performance and enjoyment. An experiment was conducted with real crowd 

workers. The results show that the leadership capabilities of the intelligent UAS lead to an 

improvement in well-being, but contrary to the expectations, also to a reduction in the 

performance of the crowd workers. Emotional capabilities reduce the stimulating effect of 

leadership characteristics. The results contribute to a better understanding of the complex 

phenomena involved in the interaction with intelligent UASs, while also revealing potential 

challenges that must be considered in the development of future intelligent UASs. 

Fourth, this dissertation examines the application of anticipating UASs. Anticipating UASs are 

the most technologically advanced class of UASs. Due to their high degree of intelligence and 

the inclusion of contextual information, they can stimulate users in a task-related and emotional 

way. Further, the high degree of interaction enables advanced communication interfaces (Knote 

et al. 2018). Anticipating UASs constantly adapt their assistance to the current application 



Introduction 

12  

context and try to incorporate possible future situations (Maedche et al. 2016). These advanced 

features also change the nature of the interaction. Not only cooperation with the user is possible, 

but also collaborative teamwork. Anthropomorphic design cues are often used to render the 

interaction more intuitive and comfortable for the user (André et al. 2019) as well as to initiate 

a relationship between the user and the UAS (Aldiri et al. 2008; Epley et al. 2007; Pfeuffer et 

al. 2019). However, anthropomorphic design cues can also lead to overly high expectations. 

Failing to meet these expectations leads to disappointment and repulsion (Bartneck et al. 2009; 

Mori 1970). Therefore, to implement a successful collaborative relationship between 

anticipating UASs and users, it is important to understand how anthropomorphic design cues 

affect the interaction in collaborative work and what impact they have on decision quality and 

user satisfaction during collective human-machine decision-making. This dissertation develops 

a theoretical model based on earlier research to explain the interaction of anthropomorphic 

anticipating UASs and users. In addition, a suitable experiment procedure is presented to 

evaluate the theoretical model empirically. The experiment is not conducted, but the experiment 

design establishes the foundations for future research. This dissertation contributes to a better 

understanding of the interactions between users and anticipating UASs during collaborative 

work on a task and provides future research with the necessary tools to advance the field in a 

meaningful way. 

To summarize, this dissertation's theoretical and empirical findings contribute to IS research by 

creating knowledge on how users interact with UASs and how to improve this interaction to 

benefit users, organizations, and society. The dissertation provides novel insights across 

different classes of UASs and different application contexts. Chapter 2 provides the theoretical 

background on UASs and introduces the methodological approaches used. Chapter 3 examines 

the application of a basic UAS to understand and improve fake news and intervention 

perception, as well as to motivate reporting of fake news. Chapter 4 explores the influence of 

social design features of interactive UASs on the success of BCI in the SNAP domain. Chapter 

5 examines the effect of leadership capabilities and emotional capabilities of an intelligent UAS 

on task performance and enjoyment. Chapter 6 explores the influence of anthropomorphic cues 

of anticipating UASs on decision quality and user satisfaction during collective human-machine 

decision-making. Chapter 7 discusses the results concerning the limitations and highlights 

directions for future research. Figure 3 summarizes the structure of this dissertation and 

illustrates how each chapter relates to the classification of UASs, according to Maedche et al. 

(2016).  
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Figure 3: Structure of This Dissertation 

During the process of developing this dissertation, parts of Chapters 3 through 6 were published 

in conference papers and journal papers as part of a regular scholarly discourse or are under 

consideration for joint publications with coauthors1. Major parts of Chapter 3 conform with 

Olenberger et al. (forthcoming) and Gimpel et al. (2021)2. Major parts of Chapter 4 conform 

with Adam et al. (2022)3. Major parts of Chapter 5 conform with Benke et al. (forthcoming). 

Major parts of Chapter 6 conform with André et al. (2018). 

                                                 
1  his doctoral thesis follows the “Promotionsordnung der Mathematisch-Naturwissenschaftlich-Technischen 

Fakultät der Universität Augsburg (vom 21.05.2014, geändert durch Satzung vom 22.07.2015)“ and the 

“Handreichung des  nstituts für Materials Resource Management (MRM) für Doktorandinnen und Doktoranden 

zur Einbindung von Vorveröffentlichungen in eine monografische Dissertation im Rahmen einer Promotion zum 

Dr.-Ing. an der Mathematisch-Naturwissenschaftlich-Technischen Fakultät (MNTF) der Universität Augsburg (in 

der Fassung vom 09.01.2020)“. 
2 https://www.tandfonline.com/doi/abs/10.1080/07421222.2021.1870389 
3 https://aisel.aisnet.org/thci/vol14/iss3/3 
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2. Theoretical and Methodological Background 

2.1.  User Assistance Systems 

Assistance has long been a part of IS research and human-computer interaction research (Floyd 

1986). In general, assistance describes the performance of an action by one entity for another 

entity to achieve a specific goal (Dhiman et al. 2022). Dhiman et al. (2022) identify five 

characteristics of assistance. First, there exists a common goal to be achieved (Dhiman et al. 

2022). Second, one entity assists another entity (Dhiman et al. 2022). These entities can be 

human as well as IT systems and can come in different combinations. Traditionally, a human 

can assist another human, or an IT system can assist another IT system in achieving its goals. 

Also, a combination of the different entity types is possible. Thus, a human can also support an 

IT system when it reaches its limits. Vice versa, an IT system can also support humans or users 

in various situations. In this case, one speaks of a UAS. Third, an action is performed by one 

entity to assist another entity in achieving its goal (Dhiman et al. 2022). Fourth, there is a need 

for assistance (Dhiman et al. 2022). Applied to UASs, this means that the human is not able to 

achieve the goal on his own or there is a potential for improvement in the execution. Fifth, the 

assistance should lead to a positive change in goal achievement (Dhiman et al. 2022). This 

positive change can impact the execution of a task and lead to improved performance, or it can 

impact the user and contribute to a more positive execution environment (e.g., cognitive relief 

or emotional support).  

UASs are considered agents that support users in task execution. The term agent highlights that 

UASs are independent entities that can perform specific actions within the application context 

(Knote et al. 2019). In this context, UASs can interact bilaterally with the user or act as 

intermediaries between multiple entities (Knote et al. 2019). As a result of the increasing 

interconnectedness of the world, UASs can interact with other IT systems, e.g., to collect 

information, disseminate information, or initiate actions. For example, UASs are used in the 

smart home context to communicate with other devices and automate routine processes 

(McLean and Osei-Frimpong 2019). UASs are also used as intermediaries in the interaction 

between human entities. Typical examples are UASs deployed as voice assistants in call 

centers. Here, the voice assistants can be used to answer the customer's call, record a potential 

problem, and prepare the information for the employees before putting the customer through 

(Bae et al. 2005; Qian et al. 2020).  
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UASs can be utilized at different points of task execution. Wandke (2005) presents six basic 

application stages for UASs. First, UASs can motivate users and thus initiate task execution (Li 

et al. 2014; Olafsson et al. 2020; Wandke 2005). Second, it can improve perception during task 

execution (Wandke 2005). The purpose is to enable the user to perceive information from the 

environment that the users would otherwise not be able to perceive themselves (Wandke 2005). 

Possible reasons are that the user is physically unable to do so due to a disability or that another 

situations demand attention, e.g., when driving a car (Gimpel et al. 2022; Guzman et al. 2018). 

Third, UASs can prepare relevant information in an appropriate format for users during task 

execution (Wandke 2005). This stage includes information collection (Kilic et al. 2015) and 

information preparation (Huang and Rust 2018). Fourth, UASs can provide suggestions for 

decisions and actions to be taken during task execution (Wandke 2005). For this purpose, the 

available information is analyzed and recommendations are derived (Maedche et al. 2019). 

Fifth, UASs can also perform specific actions required for task execution (Wandke 2005). 

Depending on the application context, task execution can be performed automatically by the 

UASs or in cooperation with the user (Morana et al. 2017). Sixth, UASs can provide feedback 

after task execution to improve future task execution. 

To systematically explore the research field of UASs, the following section presents different 

classifications for UASs. There exists a variety of different UASs with different characteristics. 

Thus, previous research developed different classifications related to UASs focusing on 

different aspects of a socio-technical system (Müller-Polyzou et al. 2021). Ludwig (2015) 

classifies UASs into three classes according to their degree of autonomy. Autonomous UASs 

provide simple functions and perform simple tasks automatically, i.e., without user intervention 

(Ludwig 2015). UASs with a fixed goal combine multiple functions to solve more complex 

problems (Ludwig 2015). These functions can be autonomous, non-autonomous, or a 

combination of both. The goal is to assist users in performing predefined tasks (Ludwig 2015). 

UASs with intention recognition try to determine the current task from the user's action and 

provide appropriate actions to support task execution (Ludwig 2015). 

The classification of Ludwig (2015) focuses on the autonomy of the UAS and pays less 

attention to the characteristics of the users. However, the user is an essential element of the 

socio-technical system. Thus, Romero et al. (2016) distinguish three classes of UAS based on 

the respective user capabilities that are to be enhanced. Physical Assistance Systems assist users 

in physical activities to enable or enhance movements (Romero et al. 2016). For example, 

collaborative robots work with users to lift heavy objects (Mark et al. 2019). Sensorial 
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Assistance Systems are used to support the user in perceiving information from the environment 

for decision-making (Romero et al. 2016). The assistance consists of two components: 

collecting relevant information and user-oriented information preprocessing (Romero et al. 

2016). Exemplary applications include fitness trackers that monitor the user's bio-parameters 

and notify them of problems (Kroll et al. 2016). Cognitive Assistance Systems assist the user in 

decision-making by using additional information to derive a recommendation (Romero et al. 

2016). For example, robo-advisors help users make complex investment decisions (Jung et al. 

2018). 

In addition to users and UASs, the task itself is also an essential part of the socio-technical 

system. In this vein, Morana et al. (2017) present a classification that distinguishes UASs 

according to the distribution of task execution between users and UASs. Supportive UASs 

provide information and functions to the user, but the task execution remains primarily with the 

user (Morana et al. 2017). Cooperative UASs collaborate with the user so that both the UAS 

and the user take over some parts of task execution (Morana et al. 2017). Notifying UASs 

perform task execution independently and only notify users of progress (Morana et al. 2017). 

In this dissertation, the classification of Maedche et al. (2016) is used because it combines the 

capabilities of a UAS and the interaction with the user during task execution into an integrated 

concept. This classification is based on four categories: Basic UASs, Interactive UASs, 

Intelligent UASs, and Anticipating UASs (see section 1.2). The dimensions of intelligence and 

interactivity serve as the foundation of this classification. In the past, intelligence was 

considered an ability primarily attributed to living beings, especially humans. Gardner (2000, 

p. 34) defines intelligence as “a biops chological potential to process information that can be 

activated in a cultural setting to solve problems or to create products that are of value in a 

culture”. Another human-centered definition is provided by Sternberg (1999, p. 293), who 

defines intelligence as “the abilit  to achieve success in life, given one's personal standards, 

within one's sociocultural conte t”. The core idea is that intelligence is „the abilit  to learn from 

e perience and adapt to the environment“ (Huang and Rust 2018, p. 156).  

With the new capabilities of IT systems and the advances in machine learning and AI, the term 

intelligence is increasingly being applied to IT systems and UASs. Transferring the concept of 

intelligence to UASs, intelligent UASs are intelligent IT systems that collect and analyze 

different forms of data to adapt to the environment and preferences of their users (Maedche et 

al. 2016). One requirement is the ability to obtain information from the environment. The 
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information can originate from different sources. First, various sensors can obtain information 

from the physical world. The availability of a wide variety of sensors, e.g., acoustic, optical, 

GPS, acceleration, and more (Dhiman et al. 2022), can generate rich data streams. Second, 

application programming interfaces (APIs) enable the transfer of data between IT systems to 

obtain information from the digital world. Third, peripherals, microphones, and cameras can 

enable exchanges with humans to obtain more information. For example, Dhiman et al. (2022) 

revealed in their work that for exchanges with UASs, peripheral devices such as keyboards, 

mice, or touchscreens are most commonly used, followed by natural language via text or 

speech. By analyzing the data from these different sources, UASs can realize different 

intelligence capabilities. Thus, Huang and Rust (2018) distinguish four different types of 

intelligence. Mechanical intelligence automatically enables UASs to perform routine tasks 

(Huang and Rust 2018). Routine tasks are characterized by a high degree of structure and little 

variation. Analytical intelligence enables UASs to analyze data to solve problems and recognize 

patterns (Huang and Rust 2018). For this purpose, machine learning approaches are often used 

to analyze large amounts of data, derive conclusions, and apply them to new use cases. Intuitive 

intelligence enables UASs to think experience-based and adapt to novel situations (Huang and 

Rust 2018). To implement intuitive intelligence, deep learning approaches are used to extract 

fundamental relationships and mechanisms from the data and transfer this knowledge to new 

fields of application. Empathic intelligence enables UASs to recognize users' emotions, react, 

and show emotions themselves (Huang and Rust 2018). Empathic UASs pretend to understand 

users' emotions and try to influence them through appropriate signals. 

The interaction between humans and UASs is not only characterized by the intelligence of the 

UAS but also by the degree of interactivity. Kiousis (2002, p. 372) defines interactivity as „the 

degree to which a communication technology can create a mediated environment in which 

participants can communicate (one-to-one, one-to-many, and many-to-many), both 

s nchronousl  and as nchronousl , and participate in reciprocal message e changes“. 

Transferring this concept to UASs, interactive UASs are IT systems capable of dynamically 

responding to the user's actions by collecting, storing, transforming, and displaying information 

(Benyon 2014; Morana et al. 2017). However, the interaction with the user must be designed 

differently depending on the application context (Maedche et al. 2019). There are different 

directions of interaction. Interaction can be (i) user-driven by providing input and trigger to the 

UAS, (ii) UAS-driven by providing information from the environment to the user, or (iii) 

bidirectional by exchanging information between users and UASs (Knote et al. 2019). 
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Depending on the application context, different input types can provide information to the UAS 

(Maedche et al. 2019). The input might consist of sensor data, textual input, speech-based input, 

or vision-based input (Knote et al. 2019). The UAS then processes this input to trigger an action 

or return a response (Knote et al. 2019). An action describes an activity performed by the UAS 

to execute a specific task (Knote et al. 2019). Alternatively or additionally, a text-based, speech-

based, visual response with information can be transmitted to the user (Knote et al. 2019). 

However, not only does the content of the response matter, but also how the content is 

communicated. Research has shown that when interacting with IT systems, people exhibit 

social reactions comparable to those in interpersonal interaction (Feine et al. 2019). This implies 

that IT systems are perceived as social actors (Nass et al. 1994). Therefore, UASs can use 

different social cues during interaction to trigger emotional, cognitive, or behavioral responses 

in users (Feine et al. 2019). Fogg (2003) distinguishes five types of social cues: physical (e.g., 

embodiement or movement), psychological (e.g., personality or humor), language (e.g., the 

wording of written or spoken messages), social dynamics (e.g., turn taking or praise for good 

work), social role (e.g., friend or teammate). Depending on the design of the social cues, the 

interaction can make the resulting outcome more beneficial (Feine et al. 2019; Maedche et al. 

2019).  

The assistance of humans by UASs can pursue different outcomes. Although the purposes for 

which UASs are used and the resulting outcomes are very diverse, three basic outcome types 

can be distinguished. First, the most commonly targeted outcome is increased efficiency 

(Dhiman et al. 2022; Maedche et al. 2019). The objective is to use UASs to reduce the duration 

and resources for task execution through partial or complete automation. The focus is on faster 

and less resource-intensive processing of necessary tasks and not necessarily on improving 

quality (Dhiman et al. 2022). Examples are smart-home assistants for the automatic execution 

of actions in households (Mettler et al. 2017) or automated call classification systems in call 

centers (Liu et al. 2021). Second, UASs are used to increase effectiveness (Maedche et al. 

2019), improving the actual quality of task execution. This can be done by providing additional 

information and services or monitoring during task execution. In this case, the UAS observes 

the user during task execution, tries to detect deviations as well as errors and offers possible 

suggestions for improvement (Dhiman et al. 2022). Examples of such UASs are warning 

systems against fake news (Moravec et al. 2018), driver assistance systems for sustainable 

driving behavior (Gimpel et al. 2022), robo-advisers for financial decision-making (Jung et al. 

2018), and recommender systems for better product selection (McGinty and Smyth 2006). 
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Third, UASs improve the user experience (Dhiman et al. 2022; Maedche et al. 2019). Here, 

users are motivated to perform specific tasks, or the physical and psychological load is reduced 

during task execution to create a hedonic experience (Dhiman et al. 2022). Examples of this 

class include virtual coaches to promote healthy behaviors (Creed and Beale 2012; Kramer et 

al. 2020) or stress assistants that monitors stress levels in real-time to trigger countermeasures 

(Bromuri et al. 2021). 

Overall, the interaction between UASs and users is diverse and enables a wide range of 

application opportunities. These theoretical foundations on the types and characteristics of 

UASs are important for developing new UASs in new application contexts. This dissertation 

applies different research methods to better understand the interaction between UASs and users 

and generate new knowledge about potential design features. The following section provides 

an overview of the applied methods. 

2.2.  Research Methods in Information Systems Research 

IS research is generally interested in the complex interplay between people, organizations, and 

technology (Davis and Olson 1988; Hevner et al. 2004; Lee 1999). Thus, IS research seeks “to 

acquire knowledge and understanding that enable the development and implementation of 

technology-based solutions” (Hevner et al. 2004, p. 84) to solve important human and business 

problems. To achieve this objective, IS research draws from different disciplines, such as 

computer science, engineering, economics, psychology, sociology, or mathematics (Friedrich 

et al. 2017; Gregor 2006; Hirschheim and Klein 2012). This approach gives IS researchers 

access to a wide range of theories and models that can be used and combined to better 

understand as well as design the interaction with IT systems. In addition, IS researchers have 

access to a broad catalog of research methods that ensure systematic knowledge generation 

(Friedrich et al. 2017). IS research distinguishes two types of knowledge. First, descriptive 

knowledge refers to the description of natural, artificial as well as human-related phenomena 

and the subsequent derivation of natural laws, principles, regularities, patterns, and theories 

(Gregor and Hevner 2013). Descriptive knowledge is concerned with the natural world and 

human behavior and is used to better understand how the world works (Baskerville et al. 2018). 

Second, prescriptive knowledge concerns human-made artifacts (Hevner 2021). It refers to 

knowledge that describes how to design artifacts that solve a specific problem and thereby 

improve the world (Gregor and Hevner 2013). 
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Knowledge generation is based on two complementary but distinct research paradigms: 

behavioral science and design science (Hevner and Chatterjee 2010). Hevner et al. (2004, p. 

76) describe behavioral science as an approach „to develop and justif  theories (i.e., principles 

and laws) that explain or predict organizational and human phenomena surrounding the 

anal sis, design, implementation, management, and use of information s stems“. These 

theories are an important foundation for researchers and practitioners to understand the 

interactions between people, organizations, and technologies (Hevner and Chatterjee 2010). 

Since behavioral science is primarily concerned with existing phenomena, behavioral science 

serves to generate descriptive knowledge (Gregor and Hevner 2013). This descriptive 

knowledge influences the functional scope, information content, and technical interfaces in the 

design of IT systems (Hevner et al. 2004). The theoretical mechanisms during human-computer 

interaction must be understood to implement IT systems in a purposeful way and to increase 

their effectiveness as well as their efficiency (Hevner and Chatterjee 2010). 

In contrast, design science “seeks to create innovations that define the ideas, practices, 

technical capabilities, and products through which the analysis, design, implementation, 

management, and use of information s stems can be effectivel  and efficientl  accomplished” 

(Hevner et al. 2004, p. 76). The focus is on the development and evaluation of novel IT 

artifacts to satisfy previously identified needs (Baskerville et al. 2018). Thus, design science 

aims to generate prescriptive knowledge (Gregor and Hevner 2013). Behavioral science seeks 

to understand and explain the relationships and mechanisms in the use of IT systems, while 

design science research seeks the effective use of IT systems (Hevner et al. 2004). Although 

behavioral science and design science are two distinct paradigms that address different issues, 

they should not compete but complement each other (Hevner et al. 2004). The design of IT 

systems must be based on appropriate descriptive knowledge that explains and predicts 

human behavior (Hevner and Chatterjee 2010). Descriptive knowledge is an important basis 

for developing IT systems, as it provides necessary information on natural, social, and human 

laws, constraints, and capabilities (Baskerville et al. 2018). Vice versa, developing and 

evaluating IT artifacts generate new data and may uncover new phenomena, which in turn 

may influence theory (Baskerville et al. 2018; Hevner et al. 2004).  

This dissertation aims to better understand the effects and mechanisms during the interaction 

between humans and UASs in new application contexts and to provide solutions to the current 

challenges of humans. For this purpose, new models based on previous knowledge are 

developed and empirically validated. Further, new empirical evidence is obtained through 
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prototype development to provide new knowledge that informs the development of UASs. 

The objective is to generate essential descriptive knowledge about the interactions between 

humans and UASs in different application contexts and thereby lay the foundations for future 

research. Therefore, this dissertation uses methodologies from the field of behavioral science. 

Behavioral science methodologies can be separated into two distinct categories. First, 

qualitative research methodologies are primarily used “to understand the perception of an 

information system by its users, the context within which the system is implemented or 

developed, and the processes b  which changes occur or outcomes are generated” (Kaplan and 

Maxwell 2005, p. 35). For this purpose, non-numerical qualitative data from observations, 

interviews, and documents are collected, systematically analyzed, and interpreted to understand 

how the world works (Kaplan and Maxwell 2005). Typical methods are interviews, case studies, 

grounded theory studies, or literature reviews (Kaplan and Maxwell 2005; Palvia et al. 2007; 

Williams 2007). Second, quantitative research aims to explain, confirm, predict, and translate 

relationships into generalizable theories and models (Williams 2007). Quantitative research 

methods typically involve hypothesis formation, collection of numerical quantitative data, and 

subsequent statistical analysis (Williams 2007). Exemplary research methods include 

experimental research, surveys, and mathematical modeling (Palvia et al. 2007). Qualitative 

and quantitative research methods can also be combined as a mixed-method approach 

(Venkatesh et al. 2013). 

Using quantitative and qualitative methods, this dissertation builds on previous research and 

extends it with new findings and knowledge. The main emphasis is on experimental research. 

Experimental research begins with the development of theories and hypotheses to explain the 

phenomenon or relationship under investigation (Dennis and Valacich 2001). This is followed 

by the design of an appropriate study to test the hypotheses (Dennis and Valacich 2001). In 

experimental research, the influence of independent variables on one or more dependent 

variables is isolated and tested. Typically, one or more independent variables are divided among 

different treatments, the outcome is measured in the treatments, and then compared to the 

previously developed hypothesis (Williams 2007). Only the independent variables must be 

changed between treatments to exclude the influence of other factors. Because of this rigorous 

approach, experimental research has a high degree of precision in the measurement, 

manipulation, and control of variables (McGrath 1981). The primary purpose is to explain 

relationships between the variables and to test them in order to extend theory (Dennis and 

Valacich 2001). Therefore, this research method is particularly useful to better understand the 
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interaction between humans and UASs in new application fields and to validate the effects of 

prototypical design elements.  

Chapter 3 uses three online experiments to apply the applicability of basic UASs in the fight 

against fake news. Section 3.2 applies an online experiment to better understand in which order 

a basic UASs should display interventions against fake news and what influence the order has 

on the perception of fake news. Section 3.3 conducts two online experiments to investigate the 

influence of basic UASs expressing SNs on the perception and reporting behavior of fake news. 

Chapter 5 applies an online experiment to investigate the influence of leadership and emotional 

characteristics of an intelligent UAS on work performance and enjoyment. Chapter 6 presents 

an approach for an online experiment that will allow future research to explore how 

anthropomorphic design cues of an anticipating UAS affect collaborative work. 

Chapter 4 uses a different research method, as previous research already presents several 

empirical findings on interactive UASs. Many studies showed that interactive UASs can assist 

in health behavior change through social design features (Bickmore et al. 2013b; Lisetti et al. 

2013; Peña et al. 2016; Song et al. 2013). However, a deeper understanding of how social design 

features influence health behavior change is needed. Therefore, Chapter 4 uses the method of a 

systematic literature review. A systematic literature review is used to identify, evaluate, and 

interpret all relevant literature related to a specific topic, phenomenon, or research area 

(Kitchenham and Charters 2007). A systematic literature review helps researchers and 

practitioners understand what body of knowledge already exists, what problems exist, and 

identifies avenues for new research activities (Levy and Ellis 2006). Therefore, this research 

method is well suited to identify and analyze the social design features widely used in 

interactive UASs, thereby generating important knowledge that informs the future design of 

UASs.  

Based on this theoretical and methodological background, the following chapters present 

different research activities that help to better understand the interaction between humans and 

UASs and generate new knowledge that informs the design of UASs. 
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3. Basic User Assistance Systems to Combat Fake News 

People strive for knowledge and consume a variety of news to gain it. In recent years, the way 

news is produced and consumed has changed fundamentally. Most importantly, social media 

have become essential for gathering and broadcasting information (Shi et al. 2016). Due to a 

lack of quality control mechanisms, however, these channels are susceptible to misinformation 

and fake news. For example, following the recent restructuring, the EU warned the social 

network Twitter that the existing measures against fake news and hate speech are insufficient 

to comply with the EU's law (Milmo and Rankin 2022). As a result, increasingly negative 

influence of fake news is evident in social discourse on social and political events (George et 

al. 2021b; Ng et al. 2021). Fake news is demonstrably false information explicitly used to 

deceive consumers (Mustafaraj and Metaxas 2017; Shu et al. 2017). Their spreading may lead 

individuals to believe inaccurate information and has been shown to influence opinions and 

actions (Allcott and Gentzkow 2017). There are many prominent examples of the real-world 

impact of misinformation campaigns (Mozur 2018; Roozenbeek and van der Linden 2019). It 

is to be expected that the spread and influence of fake news will continue to increase and that 

it will thus become increasingly influential for individuals, businesses, and society. 

A central driver for the increase in fake news is the high popularity of social media (Horner et 

al. 2021). Traditionally, journalists acted as gatekeepers, ensuring the quality of information 

published in official media outlets. In social media, however, any user can create and 

disseminate information without adhering to journalistic principles. This leads to high 

production of unverified information on social media platforms (Rubin et al. 2015). This is 

particularly problematic because humans' ability to recognize fake news is flawed. In fact, 

people tend to accept fake news as true without questioning it (Lewandowsky et al. 2012). 

Furthermore, confirmation bias leads to content that is consistent with existing personal 

opinions and mental models as more credible (Kim and Dennis 2019). Other factors, such as 

prior exposure (Pennycook et al. 2018), familiarity (Deng and Chau 2021), laziness (Pennycook 

and Rand 2019), affective engagement (Maasberg et al. 2018), or mood (Deng and Chau 2021) 

also have a negative impact on the evaluation of fake news. Due to these vulnerabilities, social 

media platforms must support users in coping with the abundance of fake news. 

UASs have the potential to support users in dealing with fake news in order to reduce the 

negative consequences. Due to their specific characteristics, basic UASs are particularly suited 

for use against fake news. Low intelligence is sufficient to assist in the repetitive task of fake 
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news support. Even though social media content is often unstructured, e.g., texts and images, 

interaction with information in the social media environment is usually well-structured. 

Simplified, users repeatedly interact with a series of posts, tweets, or stories that have different 

content, i.e., text, images, or video. Users can interact with the post (e.g., like, comment, share) 

or continue to the next post. This repetitive nature allows basic UASs to support users despite 

low intelligence. In the context of social media, low interaction is an advantage of basic UASs. 

Social media is used by users for entertainment and relaxation (Moravec et al. 2018). Users 

want to consume social media content as well as interact with it while minimizing the use of 

cognitive resources (Moravec et al. 2018). A UAS with a high level of interaction could be 

potentially irritating as well as cognitively demanding and could therefore be perceived as an 

irritating distraction. A basic UAS with a low degree of interaction, in contrast, is less inversive 

and can support the user in dealing with fake news without being too intrusive. 

This dissertation explores the use of basic UASs to improve user perceptions and motivate 

beneficial responses. The structure of this chapter is as follows. Section 3.1 provides the 

theoretical background. Section 3.2 examines how the order of information presented by a basic 

UAS affects the perception of fake news. Section 3.3 examines whether a basic UAS equipped 

with SNs is able to motivate users to actively oppose fake news by reporting the fake news.  

3.1. Theoretical Background 

Fake News 

Fake news in itself is not a new phenomenon. In the past, various groups of people, such as 

advertisers, political activists, and religious zealots, have used different forms of fake news to 

influence public opinion or spread propaganda (Mustafaraj and Metaxas 2017; Shu et al. 2017). 

Two key characteristics make news stories fake news: inauthenticity and deception. On the one 

hand, fake news contains verifiably false information that is nevertheless deliberately 

disseminated (Shu et al. 2017). On the other hand, fake news can mislead consumers, whereby 

incorrect information is interpreted as truthful (Allcott and Gentzkow 2017; Mustafaraj and 

Metaxas 2017). Fake news appears in the form of text, images, audio files, or videos that are 

edited or deliberately taken out of context (Mustafaraj and Metaxas 2017; Shu et al. 2017). 

Besides the different forms of fake news, there are also different motivations for individuals 

and organized groups to produce and distribute false information. First, fake news, such as 

satirical content or hoaxes, serves as a source of entertainment. Second, due to its eye-catching 
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and sensation-oriented design, fake news is well suited to induce readers to visit the original 

source (Rubin et al. 2015; Shu et al. 2017) and thereby generate a financial profit through 

advertising (Allcott and Gentzkow 2017). Third, fake news can influence opinion. The aim may 

be to create an advantage for the favored political candidate (Allcott and Gentzkow 2017; 

Balmas 2012; Mustafaraj and Metaxas 2017; Shu et al. 2017; Warzel and Mac 2018) or to 

influence public opinion on a political or social issue.  herefore, fake news’s main danger lies 

in the fact that people do not recognize the false information and the associated manipulation. 

This misinformation could lead to an unjustified change in voting behavior or political or social 

attitudes resulting in a severe negative impact on individuals and society.  

Even correcting misinformation does not necessaril  change people’s beliefs (Flynn et al. 2017; 

Nyhan and Reifler 2010). Furthermore, even when an individual believes the correction, the 

misinformation may persist. Any misinformation repetition can have negative consequences, 

even in the context of refuting it (Greenhill and Oppenheim 2017). This effect is due to 

familiarity and fluency biases. The more people hear a story, the more familiar it becomes, and 

the more likely they are to believe it is real (Hasher et al. 1977; Pennycook et al. 2018; Schwarz 

et al. 2007). As a result, exposure to misinformation can have long-term effects, while 

corrections may be short-lived. Hence, limiting the spread and impact of fake news is essential. 

Fake News in Social Media 

Although fake news has already been used in the past, its significance and dissemination have 

recently gained importance (Shao et al. 2016). Social media, in particular, provides a platform 

for the effective spread of fake news. First, social media offers a broad audience (Facebook 

2019; Twitter International Company 2018). For substantial parts of this audience, social media 

is an essential source of news (Gottfried and Shearer 2016; Newman et al. 2017), which makes 

its users highly vulnerable to fake news. Second, the barriers to enter social media are low 

(Allcott and Gentzkow 2017). For instance, the low effort involved in setting up an account 

also enables the creation of machine-controlled user accounts, such as social bots (Ferrara et al. 

2016). As a result, about 19 million machine-controlled accounts were active on Twitter during 

the U.S. presidential election 2016, spreading information about the candidates (University of 

Oxford 2016). Third, transmission speed and reach through social media are higher than ever 

before. Since exchanging information is an essential part of social media (Kaplan and Haenlein 

2010), it is easier to discuss or share both real and fake news stories (Shu et al. 2017). About 

25 percent of U.S. adults reported that they shared fake news deliberately or unknowingly 
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(Barthel et al. 2016). Therefore, information can quickly reach global access virally (Shao et al. 

2016; Weedon et al. 2017). The novelty of fake news and the negative feelings they often cause 

are additional reasons that fake news travels faster than real news (Vosoughi et al. 2018). 

Simultaneously, decentralized distribution makes it difficult to stop the dissemination of fake 

news since there is no longer a central origin of spread that can be addressed. Fourth, no 

authority controls the authenticity of information (Shao et al. 2016). The process of journalistic 

information verification and the associated gatekeeping functions can no longer be guaranteed 

because social media allows everyone to participate in news production (Aisch et al. 2016; Park 

and Smith 2007). Due to the lack of control, validating the authenticity of information now lies 

with the users (Rubin et al. 2015). Furthermore, the widespread dissemination of fake news 

may reduce the demand for authentic information (Allcott and Gentzkow 2017).  

However, people’s abilit  to decide whether the information is true or false has some natural 

weaknesses, especially in the social media environment (Lazer et al. 2018; Moravec et al. 2019; 

Shu et al. 2017). A key factor for validating authenticity is the credibility of information, which 

is complex and diverse (Petty and Cacioppo 1986; Wathen and Burkell 2002). Different factors, 

such as source (expertise, knowledge, and trustworthiness), receiver (receptivity for a message), 

and message characteristics (consistency and clarity), all interact in the assessment of the 

credibility of information (Wathen and Burkell 2002). Additionally, the beliefs and prior 

knowledge (Pennycook et al. 2018) of a user are important because these factors can lead to 

confirmation bias. People prefer to believe information that matches their pre-existing beliefs 

(Allcott and Gentzkow 2017; Housholder and LaMarre 2014; Kim and Dennis 2019). When 

they encounter information that challenges their pre-existing beliefs, they experience cognitive 

dissonance (Festinger 1957; Mills 2019). Resolving this cognitive dissonance takes cognitive 

effort that people tend to avoid (Simon 1979). Simultaneously, the assessment of other social 

media participants also impacts the credibility of news articles (Kim et al. 2019). Due to these 

factors, it is necessary to develop countermeasures that support social media users in handling 

fake news. 

Countermeasures Against Fake News 

A body of IS research is emerging that addresses questions around the consumption of fake 

news (Bernard et al. 2019). The problem of fake news has already been recognized in research 

and practice and different intervention measures have been presented. Ng et al. (2021) identify 

three classes of measures. First, community-level measures motivate users to identify fake news 
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and stop its spread (Ng et al. 2021). Second, account-level measures stop the spread of fake 

news by limiting the possible actions of malicious user accounts (Ng et al. 2021). This includes 

blocking accounts (Lazer et al. 2018) or disabling the function to share content (George et al. 

2021b). Third, content-level measures highlight information or provide more information about 

fake news (Ng et al. 2021). Different forms of warning labels (Moravec et al. 2019; Moravec 

et al. 2022), source ratings (Kim and Dennis 2019), or additional information (Gimpel et al. 

2020) have been investigated. 

Kim and Dennis (2019) offered evidence that changing how the source of news is presented 

leads social media users to better reflect on whether to believe articles and perform activities 

that contribute to their spread.  pecificall , both changing the interface to highlight the article’s 

source and providing source ratings b  a board of e perts positivel  affected users’ cognitive 

and behavioral processes. In a similar vein, Kim et al. (2019) investigated three different types 

of source reputation ratings and suggested that these ratings influence the extent to which users 

believe articles on social media. Moravec et al. (2022) found evidence that the mere fact of 

asking people to reflect on their background knowledge and rate the truthfulness of a news story 

made them think more critically about that news story and others. Despite these results, in 

practice, many social media platform providers are criticized for the lack of countermeasures 

against fake news (The Editorial Board 2016). Therefore, social media providers tried to 

develop various countermeasures to prevent the spread of fake news, such as automatically 

detecting social bots or cyborg users. Another method is to reduce the financial incentives to 

spread fake news by prohibiting sites from advertising if they have repeatedly shared fake news 

(Shukla and Lyons 2017). Social media providers often work with third-party fact-checking 

organizations that manually check suspicious information (Hunt 2017). The social media 

provider can then flag the corresponding content and display other articles on this topic. 

These measures are preferred by social media providers instead of deleting information, even 

if it is false because they do not want to limit freedom of speech and do not want to take 

responsibility for deciding what information is considered true (Grady et al. 2021; Levi 2017). 

Therefore, social media providers present users with information from fact-checking 

organizations and other sources and let users decide how they evaluate the information (Britt et 

al. 2019; Grady et al. 2021). 

In particular, flagging with warning labels is widely studied (George et al. 2021b). This 

approach aims to nudge people to engage more deeply with suspicious content rather than 
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relying on the heuristics described previously. For example, Garrett and Poulsen (2019) and 

Moravec et al. (2020) show that flagging can reduce belief in and intention to share fake news. 

However, the overall research results are mixed. Arendt et al. (2019) show in their study that 

warning labels reduce the perception of the accuracy of fake news for politically left-leaning 

individuals. However, they could not demonstrate this effect for politically right-leaning 

individuals. Ross et al. (2018) and Moravec et al. (2019) also fail to show a significant effect 

of flagging with warning labels on perceptions of fake news. While they demonstrate that flags 

can increase cognitive activity, they could not observe any effect on perceived believability due 

to confirmation bias (Moravec et al. 2019). Furthermore, flags can backfire. For example, 

previous research shows that exposure to flags can increase general skepticism, making even 

truthful news more likely to be viewed as manipulated (Ross et al. 2018). 

Another approach is to provide additional verified information and related articles to help 

people assess the accuracy and correct possible misconceptions. Qualified institutions, such as 

fact-checking organizations, can provide verified information manually (Margolin et al. 2018). 

The use of AI to identify fake news (Della Vedova et al. 2018; Reis et al. 2019) and subsequent 

extraction of verified information from related articles from credible sources is also an option 

(Zeng et al. 2021). Gimpel et al. (2020) show that the additional provision of related articles 

helps users improve the identification of fake news in social media. In contrast, however, 

previous studies also show that corrections can have a negative effect and make people more 

likely to believe fake news, as preference-incongruent information can lead people to develop 

arguments in favor of their own opinion and thereby strengthen their own beliefs (Nyhan and 

Reifler 2010). 

In summary, research does not provide clear evidence of the effectiveness of interventions 

against fake news. While previous research has contributed greatly to the understanding of the 

effectiveness of different interventions, there is a need for a deeper understanding of the 

cognitive processes that influence users’ perception. 

3.2. The Effect of Intervention Order on Fake News Perception 

Previous studies highlight two measures that basic UASs can use to support users in dealing 

with fake news: First, warning labels provided by a basic UAS can increase user skepticism 

during exposure to fake news (Lewandowsky et al. 2012). Second, the presentation of additional 

verified information b  a basic     can draw the user’s attention to the questionable features 
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of the fake news story (Brashier et al. 2021). However, previous findings are mixed. To develop 

more effective basic UASs against fake news, it is necessary to understand how measures are 

effective against fake news. Thus, this section investigates the underlying information 

processing processes of social media users. 

Individuals use mental models for internal personal representation of complex phenomena and 

events (Lewandowsky et al. 2012). Research suggests that the novelty and timing of 

information exposure are relevant factors for mental model creation. For example, users 

generally tend to adopt new information (fake or not) into their mental model (Brashier et al. 

2021; Lewandowsky et al. 2012). Due to the large amount of information in social media and 

its primary use as an entertainment medium, users tend to minimize cognitive effort and not 

critically question the content they see while browsing. Yet, a correction of previously as correct 

accepted information is tied to substantial cognitive effort (Lewandowsky et al. 2012). Hence, 

social media users tend to easily adopt information as true but struggle to correct existing mental 

models. This emphasizes the importance of the sequence in which individuals see information 

and how it affects mental model creation.  

Theoretical arguments in that regard generally fall into two camps. The first camp revolves 

around the research on inoculation theory (Lewandowsky and van der Linden 2021; Loftus 

2005). Inoculation theory indicates that because information shown first can protect against 

misinformation, thus, users should be shown interventions (e.g., warnings and additional 

information) before the fake news story. This approach is meant to make users more skeptical 

about upcoming false information (Lewandowsky and van der Linden 2021). In contrast, a 

second camp involves research on the misinformation effect (Crozier and Strange 2018), which 

postulates that it is more promising to show fake news stories first and then the intervention, as 

new information is more easily retrieved and can even overwrite previous memory (Crozier and 

Strange 2018). To ensure the effective use of interventions against fake news in practice, it is 

necessary to better understand the underlying information processing behavior and the possible 

consequences, particularly over time and regarding their long-term effectiveness. Yet, to this 

date, such research contributions are missing. Thus, this section focuses on the following 

research question: What influence does the order of information presented to social media users 

as part of a fake news intervention have on the perception of fake news after two weeks? To 

answer this question, this section proposes a combination of two intervention approaches 

(warnings and verified information) and investigates whether the order in which they are 

displayed affects how the information is processed and mental models are built. This work 
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builds on existing research and derives theoretical hypotheses to answer the research question. 

Based on a longitudinal online study, this research validates the hypotheses empirically. The 

findings can be used to equip basic UASs with more effective measures against fake news. This 

will enable basic UASs to better support users in their perception of fake news. 

Hypotheses Development 

A significant problem with fake news is that users believe them without recognizing that they 

are not based on facts. For example, people tend to accept information when no contradictory 

information is available (Lewandowsky et al. 2012). To understand the processes through 

which fake news becomes ingrained in a user’s memor , mental models need to be understood. 

„  mental model is an internal representation or simulation that people carry in their minds of 

how the world works” (Kim et al. 2021, p. 16). Mental models are built dynamically and are 

based on the person's memory and the current context in which they operate (Johnson-Laird 

1983). Because mental models arise from personal experience, they are not necessarily correct 

or complete (Kim et al. 2021). As a result, contact with fake news often leads to false 

information becoming part of a person’s mental model. Questioning or correcting mental 

models involves substantial cognitive effort (Lewandowsky et al. 2012). 

According to the dual process theory, research differentiates between two cognitive systems 

used for information assessment. System 1 processes are fast, automatic, effortless, emotionally 

charged, and heuristic. In contrast, System 2 processes are slower, reflective, controlled, 

efficient, and rational (Kahneman 2011). However, because human cognitive abilities are 

limited (Lang 2000), people primarily use System-1-thinking in everyday life (Verplanken and 

Wood 2006). This is especially true for social media, as the high information density in social 

media (many posts with different information in brief intervals) would otherwise result in high 

consumption of cognitive resources (Metzger and Flanagin 2013). This explains the tendency 

of people not to evaluate fake news in social media properly but to accept them directly in their 

mental models (Lewandowsky et al. 2012). Questioning them would often simply consume 

more cognitive resources than users are willing to allocate. 

Mindlessly scrolling, i.e., processing in System 1 instead of critically reflecting on the 

information provided, leads to the phenomenon that false information can be falsely and 

subconsciously adopted and accepted into mental models (Brashier et al. 2021; Lewandowsky 

et al. 2012). Fake news flags can increase attention in the short term (Moravec et al. 2018). Yet, 

users cannot form a correct mental model of a situation by receiving only a warning label and 
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no other information. Thus, they are forced to form a mental model based on the false 

information and tag it with a negation tag (Lewandowsky et al. 2012). When they later access 

their mental model on the issue, they can only retrieve the false information and the negation 

tag. However, the memory of the negation tag can be lost (Grady et al. 2021; Lewandowsky et 

al. 2012). As a result, only the false information remains in the mental model and may be seen 

as the truth for the person. Thus, for a successful and sustainable intervention, it is necessary to 

provide people with the opportunity to build a correct mental model. 

For that, we draw on the results of propaganda research. In this context, the psychological 

inoculation process describes two key elements: First, a warning label (or flag) increases 

people’s attention and caution and puts them in a state of resistance (Loftus 2005). Second, 

additional verified information allows for comparison between false and verified information 

(Lewandowsky and van der Linden 2021). Combining the two elements is crucial because the 

warning label increases caution and motivates people to actively process the information, i.e., 

to use System-2-thinking to create a correct mental model based on the verified information. 

In addition to the information relevant for information processing, the order of presentation of 

this information is important. From a cognitive-consistency perspective, new information that 

contradicts the existing mental model leads to inconsistencies in the mental model 

(Lewandowsky et al. 2012). To resolve these inconsistencies, it is necessary to compare the 

existing information and derive new meanings. This process is laborious, requires motivation, 

and consumes cognitive resources (Lewandowsky et al. 2012). System-1-thinking would solve 

this conflict by rejecting the new information. In contrast, research on the misinformation effect 

observes that “participants tended to report incorrect new information rather than the correct 

information the  originall  witnessed” (Crozier and Strange 2018, p. 585). This phenomenon 

indicates that new information has higher importance because it is cognitively more readily 

available and can overwrite old information (Ayers and Reder 1998; Braun and Loftus 1998). 

Various studies (Loftus 2005; Wyler and Oswald 2016) demonstrate this effect. 

Previous research suggests that when people receive information that does not fit with existing 

information, a state of cognitive dissonance is created. “Cognitive dissonance occurs when 

users are presented with two pieces of conflicting information that both cannot be true” 

(Moravec et al. 2019, p. 10). Cognitive dissonance creates a conflict that requires cognitive 

effort to resolve (Lewandowsky et al. 2012). Since people use social media primarily for 

entertainment as well as pleasure (Moravec et al. 2018), and therefore mainly use System-1-
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thinking, they try to avoid cognitive effort. Consequently, if users see warning labels and 

verified information first and then the fake news, they engage less with the differences between 

the fake news content and the verified information. Since people receive the correct information 

first, there is no motivation to compare the false content and resolve contradictions. They 

consume both pieces of information, but the willingness for System-2-thinking is reduced to 

save cognitive resources. 

The alternative would be to display the fake news first, followed by the warning label and 

verified information. People process the false information first and then see the warning and 

alternative information. Therefore, we suspect that cognitive dissonance will lead people to 

evaluate the content as well as the conflict that emerges and thus engage in System-2-thinking. 

This is a necessary step for them to avoid deliberately adopting false information into their 

mental model. Otherwise, if people see the verified information first, they have no incentive to 

resolve the potential conflict. Further, the negation tag can be lost over time (Grady et al. 2021; 

Lewandowsky et al. 2012), so people can no longer distinguish which information was verified 

and which was false. However, the cognitive dissonance from receiving fake news first nudges 

them to invest cognitive effort (Moravec et al. 2019). This, in turn, helps them identify the 

questionable fake news content, prioritize the verified information, and thereby reduce the 

believability of the fake news. Therefore, we derive the following hypothesis: 

Hypothesis 3.2.1 Providing an intervention with warning labels and verified alternative 

information directly after fake news reduces believability during exposure compared to 

providing the intervention before the fake news. 

Hypothesis 3.2.2 Providing an intervention with warning labels and verified information 

directly after fake news reduces the believability of fake news over time compared to providing 

the intervention before the fake news. 

For the success of a fake news intervention, it should not only reduce believability during 

exposure but also protect against the long-term believability of the fake news. Similar to 

previous research, a time period of two weeks is considered (Grady et al. 2021). To achieve an 

effective intervention against fake news, it is necessary to build a correct mental model. At first 

glance, presenting the intervention after the fake news seems counterintuitive, as previous 

research shows that it is difficult to correct an existing mental model (Lewandowsky et al. 

2012). Yet, previous research also states that the more pronounced a mental model is, the more 

difficult it is to correct (Walter and Tukachinsky 2020). Since a news article on social media 
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contains aggregated information (e.g., 280 characters in the case of Twitter), there are usually 

at most a few seconds between fake news exposure and intervention exposure. We suggest this 

time is insufficient to build a stable mental model that requires correction, in the sense previous 

research has referred to. Instead, the information is processed together to build a mental model. 

The effect of more intensive System-2-thinking triggered by a discrepancy between the fake 

news and verified information activates higher cognitive resources for conflict resolution. It 

leads users to engage longer and more intensively with the verified information. Thus, 

questionable aspects of the fake news stories can be identified. Therefore, we assume that the 

triggered System-2-thinking (by showing the verified information after the fake news) fosters 

the adoption of the verified information instead of the fake news. As a result, information 

processed through System-2-thinking will result in strong mental models that can be retrieved 

more reliably and for a longer period of time. Therefore, we hypothesize the following:  

Hypothesis 3.2.3 Providing an intervention with warnings and verified information after 

exposure to fake news results in less integration of fake news into the mental model than 

providing the intervention prior to exposure to fake news. 

Hypothesis 3.2.4 Providing an intervention with warnings and verified information after 

exposure to fake news leads to higher integration of verified information into the mental model 

than providing the intervention before exposure to fake news. 

Methodology 

We conducted a longitudinal online study to investigate our hypotheses using two phases. In 

the first phase, we exposed participants to fake news in combination with different interventions 

and measured short-term effects. The second phase took place two weeks later to examine 

effects over time. We conducted a pre-test with nine participants before the first phase of the 

study. We used the feedback to evaluate the comprehensibility of the instructions and the 

material as well as the procedure and revised them accordingly. 

Participants 

For the first phase of our study, we recruited 622 participants (of which 374 participated in the 

main treatments and 248 in additional control treatments – see section Treatments) from the US 

via Amazon Mechanical Turk (MTurk) in August 2022. The participants received monetary 

compensation of $3.50. To ensure high data quality, we implemented several attention checks. 

First, a question at the beginning of the survey contained an instruction within the text not to 
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select any answer to the question. If the question was answered, the study was terminated. 

Second, participants described how they evaluate news believability in an open-text question. 

 he first author reviewed participants’ responses to filter out invalid or nonsensical responses 

(e.g., ‘good stud ’).  hus, we removed three participants due to invalid responses.  hird, we 

checked which participants were already familiar with the general topics and news stories 

provided in the survey and were thus unsuitable as participants (because they already possess 

mental models on the subject). We removed 23 participants who didn’t fulfill the first criterion 

and considered onl  participants who didn’t know an  specifics about the general topics of the 

fake news stories for further analysis. We removed a further 60 responses from participants 

who stated they already knew at least one of the presented fake news stories. The final sample 

for the first phase contains 538 participants, consisting of 317 participants in the main 

treatments and 221 participants in the additional control treatments. The sample mostly 

comprises employees (n = 341) and self-employed individuals (n = 96) with an average age of 

44.33 years. A total of 52 percent of the participants are female (n = 279), 46 percent are male 

(n = 247), and 2 percent prefer not to disclose (n = 12). 57 percent of the participants (n = 304) 

would rate themselves politically as rather liberal, and 43 percent (n = 234) as rather 

conservative. More details are provided in Appendix A.1. 

The second phase took place two weeks later. The participants received monetary compensation 

of $2.00 for their participation. After the exclusion of invalid questionnaires (same mechanisms 

as in Phase 1), the final sample of Phase 2 contains 493 participants, consisting of 292 

participants in the main treatments and 201 in additional control treatments. All participants 

participated in both Phase 1 and Phase 2. The demographic characteristics of the two phases 

are comparable.  

Task 

In our study, we exposed participants to news stories, of which three were fake news. The fake 

news stories were self-developed to ensure that participants were unfamiliar with the stories 

and did not have a mental model yet. We checked whether all news was new to the participants 

and excluded individuals who claimed to know at least one already. After each news article, we 

measured the perceived believability of the news. The order of the news articles was 

randomized. After a filler task (lasting about 5 minutes), participants were asked questions 

regarding the news content and what they believed happened in each story. This step is to 

measure what information entered the participants’ mental models.  n Phase 2, participants 
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were asked again, after two weeks, what they believed happened in each story to measure the 

impact of the interventions on their mental models over time. Figure 4 provides a simplified 

overview of the study procedure. 

 

Figure 4: Simplified Overview of the Study Procedure 

Treatments 

We confront participants with two different fake news interventions and vary their orders to 

observe differences in the perceived believability and the emerging mental model. To test our 

hypotheses, we use a between-subjects design with three main treatments: 

(1) Control treatment: No intervention. 

(2) Ex-ante intervention: Participants are first shown a warning label and verified 

information, and then the fake news story. 

(3) Ex-post intervention: Participants are first shown the fake news story and then the 

warning label and additional information. 

The assignment of participants to the treatments was randomized. Thus, the number of 

participants per treatment in the first phase varies slightly between 100 and 111 and is between 

93 and 101 in the second phase. To exclude the influence of other variables on the results, we 

test for structural equality of the three treatments. For that, we perform an ANOVA (for age, 

political orientation, and social media usage) and chi-squared tests (for gender, education, and 

occupation). At a significance level of 5 percent, no differences between the treatments can be 

observed. Therefore, we assume structural equality. Appendix A.2 contains the results 

regarding the structural equality of treatments. 

We used two additional control treatments with only warning labels and no verified information 

to isolate the influence of the verified information. Since this effect is not the focus of this work, 

we only consider the control treatment and the interventions with verified information (i.e., the 

three main treatments) in the following. A description of the additional control treatments can 

be found in Appendix A.3. 
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Material 

For our study, we developed a total of 21 social media posts. To increase realism and create a 

familiar environment, we based the design on the most popular social media platform, Facebook 

(Newman et al. 2017). Posts consisted of source, image, headline, and lead sentence. However, 

as in previous studies (Kim et al. 2019), we blacked out the source to make people focus on the 

content. Similarly, we also excluded other confounding factors, such as the number of likes and 

comments. 

The social media posts were split into three categories. In social media, fake news does not 

occur in isolation but in-between private and real news. Therefore, we first developed three 

neutral posts, each containing a short video to simulate private posts from the users’ social 

environment. The videos consisted of a video of cats (length: 30 sec), a sunset (length: 30 sec), 

and a time-lapse of growing plants (length: 19 sec). Second, we created twelve news articles 

with correct and verified information that originated from authentic news sources. The posts of 

these two categories serve as the environment in which we distribute fake news. Third, we 

developed a set of six fake news articles, two in each of the three categories: politically 

conservative, politically liberal, and without political content. Each participant was randomly 

shown one conservative, one liberal, and one neutral fake news story. The fake news articles 

were self-developed to avoid participants’ prior knowledge.  dditionall , we controlled for 

participants’ prior knowledge of all news articles. Appendix A.4 contains all posts. 

In addition to the social media posts, we also developed different intervention elements. First, 

we designed a warning label following the example of Moravec et al. (2020) and Grady et al. 

(2021). We used a stop icon to draw the participant’s attention to the potential threat of fake 

news and showed a text explaining that the information in the news article was false. In doing 

so, we communicate clearly to the participants that this is fake news. Second, we implemented 

verified information for the events of each fake news article and followed the design of Gimpel 

et al. (2020). Thus, three more news headlines were displayed with an image, again with the 

sources blacked out. A caption indicating that the news articles were verified information was 

also displayed to avoid confusion. 

Finally, we varied the order in which the interventions were displayed in accordance with our 

treatments. For ex-ante interventions, we followed the approach of Grady et al. (2021). The 

fake news article was blurred, and the intervention was displayed as an overlay. Additionally, 

to make it clear that the upcoming news article will contain false information, participants had 
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to actively confirm that they acknowledged the warning label and the verified information and 

still wanted to see the fake news articles. Without this acknowledgment, participants could not 

proceed with the study. For the treatments with ex-post interventions, the fake news article was 

displayed first, and the warning label and verified information were displayed below it. Figure 

5 contains an overview of the materials in the different treatments. 

  
 

(1) Control treatment (2) Ex-ante intervention (3) Ex-post intervention 

Figure 5: Overview of the Intervention Design in Each Treatment 

Independent Variables and Controls 

Prior Knowledge and Topic Familiarity: To better understand how different intervention 

styles affect the mental model formation, we first ensured that participants did not have a mental 

model by measuring how well participants were familiar with the topics of the study. For this 

purpose, we adopt a 5-point Likert scale for self-report on internet know-how by Kang et al. 

(2015) to our content topics. We measured how familiar the participants were with the topics 

by providing five discrete answers: (1) ‘I’ve never heard of it’, (2) ‘I’ve heard of this but I don’t 

know what happened / is happening’, (3) ‘I know what happend / is happening but I don’t know 

any specifics’, (4) ‘I generally know about it and know some of the specifics’, (5) ‘I am very 

well informed about it’. 

Article Familiarity: In addition to familiarity with the topics, we measured whether 

participants already knew the specific news articles to rule out the presence of a mental model. 

For this purpose, we use the scale by Grady et al. (2021) to track the recognition of news articles, 

with the answers ‘yes’ and ‘no’ available. 

Confirmation Bias: To measure confirmation bias, we use the approach suggested by Kim and 

Dennis (2019) consisting of importance and position. We measure the perceived importance of 
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the news article for the participant using a 7-point item (‘Do you find the issue described in the 

article important?’; 1: ‘Not at all’, 7: ‘Extremely’) and multiply it by the participant’s position 

(-3: ‘Extremely negative’, +3: ‘Extremely positive’). The resulting scores vary between -21 and 

+ 21 (Kim and Dennis 2019). 

Political Orientation: We assessed the political orientation using the corresponding scale by 

Wohl and Branscombe (2008) based on an 8-point item (‘Politically, I would say I am …’, 1: 

‘Very liberal’, 8: ‘Very conservative’). 

Social Media Usage: To measure the regularity of the use of social media, we use a 6-point 

item scale (‘How often do you use online social networks (e.g., Facebook, Twitter, or 

Instagram) in your everyday life?’, 1: ‘Never’, 6: ‘Several times a day’). 

Dependent Variables 

Believability: To measure the perceived believability of each news story, we use the established 

7-point Likert scale by Kim and Dennis (2019) consisting of three items. 

Mental Model: A mental model can be a complex and multifaceted construct. In our study, 

however, we control that participants do not yet possess a mental model. To measure what 

information shown during the study participants maintained in their mental model, we use a 

simplified recognition test analogous to the one used to study the misinformation effect 

(Takarangi et al. 2006). For this purpose, we provide the participant with a generic statement 

that refers to the content of the news articles. To increase realism, we formulated them like 

questions from another person that simulate a conversation on the topic (e.g., ‘I heard that a 

hydrogen train was recently introduced. Do you know how the presentation went?’). We 

provided five response options in random order: (1) with the content from the verified 

information, (2) with the content from the fake news story, (3) and (4) with new fictional content 

that was not previously shown, and (5) a response that no credible information has been 

received. Thus, we can distinguish whether participants adopt the fake news story, the verified 

information, or none of them into their mental models. 

Article Recognition: To measure which parts of an article and intervention participants 

remembered after exposure, we developed a custom 5-point Likert scale to capture how well 

participants remembered the article, the warning label, and the verified information (e.g., ‘Do 

you remember seeing a warning message (during the first session) stating the information in 
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this article was found to be false?’, 1: ‘Definitely no’, 5: ‘Definitely yes’). In Appendix A.5, we 

report all scales. 

Procedures 

Phase 1: First, in Phase 1a, we informed the participants that they were participating in a study 

on social media behavior. Fake news was deliberately not mentioned. Then, we asked the 

participants about their previous knowledge of the topics in the news articles. The participants 

then went through a tutorial in which we explained the individual components of a social media 

post. Depending on the treatment, we provided participants with an explanation of the included 

intervention elements.  he tutorial’s goal is to ensure that participants understand what t pes 

of information they will see during the study. 

The second step was news exposure. Here, we showed participants nine news articles in random 

order. These consist of six real news articles and three fake news articles. After every third 

news article, we showed one of the short videos. Depending on the treatment, the posts 

contained interventions. After seeing each post, participants were asked about the believability 

of the article and their potential confirmation bias. 

The third step was a filler task. Participants had to solve a 7x4 memory game in a maximum of 

5 minutes. To increase the cognitive effort of the participants, the goal was to find the 

corresponding solution for simple mathematical equations (e.g., ‘25-8’ and ‘17’). After 5 

minutes, the participants could continue without finishing the task. Such filler tasks are used in 

research to empty participants’ short-term memory and simulate time passage (Walter and 

Tukachinsky 2020). This procedure allows us to observe the short-term effects of the 

interventions. 

Fourth, in Phase 1b, we measured the mental model for three real and three fake news stories. 

To ensure that participants were further motivated to think about the news articles' content, they 

were informed that they could receive a bonus of $0.10 per correct answer. Additionally, we 

ensured that participants would not receive the information regarding their achieved individual 

bonus until the end of the second phase (regardless of participation) so that they could not draw 

any conclusions regarding the news articles. 

Fifth, article recognition was asked to check how the believability has changed and whether the 

participants can remember the original articles and intervention. For this purpose, we showed 

them the three fake news articles again and three real news articles in random order. Here, the 
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articles were shown in a reduced form, i.e., without pictures, so participants would focus only 

on the content and not recognize the pictures. Furthermore, we added six new real news articles. 

As in the second step, we asked participants about the believability of each news article. Thus, 

they were asked if they remembered the exact article, the warning label, or verified information. 

Phase 1 ended with a short survey on demographic characteristics and a debriefing. 

Phase 2: We follow the example of Grady et al. (2021) using a two-week period to observe 

long-term changes in the effect of the interventions. The participants were informed via email 

about possible participation before the start of the second phase. In Phase 2, the renewed 

measurement of the mental model began directly after a short introduction and was followed 

by the article recognition test. The procedure was identical to the first phase. Figure 6 

summarizes the study design. 

 

Figure 6: Summary of the Procedure of the Study 

Results 

Descriptive Data Analysis 

An initial descriptive analysis shows a distinct difference between the treatments. Figure 7 

contains a comparison of the mean believability of the fake news per treatment for each 

participant at different points in time. The intervention groups have a lower average perceived 

believability of fake news. The descriptive data suggest that this difference is particularly 

pronounced during fake news exposure and decreases over time. Regarding the order of 

interventions, the ex-post intervention consistently has the lowest believability. The results 

show that this effect reduces over time. Appendix A.6 contains a detailed descriptive analysis 

and Appendix A.7 contains a descriptive overview of the data.  
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Note: Mean value of the distribution is shown as a horizontal line. 

1 - low believability, 7 - high believability 

Figure 7: Comparison of the Mean Believability of Fake News 

Figure 8 visualizes the results of the measurement of the mental models. For this purpose, we 

consider the number of fake news stories that were adopted into the mental models for each 

participant. In other words, the number of fake news stories the participants selected as answers 

in a conversation on the topic. This yields a value between zero (no fake news story was adopted 

into the mental model) and three (all fake news stories were adopted into the mental model). 

The descriptive results reveal that participants with interventions reported less fake news. 

Conversely, several participants of the control treatment more often reported two or three fake 

news stories. Furthermore, the ex-post intervention treatment shows the best results. Comparing 

these results with phase two, we see that the difference is getting smaller, but we observe the 

same order. In summation, examining how many participants have taken over the verified 

information into their mental models, we see both in Phase 1 and Phase 2 that the ex-post 

intervention treatment yields the highest reporting of the verified information.  

Control E  ante intervention E  post intervention

Control E  ante intervention E  post intervention

Control E  ante intervention E  post intervention
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Note: Numbers vary from zero (the participant adapted no fake news story/verified information into the 

mental model) to three (the participant adapted all fake news stories/verified information into the mental 

model). 

Figure 8: Mental Model Measurement per Treatment  

Hypothesis Testing 

The Effect of Intervention Order on Believability: To test the effect of intervention order on 

believability during fake news exposure (hypothesis 3.2.1) and after fake news exposure 

(hypothesis 3.2.2), we compare the different treatments by believability. The data analysis using 

the Shapiro-Wilk test and the Anderson-Darling test (Razali and Yap 2011) suggests that the 

data are not normally distributed. Therefore, we use a one-sided nonparametric Wilcoxon-

Mann-Whitney pairwise comparison. Table 1 contains an overview of the results. Appendix 

A.8 contains a detailed report of the results. 

To test hypothesis 3.2.1, we compare the average believability of the three fake news articles 

during exposure. The average believability with ex-post intervention is lower than with ex-ante 

intervention and in the control treatment. Compared to the control treatment, both the ex-post 

intervention (p-value < 0.001) and the ex-ante intervention (p-value < 0.001) show a significant 

positive effect. Further, we see a significantly stronger positive effect on believability of the ex-

post intervention than the ex-ante intervention (p-value < 0.001). Therefore, the results support 

hypothesis 3.2.1. 
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Believability Mean 
Standard 

Deviation 

p-values (Wilcoxon-Mann-Whitney) 

Control 
Ex-ante 

intervention 

Ex-post 

intervention 

Phase 1a 

(H 3.2.1) 

Control 4.621 0.999 - < 0.001  *** < 0.001  *** 

Ex-ante 

intervention 
2.778 1.247   - < 0.001  *** 

Ex-post 

intervention 
2.235 1.198     - 

Phase 1b 

(H 3.2.2) 

Control 5.015 1.152 - < 0.001  *** < 0.001   *** 

Ex-ante 

intervention 
3.521 1.486   - 0.005  ** 

Ex-post 

intervention 
2.932 1.529     - 

Phase 2 

(H 3.2.2) 

Control 4.735 1.391 - 0.002  ** < 0.001  *** 

Ex-ante 

intervention 
4.050 1.604   - 0.070  + 

Ex-post 

intervention 
3.766 1.521     - 

Note: Results based on a one-sided Wilcoxon-Mann-Whitney pairwise comparison. 
+ p < 0.1, * p < .05, ** p < .01, *** p < 0.001 

Table 1: Results of the Believability Comparison 

To examine the effects of the intervention order over time, we look at the average perceived 

believability in Phase 1b and Phase 2. The results from Phase 1b show that both the ex-post 

intervention and the ex-ante intervention led to significantly lower believability 

(p-value < 0.001 for both tests) compared to the control treatment. At the same time, the data 

show that the ex-post intervention has a significantly larger positive effect on the believability 

of fake news than the ex-ante intervention (p-value = 0.005). However, this effect is reduced 

over time. Results in Phase 2 still show a reduction in believability by the ex-post and the 

ex-ante intervention compared to the control treatment (p-value = 0.002 and p-value < 0.001). 

However, two weeks after exposure, no statistical difference between the interventions can be 

observed (p-value = 0.070). Thus, we can only partially support hypothesis 3.2.2. 

The Effect of Intervention Order on Mental Model Formation: To test the effect of the 

order of intervention on the mental model, first, we compare how many fake news participants 

adapted into their mental model. Second, we compare how many verified information stories 

participants adapted into their mental models. The Shapiro-Wilk test and the Anderson-Darling 

test (Razali and Yap 2011) reveal that the data are not normally distributed. Thus, we use a one-
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sided nonparametric Wilcoxon-Mann-Whitney pairwise comparison. Table 2 and Table 3 

summarize the results. 

Number of fake news 

adopted into mental models 
Mean 

Standard 

Deviation 

p-value (Wilcoxon-Mann-Whitney) 

Control 
Ex-ante 

intervention 

Ex-post 

intervention 

Phase 1b 

(H 3.2.3) 

Control 1.865 0.909 - < 0.001  *** < 0.001  *** 

Ex-ante 

intervention 
0.680 0.815   - 0.045  * 

Ex-post 

intervention 
0.528 0.807     - 

Phase 2 

(H 3.2.3) 

Control 1.436 1.034 - < 0.001  *** < 0.001   *** 

Ex-ante 

intervention 
0.925 0.837   - 0.032  * 

Ex-post 

intervention 
0.725 0.871     - 

 Note: Results based on a one-sided Wilcoxon-Mann-Whitney pairwise comparison. 
+ p < 0.1, * p < .05, ** p < .01, *** p < 0.001 

Table 2: Results of the Adaptation of Fake News 

To test the effect of the ex-post intervention on fake news integration into the mental model, 

we consider the number of fake news stories participants adopted into their mental models in 

Phase 1b. The evaluation of the Wilcoxon-Mann-Whitney pairwise comparison with the control 

treatment shows that both treatments lead to less fake news in the mental model of a participant 

(p-value < 0.001 for both tests). A direct comparison of the interventions also shows a 

significant short-term reduction of fake news in the mental model in the ex-post intervention 

treatment (p-value = 0.045) compared to the ex-ante intervention. 

Further, we consider the results from two weeks later (Phase 2). Both interventions continued 

to have a significant positive effect (p-value < 0.001 for both tests) compared to the control 

treatment. A direct comparison of the interventions shows a significant positive effect of the 

ex-post intervention on the integration of fake news stories into the mental model over time 

(p-value = 0.032). Based on the results, we can support hypothesis 3.2.3. 
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Number of verified 

information adopted into 

mental models 

Mean 
Standard 

Deviation 

p-values (Wilcoxon-Mann-Whitney) 

Control 
Ex-ante 

intervention 

Ex-post 

intervention 

Phase 1b 

(H 3.2.4) 

Control 0.207 0.488 - < 0.001  *** < 0.001  *** 

Ex-ante 

intervention 
0.990 1.105  - 0.002  ** 

Ex-post 

intervention 
1.462 1.189    - 

Phase 2 

(H 3.2.4) 

Control 0.317 0.546 - < 0.001  *** < 0.001  *** 

Ex-ante 

intervention 
0.935 0.953  - 0.097  + 

Ex-post 

intervention 
1.133 1.032   - 

 Note: Results based on a one-sided Wilcoxon-Mann-Whitney pairwise comparison. The control treatment 

contained no verified information. 
+ p < 0.1, * p < .05, ** p < .01, *** p < 0.001 

Table 3: Results of the Adaptation of Verified Information  

To examine the effect of the ex-post intervention on the adoption of the verified information 

into the mental model, we consider the number of verified information stories participants 

recalled in their mental models. We observe in Phase 1b that participants in the ex-post 

intervention treatment were more often able to recall the verified information in the mental 

model than in the ex-ante intervention treatment. Thus, a Wilcoxon-Mann-Whitney pairwise 

comparison shows a statistically significant difference (p-value = 0.002). However, the effect 

is reduced over time. In Phase 2, we see more verified information adopted into the mental 

model in the ex-post intervention treatment compared to the ex-ante intervention. However, the 

effect is not statistically significant (p-value = 0.097). Thus, we can only partially support 

hypothesis 3.2.4. Table 4 summarizes all empirical results. 

Theoretical Hypotheses Empirical Results 

H 3.2.1 
Ex-post intervention reduces believability of fake news  

compared to an ex-ante intervention (during exposure) 
Supported 

H 3.2.2 
Ex-post intervention reduces believability of fake news  

compared to an ex-ante intervention (over time) 
Partially supported 

H 3.2.3 
Ex-post intervention reduces integration of fake news into mental model 

compared to an ex-ante intervention (over time) 
Supported 

H 3.2.4 
Ex-post intervention increases integration of verified information into 

mental model compared to an ex-ante intervention (over time) 
Partially supported  

Table 4: Overview of Hypotheses and Empirical Results 
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Discussion 

The empirical results support our hypothesis that the intervention with warning and verified 

information after the fake news exposure (ex-post) reduces believability more than the 

intervention before the fake news exposure (ex-ante), even though the same information is 

displayed. Per our hypothesis, users engage more with the information to correct the false 

information they first received. The cognitive dissonance resulting from the two contradictory 

pieces of information (Moravec et al. 2019) leads to a conflict. If people receive the verified 

information first, they are not motivated to resolve the conflict and engage with the content. 

Yet, when people receive the fake news articles first, they are more likely to resolve this conflict 

by activating System-2-thinking and recognizing the questionable features of the fake news 

stories. In addition to the positive effect on believability during fake news exposure, we also 

observe a lasting effect over time. We find evidence that intervention after fake news exposure 

results in users adopting the fake news stories less into their mental model. Further, the effect 

becomes more pronounced over time. After two weeks, we see more clearly that the participants 

incorporate less fake news into their mental models when the intervention takes place after the 

fake news exposure. This can also be attributed to increased System-2-thinking. 

Second, we observe that participants adopt more verified information into their mental model 

after fake news exposure when the intervention appears after the fake news story. Because 

participants engage with the information more intensively when the intervention occurs after 

fake news exposure, they can recall the correct information more easily later (Azzopardi 2021). 

However, this effect is weaker over time. Although we observe a positive effect, it is no longer 

significant after two weeks. Admittedly, the challenge for the participants in Phase 2 of the 

experiment was high. The participants had to recall externally provided information they had 

no personal connection with and that was shown to them two weeks earlier as part of a single 

social media post. Thus, it seems plausible that the gap narrows over time without repeated 

exposure. 

Third and because of the differences in the mental models, we also see reduced believability of 

fake news stories in the short term. However, this effect is no longer significant after two weeks. 

It may seem counterintuitive that we see no significant differences in perceived believability, 

although participants adopt less fake news in their mental model. An explanation could be that 

when assessing believability, participants first have to activate their corresponding mental 

model and compare it with the information shown. After five minutes, the activation of memory 
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and mental model building needs less cognitive resources. After two weeks, however, 

participants have to invest more cognitive resources to reconstruct the mental model. We 

suspect that when participants are explicitly asked about their mental model and are monetarily 

motivated to do so, they are more willing to invest the necessary cognitive resources. We 

suggest this may be a reason for the difference in the results between believability and the 

mental model. 

In summary, the order in which the intervention is displayed impacts the perception of fake 

news. The use of intervention directly after the fake news exposure leads to people believing 

the fake news less, adopting the false information less in their mental model, and continuing to 

believe it less in the period shortly after the exposure. At the same time, we also observe that 

while fewer fake news stories are retained in the mental model after a longer period of time, the 

believability assessment does not correspond in a similar fashion. Appendix A.9 additionally 

contains a comparison of interventions with only a warning label. 

Contribution to Theory 

First, we provide theoretical and empirical support that the order of information presented can 

impact an intervention's effectiveness against fake news. We show that the order in which 

information is processed can change the perceptions of fake news both in the short term and 

over time. By looking at different points in time, we contribute to longitudinal empirical 

evidence for the design and study of interventions (Grady et al. 2021). We extend existing 

knowledge on interventions by showing that it is important to consider not only which 

information needs to be presented but also in what order. 

Second, we provide an explanation for the cognitive process involved in exposure to fake news 

and interventions. In particular, we provide further insights into how people form mental 

models, what influence the order of interventions has, and what the consequences are for 

perceived believability. Thus, we provide further evidence that using warnings alone is 

insufficient to address fake news in the long run (Moravec et al. 2019; Ross et al. 2018). Instead, 

fostering that users build a correct mental model to protect them from fake news over time is 

crucial for platform providers. 

Our findings on the cognitive processes involved in the perception of fake news and the 

influence of intervention order add to the emergent body of IS research on fake news measures. 

Thus, we answer the call for more research on the cognitive processes involved in dealing with 
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fake news and longitudinal empirical evidence (Grady et al. 2021). Our findings can serve as a 

starting point to develop new interventions and improve existing approaches. 

Practical Implications 

Our findings can assist practitioners and social media platform providers in developing 

interventions against fake news. First, only warning labels are insufficient to achieve a long-

lasting effect in the fight against fake news. In addition to a warning, verified information 

should be provided to the user to help build a mental model of the situation. Second, encourage 

developers to incorporate mental processes into decision-making when designing interventions 

against fake news. In a fast-paced environment with high information density, participants try 

to save cognitive resources through System-1-thinking. Therefore, additional information 

should be displayed after the fake news to motivate users to invest more cognitive resources 

and engage more with the content. Third, in line with previous research (Grady et al. 2021), we 

observe a decrease in intervention effectiveness. Therefore, interventions need to be used 

regularly for continued support of social media users. 

Limitations and Future Research 

Our results are subject to limitations. The design of our study materials is one of them. Our fake 

news and verified information were designed to show a clear contrast between each other. 

Often, the line between fake news and true information is not so obvious, and verified 

information is not always available. In a real-world setting, the differences may thus be smaller 

than the ones observed in this study. Future research could verify the findings in real-world 

settings. 

Furthermore, there were subtle differences in the design of the treatments. In the treatment with 

the interventions before the fake news (ex-ante), participants had to read and actively confirm 

the intervention information and saw only the fake news after confirming. The intervention 

appears directly below the fake news article in the ex-post treatment. We cannot eliminate the 

possibility that the simultaneous exposure to fake news and intervention impacted the results, 

as participants were able to compare the differences more carefully. 

The duration of the study also limits the generalizability of the results over time. The 

measurements were carried out approximately five minutes and two weeks after the exposure 

to fake news. In the first phase, this allowed us to simulate the critical moments when fake news 

is just spreading. In the second phase, we simulated the situation when users reencounter the 
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fake news after a more extended period of time. However, we cannot say whether the effects 

persist after longer than two weeks. Yet, two weeks are generally considered an adequate time 

frame for such studies (Grady et al. 2021). Further research could validate the longevity of our 

results and could examine a more extended period. Our results show that the effect of 

interventions is reduced over the two weeks. Yet, it is unclear whether the effect continues to 

decline over time, is lost, or reaches a plateau. 

Lastly, a mental model is a complex construct. In our study, we focus on creating a mental 

model that does not yet exist to analyze information processing. We control for this in our study. 

In everyday life, however, users may encounter fake news about a topic for which a mental 

model already exists. For example, previous research has shown that phenomena such as 

confirmation biases (Kim and Dennis 2019) make it difficult to correct an existing mental model 

(Lewandowsky et al. 2012). Future research could shed light on the corresponding information 

processing to better understand how fake news operates. 

Conclusion 

This section investigates the influence of the order of basic UAS intervention regarding fake 

news. Due to their non-inversive nature, basic UASs are particularly suitable for countering 

fake news in social media. However, basic UAS design needs to consider how users process 

information to ensure the long-term effectiveness of such interventions. This work theoretically 

derives hypotheses and validates them with a longitudinal study. The results show that changing 

the order (of whether the fake news story or the intervention is displayed first) significantly 

impacts the intervention's success. The findings reveal that users are stimulated to resolve 

cognitive dissonance when a basic UAS displays additional information after the fake news 

article. This leads to System-2-thinking that requires more cognitive effort and creates a clearer 

and more correct mental model. This work contributes to research by advancing the 

understanding of information processing of fake news. At the same time, the results can be used 

in practice in the fight against fake news to design new basic UASs. This may reduce the 

negative effect of fake news on individuals and society. 

3.3.  The Effect of Social Norms on Fake News Reporting 

To improve user perception during fake news exposure is an important first step in the fight 

against fake news. However, it is also important to remove fake news from social media 

platforms and stop its spread. Otherwise, effects such as the false consensus effect (Schulz et 
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al. 2020), illusory truth effect (Hassan and Barber 2021), or availability bias (Spohr 2017) might 

occur, which make fake news more credible due to frequent and repeated exposure. Social 

media platform providers are under increasing pressure to take more proactive actions to stop 

the spread of fake news. Many social media platforms provide their users with the option to 

report fake news so that the fake news can be professionally checked, flagged, or even removed. 

However, anecdotal evidence suggests that users only sporadically report news stories as fake. 

From a theoretical perspective, previous research on the bystander effect shows that people’s 

willingness to help is reduced the more other people are present (Fischer et al. 2011). This effect 

applies not only in the case of physical presence (Latané and Darley 1970; Schmehl and 

Lytvynenko 2017) but also in an online environment (Fischer et al. 2011). Following the 

bystander intervention model, a bystander must follow five steps: noticing and appraising an 

event as an emergency, recognizing their own responsibility, deciding to intervene, and finally 

intervening (Kaplan and Haenlein 2010). These steps can be affected by the presence of other 

people. For instance, a larger group size leads to reduced response rates and willingness to help 

in online communities (Voelpel et al. 2008) or during e-mail communication (Barron and 

Yechiam 2002; Blair et al. 2005). In social media, where many users see the same content, this 

could lead to a diffusion of responsibility (Voelpel et al. 2008), where the individual does not 

take responsibility for reporting fake news. The user not feeling accountable is another factor 

contributing to this effect. Within a group of people, an individual evaluates its accountability 

as lower because another individual may be more accountable to intervene in a specific 

situation. Making accountability transparent may reduce this effect. However, transparency can 

also negatively affect when users feel that their intervention is evaluated by others and, 

therefore, do not dare to take action (DiFranzo et al. 2018). For these reasons, and because of 

the importance of the other countermeasures, it is necessary to show social media users that 

reporting is desirable. The question arises, how to motivate users to report fake news? 

Social psychology suggests that SNs strongly influence behavior. They might be a solution to 

the riddle. SNs can steer behavior in a helpful direction for individuals and society (Cialdini et 

al. 1990; Cialdini 2003; Cialdini et al. 2006). There are two types of SNs: Injunctive SNs 

describe which behavior most people approve or disapprove of. Descriptive SNs refer to what 

other individuals do in particular situations (Cialdini et al. 1990). Previous research showed 

that SNs are a powerful tool to encourage prosocial behavior in various domains (Cialdini et al. 

1990; Cialdini 2003; Goldstein et al. 2008). Basic UASs systems, for example, could be 
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integrated into social media platforms and use SNs to help users understand the importance of 

reporting fake news. This should motivate users to report fake news. 

However, it is not clear whether basic UASs in social media are an adequate means to convey 

SN messages. First, the SN is communicated by a basic UAS and not by a real human. Second, 

the bystander-effect suggests that individuals react reservedly even when other individuals are 

virtually present because of a missing sense of responsibility (Latané and Darley 1970), also in 

the context of social media (DiFranzo et al. 2018). Third, SN messages can backfire (Cialdini 

2003). On the one hand, basic UASs may apply untargeted descriptive SNs, which indicate that 

most users do not report fake news and, thus, demotivate users. On the other hand, SN messages 

ma  decrease news articles’ believabilit , leading to increased reporting of real news (Schultz 

et al. 2007). Hence, it is a mystery whether and how far SN messages presented by a basic UAS 

apply to the context of fake news reporting in social media and, if they do, whether their net 

effect is positive or negative. IS scholars recently focused on multiple cognitive and behavioral 

aspects of users consuming fake news on social media. This stream of IS research suggests that 

subtle changes to the user interface may trigger reflection and lessen unwanted user behavior 

contributing to the further spread of fake news (Kim et al. 2019; Kim and Dennis 2019; 

Moravec et al. 2019; Moravec et al. 2020; Moravec et al. 2022). These results are encouraging 

for basic UAS design features such as SN messages to steer user behavior. However, none of 

the recent IS papers investigated SNs or other means to improve social media users’ reporting 

of fake news. Against this background, this section focuses on the following research question: 

Can injunctive and descriptive SN messages provided by a basic UAS as part of a social media 

user interface improve social media users’ fake news reporting behavior?  

To answer the research question, this work derives theoretical hypotheses and conducts two 

online experiments. Based on a combination of theoretical arguments and empirical evidence, 

the results reveal that combining injunctive and descriptive SN messages as social media design 

features has positive effects on fake news reporting. Interestingly, descriptive SNs alone do not 

affect the reporting of fake news. The results contribute to research and practice. From a 

scholarly perspective, this work follows a recent call for more IS research on socio-technical 

interventions as remedies against fake news (Bernard et al. 2019) and contributes to the 

emerging stream of IS research on UASs. From a practical perspective, this work provides 

evidence for SNs as a potential design feature for basic UASs in the fight against fake news. 

Ultimately, using basic UASs with SNs may contribute to less fake news and, thus, lessen the 

societal burden of social media’s adverse effects. 
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Hypotheses Development 

A notable characteristic of social media is that decision-making is not isolated but occurs in a 

virtual social environment. Within such a social setting, others’ attitudes and behaviors can 

result in   s that strongl  influence an individual’s behavior (Cialdini et al. 1990; Deutsch and 

Gerard 1955).   s are “an individual’s beliefs about the t pical and condoned behavior in a 

given situation” (Kormos et al. 2015, p. 480). SNs are an essential factor in the decision-making 

process and can lead to prosocial human behavior (Cialdini et al. 1990; Cialdini 2003; Goldstein 

et al. 2008). They may be communicated via SN messages visualizing or verbalizing the norm. 

Research distinguishes two t pes of   s. First, injunctive   s “specif  what ought to be done” 

(Cialdini et al. 1990, p. 1015) and describe the behavior which is expected from the social 

environment by defining which actions are desired and which are undesired (Reno et al. 1993). 

Second, descriptive SNs inform about what others typically do in a particular situation (Cialdini 

et al. 1990). Although both SNs provide social information, they act through different 

motivations (Cialdini et al. 1990; Reno et al. 1993; Rimal and Real 2003). Injunctive SNs 

influence behavior by highlighting potential social rewards and punishments for desirable or 

undesirable behavior (Cialdini et al. 1991). Such moral evaluation influences the behavior even 

if the imaginary others are not family or friends but are general members of society (Cialdini 

2007). 

 lthough   s mostl  guide an individual’s behavior, the  do not alwa s, and in ever  situation 

unfold the desired effect (Cialdini et al. 1990). The focus theory of normative conduct (Cialdini 

et al. 1990) assumes that an individual is more likely to behave according to a SN when the 

individual’s attention is focused on the norm at the moment of behavior. Priming or highlighting 

other individuals’ behavior is exemplary tools to activate a SN (Cialdini et al. 1990; Goldstein 

et al. 2008). 

Previous research already demonstrated the importance of injunctive SNs for decision-making 

in different contexts such as alcohol use (LaBrie et al. 2010; Rimal and Real 2003), gambling 

(Neighbors et al. 2007), tax evasion (Wenzel 2004), organ donation (Park and Smith 2007), and 

risky sexual online behavior (Baumgartner et al. 2011). Due to these versatile influences on 

behavior, we suspect that injunctive SNs can also be used to improve social media users’ 

reporting behavior. We expect that when social media users are made aware that reporting fake 

news is a behavior desired by the social environment, it also positively affects their decision to 
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report fake news. In particular, we expect that the use of an injunctive SN will lead to more 

reported fake news stories. Based on this, we derive the following hypothesis: 

Hypothesis 3.3.1 The presence of an injunctive SN message indicating that reporting fake news 

is a socially desirable behavior increases the amount of reported fake news. 

Contrary to injunctive SNs, descriptive SNs motivate actions by providing information about 

others’ behavior and showing which actions are likel  to be effective, adaptive, and appropriate 

(Cialdini et al. 1991). Others’ behavior can be used as a heuristic, giving the decision-maker an 

information-processing advantage and a decisional shortcut in uncertain, ambiguous, or 

threatening situations (Jacobson et al. 2011). Previous research has demonstrated the successful 

application of descriptive SNs to reduce littering (Cialdini et al. 1990; Reno et al. 1993), support 

recycling (Nigbur et al. 2010), improve voting behavior (Gerber and Rogers 2009), promote 

towel reuse (Goldstein et al. 2008), increase monetary donations (Cialdini 2007; Croson et al. 

2009), and to encourage healthier eating (Robinson et al. 2014). Based on these results, we 

suspect that the demonstration of others reporting content on social media platforms improves 

users’ reporting behavior.  herefore, we suspect that the number of reports is increasing 

compared to no SNs message. This assumption leads to the following hypothesis: 

Hypothesis 3.3.2 The presence of a descriptive SN message indicating that other people report 

fake news on social media increases the amount of reported fake news. 

In addition to the isolated consideration of the two types of SNs, a combined application is also 

possible. In a study on recycling behavior, Cialdini (2003) demonstrates that the joint use of 

injunctive and descriptive SNs leads to a particularly high intention to recycle. Similarly, 

Schultz et al. (2008) reveal in a field experiment on towel reuse that combining the two types 

of SNs has a more substantial impact on behavior than just using one of them. Thus, previous 

research shows that although both types of norms use different motivations (Cialdini et al. 1990; 

Reno et al. 1993; Rimal and Real 2003), their simultaneous application can produce additional 

positive behavior effects. Focus theory suggests that the presence of a descriptive norm message 

can additionall  direct the user’s focus to the injunctive norm (Cialdini et al. 1990). Applying 

these insights to the case of fake news reporting, we expect that the presence of a descriptive 

SN message describing other users have reported a news post will further focus a user’s 

attention to the injunctive SN, describing that reporting is a desired behavior, which 

consequently increases the number of fake news stories reported. Therefore, we expect that the 
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number of reports will exceed the number of reports when only applying one SN message at a 

time (i.e., injunctive or descriptive). Hence, we formulate the following hypothesis: 

Hypothesis 3.3.3 The simultaneous presence of injunctive and descriptive SN messages 

indicating that reporting fake news is a socially desirable behavior and that other people are 

reporting fake news leads to a higher amount of reported fake news than the use of only one of 

the two types of SNs. 

However, a particular characteristic of descriptive   s is that a descriptive   ’s strength can 

be varied by adjusting the number of people who show a specific behavior. Current research 

demonstrates a positive correlation between the strength of a descriptive SN and its influence 

on behavior (Demarque et al. 2015; Kormos et al. 2015). For example, Demarque et al. (2015) 

reveal in an online shopping environment that information about a higher number of people 

who bought an ecological product leads to more other customers buying ecological products. 

The higher the number of people who demonstrate a specific behavior, the more this behavior 

is perceived as the standard way of doing things and increases the willingness to use the SN as 

a decisional shortcut. In combination with an injunctive SN, increasing the strength of a 

descriptive SN further focuses the attention of people on a desirable behavior (represented by 

the injunctive SN) and motivates them to behave in the desired way (Schultz et al. 2007). Vice 

versa, a weak descriptive SN indicating that most people do not act desirably may be 

counterproductive (Cialdini et al. 1990). 

For fake news, we suspect that the presence of a stronger descriptive    is focusing a user’s 

attention on a specific post and the action of reporting. Simultaneously, the descriptive SN 

highlights the injunctive SN and increases the likelihood that a user is reporting a specific fake 

news post. Therefore, we expect that the more users have reported a particular fake news story, 

the greater is the likelihood that other users will also report this fake news story. However, the 

results of Wong et al. (2016) show that the intention to report depends on the perceived benefit 

of the reporting action. Users report more often when they feel that reporting also helps to solve 

the problem (Wong et al. 2016). Therefore, we suspect that an increase in the strength of the 

descriptive norm could lead to the user perceiving a little additional benefit in his or her 

reporting action since enough others have already reported a specific fake news story to draw 

the social media’s attention provider.  his effect counteracts the positive influence of both the 

descriptive and injunctive SN. We suspect that from a specific strength onward, the reduction 

due to the low perceived additional benefit surpasses the increase due to the descriptive SN. If 
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this threshold is exceeded, a further increase in strength leads to a reduction in reporting 

probability. Based on this, we deduce the following hypothesis: 

Hypothesis 3.3.4 The strength of a descriptive SN message, while an injunctive SN is also 

present, affects a user’s likelihood to report a news story as fake. The influence is non- 

monotonic and follows an inverted u-shape. 

Despite the desired effect of SNs (that fake news is reported), it should be noted that also 

undesired effects of SNs may occur. Specifically, users might report truthful news as fake. We 

do not hypothesize any effects here, as this is not the focus of the present article. However, we 

include this undesired effect on reporting behavior in our analyses to test whether the 

hypothesized benefit of SNs comes at a price in terms of misleading reports. 

Study 1 Regarding the Effect of Social Norms 

To test our theoretical hypotheses, we conducted two online experiments, Study 1 and 2. The 

studies are closely related, with Study 2 delving deeper on hypothesis 3.3.2. 

Methodology 

Participants: We recruited participants for our experiment via Facebook groups for students. 

Students are an exciting group as they use social media regularly, in many cases daily (Pempek 

et al. 2009), which makes them particularly open to frequent exposure to fake news. Using an 

online (rather than a lab) experiment and sampling via Facebook are sometimes discussed as 

methodological weaknesses. We instead consider these design choices as strengths supporting 

the e periment’s ecological validit  for our research conte t. We recruited participants via 

German Facebook posts. The experiment was implemented in German. The screenshots 

presented here are a translation. We motivated participation with a raffle for three vouchers. 

 o ensure the responses’ qualit , we include onl  data from participants who use social media 

at least once a week and who completed the experiment. Explicit checks were made to ensure 

that participants interacted with all the experiment materials to see all the content. This 

approach leads us to data from 320 active social media users. The sample is strongly composed 

of students (n = 293) with an average age of 23.2 years. A total of 70 percent of the participants 

are female (n = 224). In total, 267 participants state that they use social media as a source of 

information on current events, public affairs, and political issues at least once a week. Previous 

studies also highlight the importance of social media as a news source (Newman et al. 2017). 
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The participants rarely report posts (mean 0.12 per day, a standard deviation of 0.51). Appendix 

A.10 has details. 

Task: We provide the participants with a self-developed news feed to manipulate and monitor 

the experimental environment. To increase the degree of realism and create a familiar 

environment for participants, we orient our development towards the best-known news feed 

design developed by Facebook (Newman et al. 2017). We display content in the form of posts 

containing a source, an image, a headline, and a lead sentence. We exclude other information 

that could be used by the participants as potential references to evaluate the truthfulness of a 

news story according to its general acceptability (social influence bias), such as the number of 

likes, comments, and shares. Also, every post has three standard Facebook buttons for 

interaction: a like button, a comment button, and a share button. We have added a report button. 

Such a reporting feature already exists on Facebook, but it requires several clicks to use it. We 

have simplified the reporting process to reduce possible difficulties and, therefore, to separate 

the different treatments’ effects better. Figure 9 shows an exemplary implementation of a post 

in the experiment. 

The news feed consists of 15 posts of three different types. First, the news feed includes five 

fake news posts containing fake news stories that spread widely on Facebook (in German-

speaking countries) and are proven to be false (Schmehl and Lytvynenko 2017; Silverman 

2016). We modified the fake news posts based on common fake news characteristics such as 

spelling mistakes, flashy formatting, or obviously altered images to make it easier to identify 

them. Every fake news story is assigned to a non-existent news source to reduce authenticity 

further. Besides the fake news, the news feed includes five real news posts. These contain no 

characteristics of fake news and originate from authentic news sources. In addition to the news 

posts, the news feed also has five neutral posts of imaginary friends to create an environment 

that is somewhat realistic and increases external validity. The display order of the posts is 

generated randomly for each participant. Appendix A.11 contains all posts. 
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Treatments: We confront participants with different SNs and observe fake news reporting 

behavior. We use a 2 (injunctive SN message: present vs. absent) x 2 (descriptive SN message: 

present vs. absent) between-subject design: 

(1) Control treatment: No SN messages were used in the news feed. 

(2) Injunctive SN treatment: The injunctive SN message was shown at the beginning of the 

news feed. 

(3) Descriptive SN treatment: Five of the ten posts with news content, whether they are fake 

news or real news, were randomly flagged with a descriptive SN message. 

(4) Combined treatment: Combination of (2) and (3). 

 o var  the descriptive   ’s strength, we use a  -level within-subject design in the treatments 

with descriptive SN messages. Each level occurred exactly once per participant. Based on 

random allocation, the number of participants per treatment ranged from 77 to 83. To test the 

structural equality of the four treatments, we conduct ANOVA tests (for age and usage behavior 

of social media) and chi-squared tests (for gender, education, and occupation) (Lee et al. 2000). 

The results indicate no differences at a 5 percent significance level. Thus, we assume structural 

equality. A detailed list of the results can be found in Appendix A.12. 

Independent Variables: To be effective, SNs should be perceived as appropriate and credible 

(Croson et al. 2009), and they should be present in perception or the focus of attention (Cialdini 

et al. 1991). Based on these recommendations, we developed implementations for injunctive 

  

(1) Injunctive SN message (2) Descriptive SN message 

Figure 9: Implementation of the Injunctive and Descriptive SN Messages 
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and descriptive SN messages. We paid particular attention that the norm messages do not appear 

as an instruction by the experimenter but as part of the social media news feed. The injunctive 

SN message is displayed as a text at the beginning of the news feed (left-hand side of Figure 

9).  he te t reads as follows  “Fake news is increasingly threatening public opinion. It is, 

therefore, important that our users report such inappropriate content to improve quality for all 

of us”. The participants have to confirm the text by clicking on the corresponding button to see 

the news feed. Thus, we can ensure that participants recognize the injunctive SN (the focus of 

attention). 

We implement the descriptive SN message as additional information for a post, indicating how 

many users have already reported this post (right-hand side of Figure 9). By increasing the 

number of reports, the strength of the descriptive SN also increases. Our experiment 

distinguishes five distinct levels (5, 25, 125, 625, 3,125) to cover a broad spectrum without 

reducing credibility. The assignment of the strength of the descriptive SN to a post is random. 

Additionally, the number of reports for each post randomly increases by up to a maximum of 

10 percent to ensure that our results are not based on a specific number of reports and that the 

underlying pattern and prominence of numbers are hidden from the participants. 

Prior research consistently suggests a decisive role of confirmation bias in assessing social 

media posts (Kim et al. 2019; Kim and Dennis 2019; Moravec et al. 2019; Moravec et al. 2022), 

which is a prerequisite for reporting fake news. We assume that confirmation bias will also be 

present in our experiment. Given the broad range of topics covered by the posts in our 

experiment, identical posts in all treatments, and random allocation of participants to 

treatments, we assume identical prior beliefs and knowledge on the posts in all treatments. Thus, 

confirmation bias cannot be the source of treatment differences in participants’ behavior. 

Dependent Variables: As the primary dependent variable, we measured how much fake news 

a person reported. Additionally, we also measured how much real news a person reported. This 

approach gives us an indication of how well the fake news was recognizable as such.  

Procedures: Participants were informed that the aim was to investigate the behavior of users 

on social media. We deliberately avoided mentioning fake news. Participants were asked how 

often they use social media as a news source and how much they trust this information. Then, 

the participants went through an interactive tutorial, during which they read a description, 

explicitly explaining the different features available in the news feed. The participants 

interacted with a single news post only used for this introduction and did not indicate a SN. The 
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tutorial aims to increase the participants’ awareness of the reporting feature and teach them how 

to report content without telling them that they should report. 

Next, in the so-called natural interaction run, the participants saw the news feed with all 15 

posts in random order and were asked to interact with it as if they do with their personal news 

feed. It is only in this phase that the four treatments differ. The natural interaction run is of the 

highest interest for testing our hypotheses. 

Next, in the fake assessment run, the participants saw the news feed again, but all interactions 

were reset. The participants received explicit instruction to report fake news in the news feed 

and were incentivized by a higher probability of winning a voucher when performing well, 

specifically in the fake assessment run. The fake assessment run should not be overrated for 

potential effects from the multiple exposure and order of posts and the changed incentive 

compared to the natural interaction run. We merely use it to assess whether participants could 

differentiate between fake and real news if they paid close attention. As expected, the 

participants identified both the fake news and the real news (see Appendix A.13). 

The experiment ended with brief questionnaires on social media usage and demographics and 

a debriefing. The debriefing informed the participants that we had manipulated different 

features of the posts and that these do not necessarily correspond to the real world. Figure 10 

summarizes the process of the experiment. We performed a pre-test (see Appendix A.13) and 

report all scales in Appendix A.14. 

 

Figure 10: Summary of the Procedure of the Experiment in Study 1 
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Results 

To measure the effect of SN messages on fake news reporting, we compare the number of 

reported fake news within the four treatments employing regression analysis. Due to the discrete 

nature of the dependent variable (integers in the range from zero to five) and non-normally 

distributed residuals in linear regression, we apply an ordered logistic regression (Agresti and 

Kateri 2011). The assumptions of an ordinal dependent variable, at least one categorical 

independent variable, and no multicollinearity are fulfilled by design. Additionally, we 

performed a Brant test and confirmed that the proportional odds assumption is satisfied (see 

Appendix A.15). 

We use the control treatment as the baseline to analyze the differences between the control 

treatment and the SN treatments. We perform a rebase to use the combined treatment as a 

baseline to investigate the differences between the combined treatment and the injunctive SN 

treatment and the descriptive SN treatment. Table 5 summarizes the results. 

Effect of Injunctive SN Messages on Fake News Reporting: The regression analysis shows 

an injunctive SN message significantly increases the probability of fake news posts being 

reported. Compared to the control treatment, we observe that the odds of reporting fake news 

significantly increase by 96 percent (i.e., it almost doubles). Transforming the odds ratio to 

Cohen’s d (Sánchez-Meca et al. 2003) and applying his standard levels for small, medium, and 

large effects (Cohen 1969) suggests that this effect is significant but small. As we hypothesized, 

pointing out the importance and the desirability in the social environment of reporting fake 

news guides the participants’ behavior toward reporting more fake news in their news feed. The 

results support hypothesis 3.3.1. An additional exploratory analysis of the data shows no 

significant effect on real news reporting while applying the injunctive SN message (see 

Appendix A.16). 



Basic User Assistance Systems to Combat Fake News 

61  

Base  

Treatment 
 Coefficient 

Standard 

Error 
p-value 

Odds Ratio 

(Effect Size) 

Related 

Hypo-

thesis 

Control 

Treatments 

Injunctive 

SN 
0.674 0.326 0.039 * 

1.962 

(small) 
H 3.3.1 

Descriptive 

SN 
0.456 0.335 0.173  

1.578 

(small) 
H 3.3.2 

Combined 1.373 0.321 < 0.001 *** 
3.947 

(medium) 
H 3.3.3 

Intercepts 

0 | 1 0.927 0.249 < 0.001 ***  

 

 

 

 

 

1 | 2 1.793 0.263 < 0.001 *** 

2 | 3 2.312 0.276 < 0.001 *** 

3 | 4 3.406 0.328 < 0.001 *** 

4 | 5 4.558 0.451 < 0.001 *** 

 agelkerke’s R²  0.068 

Combined 

Treatments 

Control -1.373 0.321 < 0.001 *** 
0.253 

(medium) 

H 3.3.3 
Injunctive 

SN 
-0.699 0.292 0.017 * 

0.497 

(small) 

Descriptive 

SN 
-0.916 0.303 0.003 ** 

0.400 

(medium) 

Intercepts 

0 | 1 -0.446 0.209 0.033 * 

 

1 | 2 0.420 0.209 0.044 * 

2 | 3 0.940 0.217 < 0.001 *** 

3 | 4 2.032 0.270 < 0.001 *** 

4 | 5 3.185 0.409 < 0.001 *** 

 agelkerke’s R²  0.068  

Note: Results based in an ordered logistic regression. In the first model, the control treatment is the baseline, 

whereas in the second model, the combined treatment is the baseline. 
+ p < 0.1, * p < .05, ** p < .01, *** p < 0.001 

Table 5: Comparison of Fake News Reporting in Study 1 

Effect of Descriptive SN Messages on Fake News Reporting: Comparing the descriptive SN 

treatment to the control treatment, we see a 58 percent increase in odds of reporting fake news, 

but this small effect is not statistically significantly different from zero. Hypothesis 3.3.2 is not 

supported. 

The data suggest a potential effect of the descriptive SN on the (erroneous) reporting of real 

news as supposedly fake. The odds of reporting real news increase by 232 percent. However, 

this increase also fails to reach statistical significance (p-value of 8 percent). Details on the 

regressions for real news reporting are in Appendix A.16. 

Not supporting hypothesis 3.3.2 is counterintuitive. One reason could be that the descriptive 

SN was not sufficiently in the focus of attention as – contrary to the injunctive SN – participants 

did not have to acknowledge it. This idea is supported by the fact that only 25.1 percent of all 
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participants who saw a descriptive SN message stated that they used the descriptive SN 

messages to identify fake news in the ex-post questionnaire. Another reason could be the 

different effects of positive and negative descriptive SNs (Cialdini 2003; Cialdini et al. 2006). 

The news feed contains ten news posts, five real and five fake. In Study 1, the descriptive SN 

messages randomly flag five out of these ten news posts as having been reported by other users 

irrespective of whether the news is real or fake. Participants seeing fake news being flagged 

might perceive this as positive SN and might report fake news themselves. Participants seeing 

real news being flagged might perceive this as negative SN and might either also report real 

news themselves or might not engage in reporting at all. As the random allocation of the 

descriptive SN messages results in a mixed positive and negative SN message for most 

participants, we cannot single out the potentially contradictory effects of positive and negative 

descriptive SN with the data from Study 1. In Study 2, we separate the two types of descriptive 

SNs and investigate these potential effects. 

Effect of Combined SN Messages on Fake News Reporting: Comparing the combined 

treatment with the control treatment, the odds of reporting fake news increase significantly by 

295 percent (i.e., it almost quadruples; medium effect; derived from the 0.253 odds ratio 

reported in Table 5 for the regression with the combined treatment as the base). At the same 

time, the odds of reporting fake news in the combined treatment are also significantly higher 

than in the injunctive SN treatment (101 percent increase in odds; small effect) and the 

descriptive SN treatment (150 percent increase in odds; medium effect). Thus, the data support 

hypothesis 3.3.3. 

In addition, the data reveal that the number of reports for real news is also significantly higher 

for the combined SN messages as compared to the absence of SN messages (control treatment; 

see Appendix A.16). In the control treatment, three participants reported exactly one real news. 

In comparison, seven participants reported one real news in the combined treatment, and five 

participants reported two real news. For the descriptive SN only, we found an insignificant 

increase in real news reporting. It appears that adding the injunctive SN amplifies this effect. 

 s a robustness check, we conducted additional anal ses to control for the participants’ 

awareness of the reporting feature. Appendix A.17 provides detailed information. 

Effect of the Strength of Descriptive SN Messages on the Likelihood of Reporting News 

Stories as Fake.  o evaluate the impact of the strength of a descriptive    on the participants’ 

reporting behavior, we use a logistic regression analysis. The binary dependent variable 
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describes the reporting status of a post indicating whether the corresponding participant 

reported the post or not. The independent variable describes the strength of the descriptive SN. 

Since we cannot assume a direct connection between the numerical value of the strength of a 

descriptive SN and the influence on behavior, we interpret the descriptive   ’s strength as an 

ordinal factor. We focus on the combined treatment since the effects of the descriptive SN are 

prominent. Since each of the 82 participants of this treatment has seen five fake news posts, our 

sample for this analysis consists of 410 fake news. We use the Huber-White procedure to 

account for clustering in observations that might arise from having multiple posts in a news 

feed (Huber 1967; White 1980). Table 6 summarizes the results. Appendix A.18 additionally 

varies the baseline. 

 he descriptive   ’s strength increases the probability of fake news posts being reported (see 

Table 6). We observe that, compared to no descriptive SN (strength 0), the odds are higher by 

106 percent at a strength of 5, 128 percent at a strength of 25, 219 percent at a strength of 125, 

and 269 percent at a strength of 625. All these differences to the baseline are statistically 

significant; the effect sizes are small to medium. We observe indications that the weakest 

descriptive SN also exerts the least influence. For the strongest descriptive SN (strength 3,125), 

the odds are lower than for any other strength (see Table 6), statistically significantly lower 

than for the strength of 625 (see Appendix A.18), and not statistically significantly different 

from the odds for the baseline of no descriptive SN (see Table 6). Thus, we observe that the 

probability of reporting a post increases to a strength of 625 and then drops for the strongest 

descriptive SN tested in our experiment. The ex-ante hypothesized explanation is that with the 

increasing number of reports from other users, one’s own reporting action’s perceived benefits 

are reduced (Wong et al. 2016), leading to this inverted U-shape. Thus, the results support 

hypothesis 3.3.4. 

 agelkerke’s Pseudo R2 for this logistic regression is low. Clearly, other factors beyond the 

descriptive SN affect reporting. Likely the content, the source, and other post-level 

characteristics influence reporting along with individual differences among participants. As 

each headline and news source is used only once, our data does not allow controlling for 

headline or source effects. Also, we examined how the strength of a descriptive SN affects the 

reporting of real news. No significant differences could be observed (see Appendix A.18).  

In summary, data from Study 1 supports hypothesis 3.3.1, hypothesis 3.3.3, and hypothesis 

3.3.4. We do not find empirical support for hypothesis 3.3.2 so far. A reason might be that for 
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most participants, the specific implementation of the descriptive SN mixed elements of a 

positive and a negative descriptive SN. Thus, it is up to Study 2 to further test hypothesis 3.3.2. 

Strength Coefficient 
Standard 

Error 
p-value 

Odds Ratio 

(Effect Size) 

Related 

Hypothesis 

Intercept -1.473 0.214 < 0.001 *** - 

H 3.3.4 

 

5 0.723 0.313 0.021 * 
2.061 

(small) 

25 0.823 0.389 0.035 * 
2.277 

(small) 

125 1.160 0.329 < 0.001 *** 
3.190 

(medium) 

625 1.306 0.311 < 0.001 *** 
3.691 

(medium) 

3,125 0.570 0.353 0.106  
1.768 

(small) 

Nagelkerke’s R²: 0.069  

Note: Results based in an ordered logistic regression. The baseline is a strength of 0. 
+ p < 0.1, * p < .05, ** p < .01, *** p < 0.001 

Table 6: Probability of News Post Reporting Based on the Descriptive SN 

Study 2 Regarding the Effect of Social Norms 

Study 1 tested hypothesis 3.3.2 without differentiation between positive and negative 

descriptive SNs. As mentioned above, seeing fake news posts flagged by other users can have 

a different effect than seeing real news posts flagged. Study 2 investigates this further. 

Methodology 

Study 2 is an online experiment similar to Study 1, with a notable difference in the treatments. 

Participants: Recruiting procedures and filters regarding complete and valid data sets were 

like in Study 1, only using different Facebook groups to attract other participants (see Appendix 

A.13 for details). The sample comprises 157 participants who use social media more than once 

a week. Again, the sample is strongly composed of students (n = 116) with an average age of 

25.6 years. About 60 percent of the participants are female (n = 94). In total, 142 participants 

state that they use social media as a news source at least once a week. Furthermore, 145 do not 

report any fake news or report a relatively minimal amount compared to their social 

environment. For more details, see Appendix A.10. 

Task: The task was the same as in Study 1. However, we modified the original fake news to 

decrease the level of authenticity further. Emoticons were added to two of the fake news, and 

the term “German  rmed Forces Mission” was changed to “War mission.” We replaced one 
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fake news completely because the participants in Study 1 did not recognize it well. We replaced 

the real news stories as they were outdated at the time of Study 2. These measures further 

increased the difference between fake and real news so that the positive and negative descriptive 

SN is more readily experienced. See Appendix A.13 for details on the adjustments. 

Treatments: We used three treatments: (1) control treatment, (2) positive descriptive SN 

treatment (where all five fake news but no real news was flagged with a descriptive SN 

message, with each strength occurring once), (3) negative descriptive SN treatment (where all 

five real news but no fake news was flagged with a descriptive SN message, with each strength 

occurring once). 

Independent and Dependent Variables: Identical to Study 1. 

Procedures: The procedures were mostly identical to Study 1 with two additions. First, in the 

fake assessment run, the participants assessed for each news post (on a 5-step Likert scale) how 

fake or realistic it appeared.  econd, previous literature on social media users’ motivation to 

report fake news is scarce. To gain further knowledge of it, we asked participants whether they 

report fake news if they see them. Based on their answer, participants were asked to rate a pre-

selection of possible motivation factors or hurdles on a 5-level semantic differential and to add 

further factors in a free text. Appendix A.14 lists all survey scales used in Study 2. 

Results 

Studies 1 and 2 are comparable in terms of reporting behavior: Neither the number of reported 

fake news nor the number of reported real news is statistically significantly different between 

the control groups of both studies (Chi-square test, p-values of 0.511 and 0.272, respectively).  

To analyze hypothesis 3.3.2 in more detail, we compare (as in Study 1) participants’ fake news 

reporting behavior in the different treatments by using an ordered logistic regression. Table 7 

summarizes the results. We see that using a positive descriptive SN message leads to a 36 

percent increase in odds compared to no SN message, but the effect size is less than small, and 

the effect is not statistically significant. Simultaneously, the results show that a negative 

descriptive SN message hardly leads to a change in fake news reporting behavior than no SN 

message since the odds increase by only 1 percent, and no significant effect is observed. 

Overall, even in the extreme setting of Study 2, no influence of the descriptive norm on the 

reporting behavior of fake news can be detected, which corroborates our results from Study 1. 
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 s in  tud  1, we have conducted additional anal sis to control for the participants’ awareness 

of the reporting feature (see Appendix A.17). 

Base 

Treat-

ment 

 Coefficient 
Standard 

Error 
p-value 

Odds Ratio 

(Effect Size) 

Related 

Hypo-

thesis 

Control 

Treat-

ments 

Positive 

descriptive 

SN 

0.282 0.368 0.443  

1.326 

(less than 

small) 
H 3.3.2 

Negative 

descriptive 

SN 

0.010 0.389 0.979  

1.010 

(less than 

small) 

Intercepts 

0 | 1 0.324 0.277 0.242   

 

 

 

 

 

1 | 2 1.024 0.288 < 0.001 *** 

2 | 3 1.641 0.307 < 0.001 *** 

3 | 4 1.981 0.325 < 0.001 *** 

4 | 5 2.603 0.376 < 0.001 *** 

 agelkerke’s R²: 0.005 

Note: Results based in an ordered logistic regression. The control group is the baseline. 
+ p < 0.1, * p < .05, ** p < .01, *** p < 0.001 

Table 7: Comparison of Fake News Reporting in Study 2 

Additionally, Study 2 provides insights into motivation factors and hurdles of reporting fake 

news. Overall, 74 participants stated they would report fake news if they see them, and 83 would 

not. In summary, the motivation factors and hurdles to reporting are mainly intrinsically 

motivated and altruistic and not because of possible financial incentives. The answers from the 

free text have a considerable overlap with the preselected factors. However, two further hurdles 

could be identified. Table 8 shows the ranked results. 
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Motivation factors and hurdles Mean Median  
Standard 

Deviation 

Preselected motivation factors to report fake news  

I would like to avoid negative consequences that result from the 

dissemination of fake news 

4.662 5 0.556 

It is important to me to help other people to form their opinion based 

on true facts 

4.432 5 0.812 

A correct news landscape is important to me 4.338 5 0.848 

I would like to improve the living conditions for myself and other 

people 

3.865 4 0.984 

I do not want that the relevance of the topic will be reduced by the 

dissemination of fake news 

3.797 4 1.085 

Fake news causes an unpleasant feeling in me 3.757 4 1.083 

I would like to improve the quality of the social media platform I use 3.527 4 1.230 

I want to share my knowledge with others 2.973 3 1.085 

I hope for appreciation from my social environment 1.811 1.5 0.989 

I expect a material or financial incentive 1.716 1 1.040 

Preselected hurdles to reporting fake news 

I do not believe that the act of reporting has any effect or counteracts 

the dissemination of fake news 

3.807 4 1.109 

I am only a consumer of news and do not actively participate in the 

public discourse 

3.723 4 1.130 

The procedure of reporting is too complex for me 3.157 3 1.366 

Reporting fake news offers me no material or financial incentive 2.783 3 1.440 

I am not interested in public opinion 2.687 3 1.278 

Fake news serves for entertainment 2.350 2 1.204 

 ’ve never seen fake news  2.169 2 1.228 

Fake news is subject to the freedom of opinion 2.120 2 1.005 

  don’t know how to report fake news 2.000 1 1.269 

 

Further hurdles to report fake news (answers from free text question) 

Lack of responsibility  

Own uncertainty  

Note: Motivation factors (n = 74) and hurdles (n = 83) measured on a 5-level scale where 1 corresponds to 

“strongly disagree” and 5 to “strongly agree.” 

Table 8: Motivation Factors and Hurdles to Report Fake News 

Discussion 

Fake news is a greater threat than ever before, especially with the widespread and fast 

dissemination on social media. We aim to contribute to the emerging body of IS research on 

fake news by studying socio-technical interventions as remedies for fake news (Bernard et al. 

2019). Specifically, we theoretically and experimentally analyze the effect of injunctive and 

descriptive   s on social media users’ reporting of fake news. 
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Our work leverages knowledge on fake news in social media and knowledge originating from 

social psychology on SNs and the focus theory of normative conduct. Our results suggest that 

SN messages impact the reporting behavior of users in online environments. Social media users 

can be guided in their behavior by highlighting desirable behavior and making transparent what 

other users are doing. However, caution is needed, as SNs can also give rise to the undesirable 

behavior of reporting more real news as “b -catch.”  evertheless, as the reporting levels of real 

news are substantially lower than the reporting levels of fake news, we argue that the overall 

effect of improving reporting by a combination of different SN messages is beneficial. 

Social psychologists have already demonstrated the effectiveness of SNs. In part, our results 

are comparable to prior studies in different contexts regarding the effectiveness of injunctive 

SNs (Baumgartner et al. 2011; LaBrie et al. 2010; Neighbors et al. 2007; Park and Smith 2007; 

Rimal and Real 2003; Wenzel 2004). Apart from that, our results are, in part, also contrary to 

the findings of other researchers that descriptive SNs are an appropriate tool to motivate 

desirable behavior by describing the behavior of others (Cialdini et al. 1991). 

The combined application of both injunctive and descriptive SN messages has already led to 

previous studies’ most substantial effects as it affects different motivations (Bernedo et al. 2014; 

Cialdini 2003, 2007; Schultz et al. 2008). We newly demonstrate that this is also the case in the 

domain of reporting fake news in social media and how SN messages can be integrated into 

social media interfaces. Following the focus theory of normative conduct (Cialdini et al. 1990), 

descriptive    messages seem to focus users’ attention on the injunctive    (when this is 

sufficiently present) and thus improve users’ reporting of fake news posts. 

Also, the combined application of injunctive and descriptive SNs is more practical than just 

applying injunctive SNs. Our injunctive norm message was displayed when the news feed was 

loaded and then clicked away by the user. This procedure is not very user-friendly; therefore, a 

social media provider would likely not show the message every time the platform is accessed. 

However, the descriptive    message continuall  reminds the injunctive   ’s user, thus 

redirecting the user’s focus back to what is “ought to be done” (Cialdini et al. 1990). 

Our results provide insights that indicate a threshold exists regarding the positive effects of a 

descriptive SN. As Wong et al. (2016) already showed, the intention to report depends on the 

reporting action’s perceived benefit.  his finding does not fit with other studies that show a 

positive correlation of behavior and strength of a descriptive SN (Demarque et al. 2015; Kormos 

et al. 2015). However, these studies examined effects in scenarios such as online shopping 
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(Demarque et al. 2015), which promises a different individual benefit than reporting fake news 

on social media. 

The general implication of our results for research is that researchers working on fake news 

should consider the effects of SNs. Researchers engaging in behavioral research should 

integrate SNs in their theorizing and examine the prevalent SNs in the populations they study 

to understand behavior better. Researchers engaging in design science research should be aware 

of the power of SNs to steer user behavior. They may leverage this power in their socio-

technical designs and should be cautious of the side effects of invoking SNs unintentionally. 

Furthermore, to rigorously evaluate their designs, researchers should keep in mind that SNs can 

be an explanatory variable of user behavior in social media environments and, thus, might 

measure SNs to control for their effect. Finally, it is essential to remember that publishing about 

phenomena like reporting behavior in social media also signals a descriptive SN and may affect 

user behavior. 

Contribution to Theory 

The results have multiple impactions for research. First, we provide theoretical and empirical 

support for    messages’ role as an effective approach to guiding social media users’ reporting 

decisions toward reporting fake news, but SN messages are not always effective. On the one 

hand, injunctive SN messages are a motivational tool highlighting moral evaluation in social 

media environments and affecting user reporting behavior. On the other hand, empirically, we 

do not find a significant effect when we apply solely descriptive SN messages in social media 

environments. The combination of both types of SN messages is most effective. 

Second, we provide further evidence that descriptive SNs can also backfire. Users in social 

media environments decrease in reporting fake news when a descriptive    message’s strength 

exceeds a threshold. The explanation may be that users lose their motivation to report fake news 

due to the reduced benefit, as many users have already reported the message. 

Third, we find no empirical evidence that SN messages have a negative effect on the reporting 

of real news. Although our data do not show a significant effect, we cannot exclude that with 

increasing strength of a misplaced descriptive SN message, real news becomes more likely to 

be reported as fake news. 

Recent IS research shows that social media interface design affects users’ perception of and 

engagement with fake news (Kim et al. 2019; Kim and Dennis 2019; Moravec et al. 2019; 
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Moravec et al. 2022). Moravec et al. (2022) showed that asking users to rate articles’ 

truthfulness pushed them to think more criticall  about these articles’ honest  and other articles. 

In their study, the evaluation question was part of the experimental design and not intended as 

a potential permanent design element of a social media interface. Furthermore, flagging fake 

news as “disputed b  3rd part  fact-checkers” (Moravec et al. 2019, p. 1345) can increase users’ 

cognitive activity – but the effectiveness depends on how the information is presented to the 

user (Moravec et al. 2019; Moravec et al. 2020). Furthermore, prior IS research suggests that 

providing different variants of source ratings positivel  affects users’ cognitive and behavioral 

processes concerning fake news (Kim et al. 2019; Kim and Dennis 2019; Moravec et al. 2022). 

Our research on SNs to fight fake news is important as it is complementary to this prior IS 

research. We study how to make users evaluate the truthfulness with subtle changes to the social 

media interface, while Moravec et al. (2022) e amine this evaluation’s effect once the user 

engages in it.  

Furthermore, professional 3rd party fact-checking or even stronger measures like suppressing 

the occurrence of articles in users’ news feeds or even deleting fake news from social media 

platforms complement the mechanisms of users reporting potential fakes to be flagged, 

suppressed, or deleted. While user reporting may be used for initially detecting fake news posts 

in the vast amount of social media content, subsequent reliance on expert knowledge to inspect 

suspicious posts may be important as truly judging a news story may require personal 

knowledge of the events in the news article. 

The novel insight of our research is that SN messages as part of the social media interface 

design can positivel  affect users’ fake news reporting behavior. Our focus on users reporting 

potential fakes adds to the emergent body of IS research on socio-technical interventions that 

address the consumption of fake news (Bernard et al. 2019). This novel focus is essential as it 

complements the portfolio of socio-technical interventions, which may lessen the challenges 

fake news poses for social media platform providers and society. 

Practical Implications 

Our results also have implications for practitioners who design social media platforms and 

interfaces. First, to encourage users to report fake news, messages should be displayed, 

highlighting the injunctive SN that this behavior is socially desired. Second, to further increase 

the number of reports of fake news, practitioners should consider combining injunctive and 
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descriptive    messages to focus their users’ attention.  n this, the use of descriptive   s can 

also have adverse effects. The result is a trade-off between a higher number of reports for fake 

news and the accuracy of reporting fake or truthful news. One has to decide according to a 

social media platform’s specific objectives, design, users, and environmental influences. For 

this reason, one may react from a certain threshold and choose alternative approaches. For 

example, starting from a defined number of reports, the exact number could be hidden, and an 

article or source rating could be shown. 

Limitations and Future Research 

Our findings are subject to limitations. The generalizability of our empirical results is limited 

by our design of the experimental materials (inspired by Facebook, a single wording for the 

injunctive SN message, and a single way of displaying the descriptive SN message) and by our 

participants (young, German, educated, active social media users recruited via Facebook). 

Further, we cannot ensure that everyone has participated only once. However, no duplicates 

were identified among the 77 percent of participants in Study 1 and 76 percent of participants 

in Study 2 who provided an e-mail address for the voucher raffle. Additionally, in practice, 

social media users cannot always be asked to confirm the same injunctive SN message. A 

variation of the wording may help confront the user more often with injunctive SNs and 

promote desirable behavior. The motivational factors and hurdles for reporting fake news that 

we identified in Study 2 may support the development of injunctive SN messages. The 

composition of the posts’ headlines, the perceived reputation of the posts’ sources, the posts’ 

images and subjects, and the users’ familiarit  with the news might all affect the identification 

of fake news. We did not explore these factors related to detection but solely focused on 

reporting behavior. 

In addition to these limitations, we also see five areas for future research emerging from our 

results. First, future research might empirically test our hypotheses with more diverse or 

complementary samples in other forms of social media that use other design elements or have 

a different structure, such as forums or instant messengers. In this context, future work should 

also deal with the boundary conditions of the descriptive SN in more detail. Our results suggest 

that there is an inflection point beyond which descriptive SNs no longer improve user behavior. 

Such inflection points should be examined in further empirical studies. Going beyond artificial 

experimental settings to field experiments on live social media platforms would greatly 
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strengthen external validity. In doing so, researchers can develop a deeper understanding of the 

boundary conditions of the descriptive SN. 

Second, future work should explore whether SNs from the immediate social environment have 

a more decisive influence, as prior research from IS (Kuem et al. 2020) and other domains 

(Baumgartner et al. 2011; Neighbors et al. 2007) suggests. Furthermore, other factors interact 

with the cognition and judgment of users’ news consumption in social media, for e ample, 

familiarity with news sources, topics, or headlines (Kim et al. 2019; Moravec et al. 2019). 

Third, it appears a promising direction to study the effect of gamification on fake news 

reporting, that is “[. . .] the use of game design elements in non-game conte ts” (Deterding et 

al. 2011, p. 10) or “a process of enhancing a service with affordances for gameful e periences 

in order to support user’s overall value creation” (Huotari and Hamari 2012, p. 19). Gamifying 

fake news reporting could take, for example, the form of social games (Fang et al. 2019) or 

badges (Bhattacharyya et al. 2020) as investigated in other contexts by recent IS research. 

Fourth, while SN-based interventions are socio-technical tools to foster active user engagement, 

which allows for follow-up measures such as user source rating or third- party fact-checking, 

we suspect that descriptive SNs also improve the ability to detect fake news. Future research 

may investigate this effect. 

Fifth, another approach to improve users’ behavior in digital environments is the concept of 

digital nudging (Weinmann et al. 2016). IS researchers recently successfully modified the 

choice architecture to guide people, for example, through priming (Dennis et al. 2020). Hence, 

we assume that investigating the effectiveness of digital nudging approaches to fighting fake 

news in social media is promising. 

Sixth, IS researchers should further develop descriptive and prescriptive knowledge about fake 

news in social media to fight this societal threat successfully. In addition to improving reporting 

behavior, it is vital to gain more insights into why users believe fake news, how recognition can 

be improved, and what countermeasures can be found to contain fake news? One possible 

direction could be to enhance the users’ knowledge about specific topics by providing related 

but potentially contradicting articles below a social media post (Gimpel et al. 2020). 

Conclusion 

Overall, this research activity investigates the influence of SNs displayed by a basic UAS on 

users reporting fake news on social media. Basic UASs are suitable for delivering social norms 



Basic User Assistance Systems to Combat Fake News 

73  

because they can provide the user with the necessary norm information without creating further 

cognitive load through additional interaction. This work theoretically derives and empirically 

validates that basic UASs can utilize SNs to cause desirable behavioral changes by guiding 

users towards reporting fake news. The potential for applying these basic UASs seems 

considerable, as existing social media applications do not have to be adapted at great expense 

but can be extended by adding simple basic UASs with SN messages. Therefore, they are a 

promising tool to support existing methods against fake news and reduce their dissemination 

and negative impact. 
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4. Interactive User Assistance Systems to Promote Health Behavior Change 

Non-communicable diseases, such as heart diseases and type 2 diabetes, are the leading cause 

of premature deaths worldwide with 16 million cases yearly (World Health Organization 2020). 

The World Health Organization has focused its attempts to prevent non-communicable diseases 

by targeting individual health behaviors related to four major risk factors: smoking, nutrition, 

alcohol overconsumption, and physical inactivity (i.e., the so-called SNAP factors) (World 

Health Organization 2020).  o facilitate change in people’s health behavior, health 

professionals carry out so-called  C s; that is, “interventions designed to affect the actions that 

individuals take with regard to their health” (Cutler 2004, p. 2). 

Over the past two decades, IS have created novel ways to support health professionals in 

delivering BCIs and enable population-wide health behavior change at scale (Michie et al. 2017; 

Noorbergen et al. 2019).  n this vein, to further increase a s stem’s impact on user behavior, 

research introduced technology-mediated. It is shown that interactive UASs in particular have 

the potential to help people change their behavior. The more intensive contact between the user 

and the interactive UAS during the interaction can trigger different psychological reactions, 

which can have a beneficial effect on the BCI. However, it is not only important what kind of 

information the interactive UAS communicates, but also how the information is communicated. 

 nthropomorphic design features trigger users’ ps chological processes and facilitate the 

formation of a socio-technical relationship between the user and the interactive UAS (Kim and 

Sundar 2012a; Pfeuffer et al. 2019). Variations in social design affect users’ perceptions 

differently and can influence their resulting behavior (Yee and Bailenson 2007). 

One approach that integrates into everyday life through existing interfaces (e.g., smartphones, 

websites) involves using interactive UASs represented by DHRs, such as avatars (controlled by 

humans) and embodied agents (controlled by algorithms) (Aljaroodi et al. 2019; Noorbergen et 

al. 2019). Indeed, many studies have shown that both avatars (Peña et al. 2016; Song et al. 

2013) and embodied agents (Bickmore et al. 2013b; Lisetti et al. 2013) can facilitate health 

behavior change. However, variations in DHRs’ social role, d namics, physical appearance, 

and other factors have been associated with different behavioral outcomes. Thus, it is important 

to understand how design decisions on DHRs social features, or social cues, influence whether 

BCIs succeed. In this regard, DHR social cues act as stimuli for future actions, similar to how 

people process social cues in real-world interactions.  sers then use the DHR’s social cues 

(mostly instinctively) to form a social relationship with the DHR (Feine et al. 2019; Fogg 2003).  
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Several literature reviews provide important syntheses and guidance on applying DHRs for 

health behavior change. For instance, previous reviews have established that embodied agents 

can be a valuable tool for electronic health (Montenegro et al. 2019) and argued that differences 

in how one designs embodied agents (ter Stal et al. 2020) and avatars (Clark et al. 2019) may 

impact participation rates and, thus, intervention outcomes. While they have shown that DHRs 

can successfully facilitate technology-mediated BCIs, no review has systematically reviewed 

the myriad existing social design features up to now. However, as technology-mediated 

interventions strongly rely on socio-technical relationships, it is necessary to explore the impact 

that design features have on user perceptions and, in turn, how such perceptions influence 

intervention outcomes. Thus, this chapter focuses on the following research question: What are 

the social design features, targeted psychological constructs, and behavior-change interventions 

in interactive UASs represented by a DHRs for SNAP health behavior change in healthy 

populations? 

This chapter addresses this question by reviewing the academic literature. In particular, this 

work synthesizes knowledge on UASs design available from existing studies that have 

empirically tested the impact of specific social design features of DHRs on the outcomes of 

 C s in the    P domain.  ccounting for the targeted research’s interdisciplinar  nature, 10 

different databases were searched. 60 relevant papers published between January 2005, and 

February 2021, in computer science, health, and psychology outlets were identified. With this 

review, this chapter summarizes in a structured manner the most widely employed social design 

features, the targeted constructs in user perception, the employed BCI functions, and the evoked 

changes in users’ behaviors. This knowledge can be used to improve the design of future 

interactive UASs. Further, knowledge gaps and directions for future research are discussed. 

4.1.  Theoretical Background 

Related Reviews 

Existing reviews demonstrate that DHRs have attracted broad use in different application areas, 

such as education and health (Aljaroodi et al. 2019), and that they can play a promising role in 

health applications (Clark et al. 2019; Kramer et al. 2020; ter Stal et al. 2020). Such reviews 

include work that has summarized DHR adoption in different fields for health promotion, 

disease management, and clinical psychology (Laranjo et al. 2018; Montenegro et al. 2019; 

Provoost et al. 2017). In terms of DHR design, reviews on embodied agents (ter Stal et al. 2020) 
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and avatars (Clark et al. 2019) emphasize looks, visual behavior, and, for embodied agents, 

language output as key factors that influence behavior in the electronic health context (Clark et 

al. 2019; ter Stal et al. 2020). In their scoping review of agents for coaching healthy lifestyles, 

Kramer et al. (2020) identified the need to 1) integrate users in the design process and 2) clarify 

the underlying theoretical foundations and persuasive tactics in evaluation reports. However, to 

the best of our knowledge, no existing review has summarized the most widely employed social 

design features in DHRs, the targeted constructs in user perception, the employed behavior-

change intervention functions, and the evoked changes in users’ health behaviors. 

Foundations of Health Behavior Change 

 C s refer to “coordinated sets of activities designed to change […] behavioral patterns” 

(Michie et al. 2011, p. 1). Various theories for behavior change exist (Pinder et al. 2018). Stage-

based models, such as the transtheoretical model of behavior change (Prochaska and Velicer 

1997), suggest that behavior change happens in discrete stages that the individual needs to 

undergo step by step. The perception of different social variables during the interventions, such 

as perceived risk or personal relevance, thus needs to be tailored to the recipient’s stage of 

change (Lippke and Ziegelmann 2008). Continuum models, such as social cognitive theory 

(Bandura 1986), combine linear predictors (e.g., intentions or attitudes) to assess behavior 

likelihood and provide possible determinants for behavior change (Lippke and Ziegelmann 

2008). As a common ground, the theories describe that BCIs happen in a social context and 

socio-cognitive variables determine whether an intervention succeeds or fails. However, 

“[e]ven when one or more models or theories are chosen to guide the intervention, the  do not 

cover the full range of possible influences” (Michie et al. 2011, p. 2). As a synthesis based on 

various existing theories, Michie et al. (2014) proposed the behavior change wheel as a 

systematic guide for BCI design. Researchers have used it extensively in the health promotion 

domain due to its simplicity and accessibility (Noorbergen et al. 2019). 

The behavior change wheel comprises three layers: 1) the sources of behavior combined in the 

capability, opportunity, motivation, behavior (COM-B) model, 2) nine behavior-change 

intervention functions to affect the behavior, and 3) policies that enable the BCIs. We focus on 

the first two, as the definition of policies falls outside the scope of designing a DHR-based BCI. 

The COM-  model posits that the continuous interaction between an individual’s capabilit , 

opportunity, and motivation generates behavior and vice-versa (see arrows in Figure 11). 

Capability describes the physical skills, stamina, or strength (e.g., ability to exercise), and 
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psychological skills, knowledge, or mental strength one needs to perform the behavior or 

engage in the necessary mental processes (e.g., healthy nutrition knowledge) (Michie et al. 

2014). Opportunities can be physical, provided by the surroundings, such as time, triggers, 

resources, locations, barriers (e.g., an environment rich in healthy foods), or social in nature, 

such as interpersonal influences, social cues, norms (e.g., social contacts discouraging smoking) 

(Michie et al. 2014). Motivation can evolve from reflective processes (i.e., planning and 

evaluation) or happen due to automatic processes (i.e., reflexes or emotions) (Michie et al. 

2014). BCIs can affect the COM-B elements. They can target one or multiple COM-B elements 

and build on intervention functions (i.e., coercion, education, enablement, environmental 

restructuring, incentivization, modeling, persuasion, restriction, and training) (Michie et al. 

2011; Michie et al. 2014). Figure 11 provides a simplified illustration of the relationship 

between BCIs and COM-B. One needs to tailor BCIs to users for them to work effectively 

(Kreuter et al. 2013). Such tailoring may involve simple measures, such as personalizing 

communication to the user’s name (Kankanhalli et al. 2021). However, one can also use 

advanced measures, such as adapting feedback messages or the  C  provider’s gender (Lisetti 

2009) or tailoring the game strategy in a healthy eating game to the user’s personalit  (Orji et 

al. 2017). Importantly, design aesthetics and unobtrusiveness influence persuasiveness, 

dialogue support, credibility, and, finally, user adoption (Lehto et al. 2012). Thus, intervention 

uptake depends not only on the intervention design and targeted behavior but also on the DHR’s 

social design, which refers to its role, looks, social behavior, and user perceptions thereof. 

 

Figure 11: BCIs and COM-B Model (Adapted from Michie et al. (2011)) 
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Social Design Foundations of Digital Human Representations 

For technology-based BCIs, the user-technology relationship plays a critical role in short-term 

compliance and long-term adherence (Bickmore et al. 2005b; Bickmore et al. 2010). In this 

context, the computers-are-social-actors paradigm states that users mindlessly apply social 

heuristics in human-computer interaction, which triggers instinctive, automatic responses in the 

users, and the development of a socio-technical relationship between user and involved system 

(Fogg 2003). With their implicit human features, DHRs provide social cues that users know 

from real-world interactions and instinctively draw on to build social relationships (Feine et al. 

2019; Fogg 2003). These relationships can motivate users to perform a certain behavior (Fogg 

2003). For example, in their study, Cafaro et al. (2016) found that users in a greeting encounter 

with a digital museum guide agent quickl  developed an initial impression of the agent’s 

personality and attitude, and that this impression influenced the likelihood and frequency with 

which users would further use the agent. Furthermore, they found that adapting the agent to the 

users increased interactions with the agent (Cafaro et al. 2016). Thus, we need to understand 

the underlying psychological mechanisms for users to increase their readiness to interact with 

an agent or avatar to facilitate DHR-mediated behavior change. 

Social cues refer to design features that present a salient information source and trigger social 

reactions in users (Feine et al. 2019; Fogg 2003). Because individuals process social cues 

automatically, the cues influence behavior mostly unconsciously (Fogg 2003). Fogg (2003) 

suggested that one can separate social cues in computing into five primary types: language, 

physical, psychological, social dynamics, and social roles4. These cues inherently form the 

foundation for how users perceive DHRs, such as their attractiveness, personality, and 

persuasiveness (Fogg 2003). For example, interaction speed and emotionality impact how users 

perceive an agent’s empath  (Bickmore et al. 2005b; Klaassen et al. 2013a; Lisetti et al. 2013). 

Further, the facial similarity between a user and an agent can affect the extent to which the user 

perceives the agent as helpful (van Vugt et al. 2008). The Proteus effect can cause users to adapt 

their behavior to better match their avatar’s social design (Yee and Bailenson 2007). 

We identify four main components that conceptualize the relationship between DHR design 

and behavior change (see Figure 12). First, the availability of and interplay between social cues 

                                                 
4 One can distinguish several self-concepts (Higgins, 1987). Self-avatars can function as 1) the actual-self (i.e., as 

representing the user’s actual personal attributes), 2) the ideal-self (i.e., as representing the user’s hopes and 

aspirations), 3) the future-self (i.e., as modeling the user’s future state if the  continue a certain behavior), or 4) 

the ought-self (i.e., as representing the expectations or responsibilities other people impose on the user). 
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form a DHR’s social design. Second, via changes in user perception (e.g., perceived similarity), 

a DHR’s social design affects the social relationship between the user and the DHR (Feine et 

al. 2019). Third, changes in user perception may support or hinder the extent to which a BCI 

can effectivel  change a user’s capabilit , opportunit , motivation, and, finall , behavior 

(Michie et al. 2011). Next, we build on these four components to organize the results from our 

structured literature review. Specifically, we elaborate on different design variations, their 

effects on user psychology, and the resulting influences on BCIs and behavioral outcomes. 

 

Figure 12: Structure Underlying the Present Review 

4.2.  Methodology 

In line with our overarching research question, we focus on studies that have evaluated DHRs 

empirically with human users and focused on facilitating health behavior change in the SNAP 

domain. Following Kitchenham and Charters (2007), we divided the review process into the 

stages of plan, conduct and review (see Figure 13). 

 

Figure 13: Stages of the Structured Literature Review 
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robots), 2) focused on SNAP behavior change for healthy populations (excluding papers that 

focused on patient populations with special requirements often connected to chronic diseases 

such as diabetes, Parkinson’s disease, or H V; despite being a chronic condition, we include 

obesity due to its close connection to nutrition and physical activity), and 3) tested the DHR in 

an empirical setting with humans (excluding papers that measured behavioral patterns but did 

not focus on changing behavior and/or did not empirically evaluate the DHR in human 

populations). We included all peer-reviewed journals and full-text conference publications 

written in English. 

Search Strategy 

We conducted an initial search on Google Scholar to explore the field using the search query 

“(avatar OR ‘embodied agent’)   D ‘behavior change’   D health”. We reviewed the 

obtained results and noted relevant terms to develop our search term. We extended the search 

string with terms describing the role that DHRs took, such as virtual/digital advisor or 

virtual/digital coach. Furthermore, we concretized the search string on SNAP factors by 

including terms often used in concordance with the single behavioral patterns associated with 

SNAP. After selecting 10 well-established databases for literature in the IS and medical context 

(i.e., AIS eLibrary, SpringerLink, Scopus, IEEE Xplore, Web of Science, PubMed, ACM 

Digital Library, Taylor & Francis Online, Wiley Online Library, and ScienceDirect), we 

performed a full-text search in February 20215. We used search alerts to stay updated on new 

findings from the databases. 

The full-text search resulted in 3,789 unique papers in total. We screened titles, abstracts, and 

keywords against the defined study selection criteria (agreement rate: 94.62%). They resolved 

discrepancies via discussion with the first author (204 papers: 79 included, 125 excluded). We 

reviewed the remaining 137 papers in full and added five additional papers via the snowballing 

                                                 
5 We used the following completed search string  “(avatar OR ‘embodied agent’ OR ‘embodied conversational 

agent’ OR ‘mirrored self’ OR ‘virtual relational agent’ OR ‘digital adviser’ OR ‘digital advisor’ OR ‘digital coach’ 

OR ‘digital health coach’ OR ‘digital human representation’ OR ‘digital self representation’ OR ‘virtual adviser’ 

OR ‘virtual advisor’ OR ‘virtual coach’ OR ‘virtual health coach’ OR ‘virtual human representation’ OR ‘virtual 

self representation’)   D (‘behavior change’ OR ‘behaviour change’ OR ‘change in behavior’ OR ‘change in 

behaviour’ OR ‘behavioral change’ OR ‘behavioural change’ OR ‘lifest le change’)   D (smok* OR cigarette 

OR tobacco OR nutrition OR eat* OR food OR diet* OR fruit OR vegetable OR alcohol OR drink* OR ‘ph sical 

activit ’ OR ‘ph sical inactivit ’ OR sport OR e ercise OR walk* OR obesit  OR obese OR ‘weight loss’ OR 

overweight OR ‘health  lifest le’ OR sedentar  OR ‘health promotion’ OR e ergam*)”. Due to length restrictions 

for the search string on ScienceDirect, we had to split the search string into multiple parts and conduct multiple 

searches. We then filtered duplicates that occurred during searches on ScienceDirect before joining the search 

results with results from other databases. 
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method. In the full-text review, we excluded 82 papers based on the reasons shown in Figure 

13. We then analyzed the findings of the final corpus of 60 papers along with the components 

of DHR design, psychological constructs, intervention types, and behavior change (see Figure 

12). Appendix B.1 provides an overview of our results.  o evaluate and ensure the results’ 

quality, we conducted a risk of bias analysis (see Appendix B.2). 

4.3.  Results 

 n this section, we present the results from our review. We describe DHR’s social design 

variations, which we cluster according to Fogg's (2003) five principle social cue types. We 

found that the social design variations have a multi-faceted influence on user perceptions and 

intervention uptake. We report the user perceptions researchers investigated with intervention 

functions (Michie et al. 2014). Finally, we summarize the behavioral outcomes resulting from 

the BCIs. 

Results of Social Design of the DHR 

Social Role 

Most papers (31 papers, 51.7%) used embodied agents closely followed by avatars (25 papers, 

41.7%). Only four studies (6.7%) combined both DHR types. For example, users meet with 

agents via self-avatars in a health game (Kim and Sundar 2012b; Thomas et al. 2015). We 

consider these papers as belonging to the avatar papers henceforth. 

All 29 avatar papers employed self-avatars. Six papers additionally compared the influence of 

other-avatars as opposed to self-avatars explicitly (Ahn et al. 2014a; Ahn 2015; Fox and 

Bailenson 2009; Navarro et al. 2020b; Peña et al. 2016; Peña and Kim 2014). One study used 

self-avatars and other-avatars for users to interact with a real-life nutrition or fitness 

professional for one hour per week (Johnston et al. 2012). Four studies found that tailoring 

health messages with self-avatars, as compared to other-avatars, increases BCI effectiveness 

(Ahn et al. 2014a; Ahn 2015; Fox and Bailenson 2009; Navarro et al. 2020b). They found both 

the self-avatar’s and other-avatar’s bod  size to influence ph sical activit .  vatar users were 

most active when both avatars looked physically fit, while showing an obese opponent to a user 

with a normal self-avatar resulted in the least activity (Peña et al. 2016; Peña and Kim 2014). 

Various self-concepts emerged in self-avatars design. While two studies focused on actual-self 

(Napolitano et al. 2013; Thompson et al. 2016), three studies compared future- and actual-self 



Interactive User Assistance Systems to Promote Health Behavior Change 

82  

(Fuchs et al. 2019; Schmeil and Suggs 2014; Song et al. 2013), five compared actual- and ideal-

self (Jin 2009; Johnston et al. 2012; Kim and Sundar 2012b; Lyles et al. 2017; Navarro et al. 

2020a), and two compared ought-/future-, actual-, and ideal-self (Koulouris et al. 2020; Sah et 

al. 2017). However, most self-avatar studies did not specify the self-concept (17 of 29 / 58.6%). 

Sah et al. (2017) found that the ought-self promoted health consciousness more strongly than 

the ideal-self and actual-self. At the same time, the ideal-self yielded higher immersion than the 

actual-self (Jin 2009). The future-self-avatar functions as a personal model that illustrates the 

future consequences of a current behavior. It positively impacted interventions when projecting 

negative (Song et al. 2013) and positive (Schmeil and Suggs 2014) future consequences. 

Multiple studies took different approaches towards who created the user’s avatar  the user (e.g., 

Jin 2009; Lyles et al. 2017) or the research teams with no modification from the user (e.g., Fox 

et al. 2009; Fox and Bailenson 2009; Napolitano et al. 2013). However, no study in our review 

corpus explicitly investigated the effect that avatar creation may have on bonding. However, 

findings in the studies that compared actual-self-avatars to ideal-self-avatars pointed in the 

direction that providing the user with the opportunity to create their own avatar is beneficial 

(e.g., Sah et al. 2017). 

We found an even more diverse range of social roles for embodied agents. They can take the 

role of a friend (Bickmore et al. 2005b) who accompanies the behavior change by socially 

supporting positive behavior and helping when the user has a bad mood. They can act as a coach 

or a counselor (Abdullah et al. 2018) who provides recommendations and advice on how to 

change health behavior. They can function as a health professional, such as a doctor (Klaassen 

et al. 2013a), who provides personal health assessment. They can also act as someone who 

opposes health behavior change (Thomas et al. 2015), such as in a social eating practice 

situation where the agent tries to entice the user to eat unhealthy foods. 

Further, these roles have important overlaps. For example, a counselor can also try to form a 

friendl  relationship with the user b  focusing on “hard facts” and showing interest in the user’s 

private life and empathy (Lisetti et al. 2013). Most agent studies (28 of 31 agent studies / 90.3%) 

employed counselor or coach agents. However, at the same time, many DHRs try to build a 

social relationship with the user, such as by engaging in social talk (Bickmore et al. 2005a). 

Thus, other social design aspects, such as language cues (e.g., medical terminology, social talk) 

and physical cues (e.g., medical clothing, stethoscope), also shape a DHR’s social role. 
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For avatars, a DHR’s gender mostl  matched the user’s gender. For agents, most studies 

emplo ed a female role (2  of 31   80.6%). Five agents (16.1%) matched the user’s gender, and 

one was male (3.2%). Creed and Beale (2012) argued that users perceive female agents more 

favorably due to increased perceived attractiveness. Joo and Kim (2017, p. 459) conjectured 

that users “would respond more sensitivel  toward an obese female avatar than an obese male 

avatar”. However, some researchers observed that matching agent gender (e.g., male agents for 

male users) yielded higher persuasiveness, although the effect was more pronounced for female 

users (Guadagno et al. 2007). Most agents are adults of medium age (i.e., not seniors), while 

studies adapted self-avatars to the user’s age.  otabl , no stud  discussed the DHR’s age (e.g., 

gray/thin hair, wrinkles). 

Social Dynamics 

Following social d namics and “knowing” unwritten patterns of interpersonal interaction can 

support the social user-artifact bond (Fogg 2003). Greetings and social questions about the 

user’s feelings when an interaction begins (e.g., Bickmore et al. 2005a; Gardiner et al. 2017) 

and adapting content and coloring to culture-specific features (Zhou et al. 2017) represent 

possibilities to adapt a DHR’s social d namics.  tudies reported cultural adaption for Hispanic 

(e.g., King et al. 2013), African-American (e.g., Bickmore et al. 2005a), Indian (Murali et al. 

2020), and Chinese populations (Zhou et al. 2017) and formulated general guidelines for Arabic 

DHRs (Aljaroodi et al. 2020). Nevertheless, when using culturally adapted DHRs, designers 

need to carefully weigh cultural cues against other factors. As Zhou et al. (2017, p. 94) stated : 

“[ ]ince regular e ercise, the topic discussed during the interaction, is not traditionally a 

popular theme in Chinese culture, young Chinese adults moving to the U.S. may perceive the 

American character as more knowledgeable, and more authoritative in the field of exercise 

coaching, and thus would be more willing to follow the advice offered b  the  merican figure”. 

Similarly, Murali et al. (2020) found that cultural tailoring works most successfully when 

appearance (i.e., physical cues) concurs with a culturally adopted argumentation as reflected in 

language and psychological cues. Taken as a whole, these findings emphasize the 

interrelatedness between social cues. 

For embodied agents, system designers need to decide who initiates the interaction and who 

controls its flow (i.e., turn-taking; user or agent). In most studies, users began the conversation 

according to the study protocol. Other options include an acoustic signal (Bickmore et al. 2007) 

or a textual countdown (Fuchs et al. 2019). The agent begins by greeting the user and waits for 
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user input to prepare the response. During the interaction, the agent may provide hints when 

waiting for user replies, such as by using winks towards possible answers (Creed and Beale 

2012). No study we reviewed explicitly investigated the potential effects that turn-taking has 

on BCI effectiveness. However, different turn-taking behaviors correspond with different 

perceptions of authority or dominance ( eňuš et al. 2011) and, thus, have the power to influence 

user perceptions and behaviors. 

We also observed different overall embodiment levels, that is, body parts that the user can see 

(Aljaroodi et al. 2019). With only two exceptions, one face-only (Peng 2009) and one upper-

body avatar (Andrade et al. 2016), the avatar studies in our review all used full-body 

embodiments. For embodied agents, we found a more diverse picture: 18 upper-body (e.g., 

Bickmore et al. 2005a; Gardiner et al. 2017; Olafsson et al. 2019), seven face-only (e.g., Creed 

and Beale 2012; de Rosis et al. 2006; Vainio et al. 2014), and six full-body agents (e.g., Oyibo 

et al. 2018; van Vugt et al. 2006, 2009). It is conceivable that the embodiment level may help 

DHRs form social relationships with users by influencing the perceived closeness and intimacy 

with the DHR if applied correctl  and in correspondence to users’ social e pectations. 

However, no paper we reviewed systematically investigated the influence that embodiment 

level has on the social relationship to the agent or the intervention outcome. 

Physical 

Overall, 36 papers (60%) employed three-dimensional (3D) DHRs, while 24 (40%) relied on 

two-dimensional (2D) visualizations. In particular, the avatar studies primarily used 3D DHRs 

(26 of 29 avatar papers, 89.7%).  tudies further varied in photorealism, that is, the DHR’s 

similarity to a photographic image of a human. The reviewed studies covered the full range of 

this continuum from simple comic-like bodies (van Vugt et al. 2006) to comic-like DHRs 

personalized with photos of a user’s face (Song et al. 2013), 3D photorealistic agents (Zhou et 

al. 2017), and self-avatars based on 3D body scans (Lyles et al. 2017). 

Furthermore, 50 studies (83.3%) used some form of DHR dynamics (i.e., fluently changing 

their position, facial expression, or other dynamic animation). Interestingly, multiple studies 

investigated the effect that DHR movement had on users. They provided evidence that a DHR 

performing a sportive activity can motivate users to exercise better than a loitering DHR (Fox 

and Bailenson 2009; Joo and Kim 2017; Morie et al. 2013; Schmeil and Suggs 2014). 
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For self-avatars, body shape often aligns with the employed self-concept with users commonly 

associating their ideal-self and, hence, their self-avatar as being slenderer. Consequently, 

multiple studies showed that users whom a slenderer self-avatar represented would show more 

physical activity, motivation to exercise, and healthier nutrition behavior (Li et al. 2014; Peña 

et al. 2016; Peña and Kim 2014). However, as Joo and Kim (2017) noted, an avatar’s bod  

shape should align with its behavior/movements. For other-avatars, body shape exhibited a 

higher impact for female users than for male users. Studies identified the highest physical 

activity levels in situations with both a thin self-avatar and thin other-avatar (Peña et al. 2016; 

Peña and Kim 2014). On the contrary, larger body sizes achieved higher user preference and 

usage intentions (van Vugt et al. 2006, 2009). 

Concerning clothing, most DHR wore workday clothes or sportswear aligned to the social role 

and conte t.  gents with a health professional’s role wore medical clothing, which included a 

stethoscope to support the social role (Klaassen et al. 2013b; Klaassen et al. 2013a; Lisetti et 

al. 2015). For avatars, Navarro et al. (2020b) found users to engage in more physical exercise 

if their avatar wore sports rather than formal clothing. Further, some avatar studies allowed 

users to customize avatar clothing (Johnston et al. 2012; Kim and Sundar 2012b; Sah et al. 

2017; Thompson et al. 2016; Waddell et al. 2015). Although users often request customization 

(Lyles et al. 2017), Waddell et al. (2015) reported that it did not positively influence physical 

activity levels. Controversially, previous research on avatars suggests that customization 

impacts identification with the self-avatar. It translates into more motivation (Behm-Morawitz 

2013; Birk et al. 2016) and helps reduce attrition over time (Birk and Mandryk 2018). 

Language 

We first focus on the language options for user input. For embodied agents, the majority of 

studies (25 of 31 agent-only studies / 80.6%) implemented user input as choosing from a set of 

predefined answers (e.g., Bickmore et al. 2005a; King et al. 2013; King et al. 2020; Mohan et 

al. 2020). Olafsson et al. (2019) showed that the valence (positive/negative connotations) of the 

available answers influenced users’ confidence in performing the targeted behavior, although 

users preferred to have both types of answers available. Six studies allowed free text input, 

although most either did not process the answers at all or did so with simple pattern matching 

(Bickmore et al. 2005b; Creed and Beale 2012; Friederichs et al. 2015). Only one recently 

published stud  emplo ed natural language processing to respond to users’ written input 

(Maher et al. 2020). In so-called Wizard-of-Oz studies (i.e., where a researcher controls the 
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agent), researchers allowed users to make their dialogue selection via voice input (Schulman 

and Bickmore 2009) or responded to textual user input by selecting dialog options (de Rosis et 

al. 2006). Researchers have also successfully tested system-processed voice input based on 

natural language processing (Yasavur et al. 2014). By contrast, most avatar-only studies (23 of 

25, 92%) did not include textual user input, though some instead relied on a keyboard to control 

the self-avatar. Two avatar studies allowed users to communicate with each other using text 

input (Behm-Morawitz et al. 2016; Johnston et al. 2012). 

For language output to users, studies used both written and spoken messages. For avatars, 

researchers used posters, menus, or other written media for verbal communication (Johnston et 

al. 2012; Kim and Sundar 2012b). Some studies visualized communication with other-avatars 

or embodied agents using text fields (e.g., Klaassen et al. 2013a; Peng 2009) or speech bubbles 

next to the DHR (e.g., Friederichs et al. 2015; Vainio et al. 2014; van Vugt et al. 2006). For 

spoken messages (t picall  in the user’s native tongue), studies implemented a voice using 

either prerecorded messages (Creed and Beale 2012) or synthetic text-to-speech systems (e.g., 

Bickmore et al. 2005a; Lisetti et al. 2013; Yasavur et al. 2014). Various factors, such as accent, 

pitch, speed, and tone, require consideration. For e ample, the perceived politeness of agent’s 

sound influenced short-term compliance and long-term adherence concerning the targeted 

behavior (Bickmore et al. 2007). Reading the messages letter by letter led to user complaints 

about bad glanceability (Klaassen et al. 2013b). Further, conversations with auditory output via 

speakers have received criticism for privacy reasons (Bickmore et al. 2007). To avoid private 

information being heard by bystanders, one study asked users to wear headphones during the 

intervention (King et al. 2013). 

Psychological 

Psychological cues lead users to perceive DHRs to have emotions or a personality (Fogg 2003). 

These cues include using social conversation in a targeted manner (e.g., asking users about their 

current feelings), gestures, mimics, and different verbal strategies of presentation (e.g., using 

humor and sarcasm). With this form of simulated social behavior, the DHR imitates behavioral 

patterns from human interaction and conveys emotions to users naturally (Creed and Beale 

2012). As an example, agents often chat with users about their feelings and everyday 

experiences (e.g., Lisetti et al. 2013; Olafsson et al. 2019; Zhou et al. 2017), which can help 

agents form a social relationship with users (Bickmore et al. 2005b; Bickmore et al. 2010). 

However, repetitive dialogues and clothing can evoke negative reactions and adverse effects on 
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actual behaviors (Bickmore et al. 2010). Designers need to ensure that the social behavior 

matches the other design cues. For instance, Murali et al. (2020) found employing a culturally 

adapted argumentation style (e.g., collectivist or individualistic nature of the cultural 

background) to be more effective when the agent’s ph sical appearance also corresponded to 

the same cultural background. 

As a verbal strategy, humor in agents (e.g., jokes, sarcasm) yields positive user feedback 

(Olafsson et al. 2019; Peng 2009). Importantly, verbal strategies require the corresponding non-

verbal behavior, such as smiling when telling jokes or a concerned look when talking about 

problems (Creed and Beale 2012; Lisetti et al. 2013). Compared to purely text-based 

interactions, an empathic agent showing non-verbal behavior can support intervention 

outcomes (Lisetti et al. 2013). Non-verbal behavior to express empathy includes facial 

expressions (e.g., gaze, lip movements) and gestures (e.g., pointing with the finger, shrugging 

the shoulders) related to the conversational content (e.g., Bickmore et al. 2005a; Creed and 

Beale 2012). To help a DHR mimic non-verbal behavior, designers can also use video-based 

e pression anal sis to detect the user’s mental state and adapt the agent’s facial e pressions 

accordingly (Lisetti et al. 2013). For avatars, most studies used neutral facial expressions and 

gestures. While Kim and Sundar (2012b) allowed users to change their self-avatars’ gestures, 

Fuchs et al. (2019) used facial expressions to visualize future consequences of health behavior. 

As we have seen, studies have used social cues in various combinations and variations (social 

role, social dynamics, physical, language, psychological) to design DHRs in the SNAP behavior 

change domain. Importantly, the combination of all available cues forms a user’s perception 

and impression, rather than only the interpretation of a single cue (Creed and Beale 2012; Fogg 

2003). Hence, designers need to consider the interplay between all primary social cue types 

during the DHR design phase. For e ample, increasing the realism of an agent’s physical cues 

will also result in higher user e pectations concerning DHR’s ps chological cues. Further, the 

interplay between social cues and their relevance to the user psychology via mindful or mindless 

processing influences whether users form a socio-technical relationship with DHRs and 

whether users change their behavior (Ahn et al. 2014b; Bandura 1986; Sah et al. 2017). For 

messages with lower personal importance in particular, constructs such as trustworthiness, 

knowledgeability, or likeability become more important in evaluating the message and 

persuading users (Schulman and Bickmore 2009). For this reason, we now focus on the 

constructs that research has tested concerning user psychology and their effect on BCIs. 
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Results on User Perception 

Table 9 summarizes the most frequently investigated constructs (i.e., at least three studies used 

them). Generally, we see that the studies have tested all constructs with embodied agents, but 

they have considered only attractiveness, enjoyment, persuasiveness, satisfaction, presence, 

similarity, and social distance for avatars. We can attribute this finding to the fact that most 

avatar studies focused on questions concerning the avatar's graphical design or social role. In 

contrast, agent studies included constructs predominantly related to verbal behavior in the 

interaction between user and agent. Furthermore, when synthesizing the results in previous 

studies, the interplay between and combination of constructs emerged as an important 

consideration for DHR design. Thus, in this section, we analyze a subset of the different 

psychological constructs, their interplay with each other, and the influence that DHR design 

has on these constructs. 

Construct 

(closely related 

constructs) 

Explanation Usage 

Attractiveness 

(aesthetics) 

How much the user 

perceives the DHR 

to be visually 

appealing 

EA: (Klaassen et al. 2013a; van Vugt et al. 2006) 

AV: (Jin 2009) 

EA+AV: (Kim and Sundar 2012b) 

Credibility 
How believable the 

DHR is to the user 

EA: (de Rosis et al. 2006; King et al. 2013; Klaassen et 

al. 2013b; van Vugt et al. 2006, 2009) 

EA+AV: (Peng 2009; Thomas et al. 2015) 

Ease of Use 

How easy to use the 

user perceives the 

DHR to be 

EA: (Abdullah et al. 2018; Bickmore et al. 2005a; 

Bickmore et al. 2013a; King et al. 2013; Lisetti et al. 

2013; Mazzotta et al. 2009; Yasavur et al. 2014; Zhou et 

al. 2017) 

EA+AV: (Thomas et al. 2015) 

Empathy 

(caring) 

How caring and 

empathic the user 

perceives reactions 

from the DHR to be  

EA: (Abdullah et al. 2018; Bickmore et al. 2005a; 

Bickmore et al. 2005b; Creed and Beale 2012; King et al. 

2013; Lisetti et al. 2013; Zhou et al. 2017) 

Enjoyment 

(entertainment) 

How much the user 

enjoys the 

interaction with the 

DHR  

EA: (Bickmore et al. 2010; Klaassen et al. 2013b; Lisetti 

et al. 2013) 

AV: (Kim et al. 2014; Koulouris et al. 2020; Li and Lwin 

2016; Navarro et al. 2020a) 

EA+AV: (Peng 2009)  

Friendliness 

(politeness) 
How friendly the 

DHR appears to be 

EA: (Abdullah et al. 2018; Bickmore et al. 2005a; 

Bickmore et al. 2007) 

Knowledgeability 

(competence, 

informativeness, 

intelligence) 

How intelligent and 

competent the user 

perceives the DHR 

to be 

EA: (Abdullah et al. 2018; Bickmore et al. 2005a; Creed 

and Beale 2012; de Rosis et al. 2006; Lisetti et al. 2013; 

Olafsson et al. 2019, 2020; Schulman and Bickmore 

2009) 
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Construct 

(closely related 

constructs) 

Explanation Usage 

Likeability 

(appreciation, liking) 

How much the user 

likes the DHR 

EA: (Bickmore et al. 2005a; Bickmore et al. 2005b; 

Creed and Beale 2012; de Rosis et al. 2006; Friederichs et 

al. 2014; Lisetti et al. 2013; Olafsson et al. 2019, 2020; 

Yasavur et al. 2014; Zhou et al. 2017) 

Naturality 

(anthropomorphism, 

lifelikeness,  

realism, plausibility) 

How realistic and 

life-like the user 

perceives the DHR 

to be 

EA: (Abdullah et al. 2018; de Rosis et al. 2006; Klaassen 

et al. 2013b; Lisetti et al. 2013; Olafsson et al. 2019, 

2020; van Vugt et al. 2006) 

Persuasiveness 

(relevance) 

How convincing of a 

different opinion the 

DHR is 

EA: (de Rosis et al. 2006; Friederichs et al. 2014; 

Mazzotta et al. 2009; Oyibo et al. 2018; Schulman and 

Bickmore 2009) 

AV: (Ahn et al. 2014b) 

Repetitiveness 

(habitability) 

How repetitive the 

interaction with the 

DHR is 

EA: (Bickmore et al. 2005a; Bickmore et al. 2010; 

Yasavur et al. 2014) 

Satisfaction 

How much the DHR 

fulfills the user’s 

expectations 

EA: (Abdullah et al. 2018; Bickmore et al. 2005a; 

Bickmore et al. 2010; Bickmore et al. 2013b; Gardiner et 

al. 2017; King et al. 2020; Murali et al. 2020; Olafsson et 

al. 2019, 2020; Watson et al. 2012; Zhou et al. 2017) 

AV: (Andrade et al. 2016; Napolitano et al. 2013) 

(Self-)Presence 

(identification, 

representativeness) 

How much the user 

feels correctly 

represented by the 

DHR 

EA: (Lisetti et al. 2013) 

AV: (Ahn et al. 2014b; Behm-Morawitz et al. 2016; Fox 

et al. 2009; Kim et al. 2014; Koulouris et al. 2020; Li and 

Lwin 2016; Lyles et al. 2017; Navarro et al. 2020a; Song 

et al. 2013) 

EA+AV: (Kim and Sundar 2012b) 

Similarity 

(resemblance) 

How similar the user 

perceives the DHR 

to be compared to 

himself 

EA: (Olafsson et al. 2019, 2020; van Vugt et al. 2006, 

2009) 

AV: (Fox and Bailenson 2009; Morie et al. 2013; Navarro 

et al. 2020b; Navarro et al. 2020a; Peña et al. 2016; 

Thompson et al. 2016; Waddell et al. 2015) 

Social Distance 

(personal relevance, 

relatedness, sociability) 

How related on a 

personal level the 

user feels to be to 

the DHR 

EA: (Bickmore et al. 2005b; Friederichs et al. 2014; King 

et al. 2013; Lisetti et al. 2013; Murali et al. 2020; van 

Vugt et al. 2006, 2009; Zhou et al. 2017) 

AV: (Ahn et al. 2014b; Ahn 2015) 

Trustworthiness 

(ethics, honesty, 

sincerity, trust) 

How much the user 

trusts the DHR and 

its messages 

EA: (Bickmore et al. 2005a; Bickmore et al. 2005b; 

Bickmore et al. 2010; Creed and Beale 2012; de Rosis et 

al. 2006; Friederichs et al. 2014; Lisetti et al. 2013; 

Olafsson et al. 2019, 2020; Schulman and Bickmore 

2009; van Vugt et al. 2006, 2009; Zhou et al. 2017) 

Usefulness 

(helpfulness) 

How much utility 

and practical worth 

the DHR has for the 

user 

EA: (Abdullah et al. 2018; Bickmore et al. 2005b; 

Bickmore et al. 2013a; de Rosis et al. 2006; King et al. 

2020; Lisetti et al. 2013; Mazzotta et al. 2009) 

EA+AV: (Thomas et al. 2015) 
Note: We list constructs alphabetically. We include only constructs that at least three reviewed papers mentioned. All 

constructs evaluated by the reviewed studies were self-reported by the user (usually based on Likert scales).  

EA = embodied agent, AV = avatar, EA+AV = embodied agent and avatar(s). 

Table 9: Psychological Constructs Evaluated in the 60 Papers in the Review 
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Likeability and Friendliness 

Overall, all emplo ed embodied agents  ielded high likeabilit  levels.  n agent’s abilit  to 

show emotion and empathy constitutes a key design factor for likeability. Users generally 

perceived agents who showed emotions or modeled user emotions as likeable (Bickmore et al. 

2005b; Creed and Beale 2012; Lisetti et al. 2013). Lisetti et al. (2013) found a link between 

empathy and positive user perceptions. Agents can convey empathy using language cues and 

psychological capabilities (e.g., simulated emotion using gestures and facial expressions) that 

show the  care for the users’ situation. Caring for the users’ situation goes hand-in-hand with 

understanding users’ current feelings. Over the long run, empath  can affect the social bond 

between users and agent systems and, thus, also whether BCIs succeed (Bickmore et al. 2005b; 

Bickmore et al. 2010; Creed and Beale 2012). Interaction friendliness connects to social bond 

and behavior change. In an experimental setting, Bickmore et al. (2007) showed that more 

friendly rather than impolite interruptions achieved higher success in changing behavior over 

the long run. Surprisingly, cultural adaptations to the user population (e.g., young Americans 

with Chinese background) neither increased perceived empathy nor likeability (Zhou et al. 

2017). In contrast, Indian looks and argumentation targeted to an Indian audience resulted in 

higher satisfaction levels (Murali et al. 2020). 

Trustworthiness and Credibility 

Generally, users perceived agents as trustworthy and honest based on their psychological and 

language cues. Agents using empathic speech and non-verbal behavior yielded higher 

trustworthiness (Lisetti et al. 2013), subject to the stud  setup’s comple it  and the DHR’s 

abilit  to recognize the users’ emotions (e.g., using face recognition) (Creed and Beale 2012; 

Friederichs et al. 2014). Concerning physical cues, van Vugt et al. (2006) and van Vugt et al. 

(2008) found that, somewhat surprisingly, users perceived more obese agents as more 

trustworthy, possibly due to their higher similarity and lower social distance. In general, Lee 

and Choi (2017) established that trust and enjoyment facilitate increased user satisfaction and 

intention to use. Trust closely relates to credibility, especially for psychologically complex 

topics (e.g., adverse health consequences). For e ample, an agent’s facial e pressions need to 

match the situation to support credibility adequately (Creed and Beale 2012). Similarly, Spence 

et al. (2013) found that emotionally correct content presentation, cultural factors, and 

stereotypes influence credibility. 
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Knowledgeability and Persuasiveness 

Naturally, the information conveyed via the message content (de Rosis et al. 2006) and the 

interaction’s structure (Bickmore et al. 2005a; Lisetti et al. 2013) influence an agent’s 

knowledgeability. Users perceived agents as intelligent, competent, and informative about the 

targeted BCI topic. Also, physical features were connected to knowledgeability. For example, 

users perceived a more obese agent as more knowledgeable about nutrition and physical 

activity, which aided in persuading them about health behaviors (van Vugt et al. 2009). Overall, 

DHRs exhibited higher persuasiveness than pure text-based interventions (Mazzotta et al. 

2009), mainly when they resembled users visually (Ahn et al. 2014b), and exhibited relational 

behavior (Lisetti et al. 2013). Beginning a conversion with social talk can increase 

persuasiveness and knowledgeability (Olafsson et al. 2019; Schulman and Bickmore 2009). 

Further, behavior modeling was more persuasive if designers adapted DHR gender to user 

gender (Oyibo et al. 2018). Lisetti et al. (2013) found a connection between knowledgeability 

and usefulness, which describes how users assess a DHR to enhance their everyday behavior 

and whether the provided messages help. Adding relational behavior significantly increased 

perceived usefulness (Bickmore et al. 2005b; Lisetti et al. 2013). 

Presence 

Research has identified the degree to which users felt as though the DHR was present in the 

same environment as a critical construct for behavioral outcomes (Johnston et al. 2012). For 

instance, a higher presence was associated with increased physical activity and healthy eating 

(Behm-Morawitz 2013). In our review, self-avatar studies in particular tested presence and 

showed that virtual faces similar to a user’s actual face (Song et al. 2013), customization (Kim 

and Sundar 2012b), and adapting avatar physical appearance to virtual world behavior (Fox et 

al. 2009) increased presence and identification with the avatar6.  imilarl , the level of “interface 

embodiment” (i.e., the degree to which the avatar followed real-world user movements, e.g., 

based on camera input) positively influenced presence, enjoyment, and participation in the BCI 

(Kim et al. 2014). High-presence male users copied their avatars’ eating behavior in consuming 

more cookies, while high-presence female users reduced their cookie consumption compared 

to their low-presence female peers (Fox et al. 2009). Finally, studies found that presence drives 

                                                 
6 In their embodied agent study, Lisetti et al. (2013) evaluated “social presence”. However, the  operationalized 

the construct in a way closely related to the concept of naturality. 
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perceived personal relevance of communicated messages (Ahn et al. 2014b) and increases 

enjoyment and intention to use (Kim et al. 2014; Li and Lwin 2016). 

Similarity and Attractiveness 

Designers can achieve visual similarit  to users b  adapting a DHR’s ph sical design elements. 

They can achieve behavioral similarity by adapting behaviors according to the target group’s 

culture (Zhou et al. 2017) or imitating user expressions (Lisetti et al. 2013), a common strategy 

in health communication (Spence et al. 2013). Other means to increase similarity include 

adapting the DHR’s ph sical appearance to users’ size (van Vugt et al. 2006, 2009), appearance 

(Thompson et al. 2016), and gender (Waddell et al. 2015) and showing the desired target 

behavior (Fox and Bailenson 2009). Similarity decreased the social distance between users and 

DHRs (van Vugt et al. 2006, 2009). It drove attractiveness (Pratt et al. 2007), which was 

associated with higher perceived intelligence, trustworthiness, persuasiveness, and likeability 

(Creed and Beale 2012). Physical cues mainly determined attractiveness. For avatars, a more 

attractive self-avatar goes hand-in-hand with changing the social role from actual-self to ideal-

self, which positively influenced behavioral outcomes (Jin 2009; Kim and Sundar 2012b). 

Other factors include lifelike shapes and colors adapted to user preferences. 

Naturality and Social Distance 

Naturality describes the degree to which users perceive a DHR as realistic and humanlike. 

Researchers evaluated naturality, in particular with embodied agents, and found it highly 

connected to physical cues (Lisetti et al. 2013). Naturality also relates to language and 

ps chological cues. For e ample, while a DHR’s skin color and te ture should be realistic, 

designers should also adapt utterances to individual users (Fox et al. 2009; Friederichs et al. 

2014). Naturality influenced the feeling of presence (Kim et al. 2014) and, thus, also impacted 

intervention uptake. More realistic DHRs, similar to the user, reduced the perceived social 

distance (i.e., the feeling of social relatedness to the DHR) and facilitated behavior change (Ahn 

2015; van Vugt et al. 2006, 2009). Further, facial expressions, social chat, and gesture use can 

simultaneously decrease social distance and increase the agent’s relatableness and sociabilit  

(Bickmore et al. 2005b; Lisetti et al. 2013). 

Enjoyment 

Researchers have evaluated various types of social design features for enjoyment. With respect 

to the narrative point of view, users preferred first-person stories from an agent over stories 
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from a third-person perspective (Bickmore et al. 2010). They perceived a low speaking speed 

as little enjoyable, which was connected to low intentions to use (Klaassen et al. 2013b). For 

psychological and physical cues, an agent showing empathy with gestures increased the 

perceived enjoyment compared to a non-empathic agent or a pure text-based interaction, both 

of which users perceived as similarly little enjoyable (Lisetti et al. 2013). Studies found a strong 

connection between enjoyment and both behavioral intentions and effective behavior change in 

digital and classic face-to-face interventions (Bickmore et al. 2010; Schneider and Cooper 

2011). Further, they found that repetitiveness in agent clothing, behavior, and messages harms 

the enjoyment and, thus, that designers should avoid it (Bickmore et al. 2010). 

Ease of Use and Satisfaction 

To gain first impressions towards long-term use, s stem designers often evaluate users’ 

perceived ease of use and satisfaction after they have used a system for a certain period. Overall, 

studies reported ease of use and user satisfaction with DHR-based interventions to be at least 

as high as for comparable paper-based interventions (e.g., Gardiner et al. 2017; Olafsson et al. 

2019). Ease of use and satisfaction play a crucial role in system acceptance and highly depend 

on other constructs such as trustworthiness and repetitiveness (Bickmore et al. 2010; Kassim et 

al. 2012). Further, ease of use and satisfaction with a system drive usage intentions, a direct 

proxy for the actual DHR use and, thus, BCI uptake (Bickmore et al. 2010; Lehto et al. 2012). 

Looking at the results in this subsection more broadly, we identified no single psychological 

construct that stands alone. The multitude of constructs available affects how users 

psychologically evaluate DHRs. Hence, multiple social cues in a DHR in combination cause 

the impact that DHR design has on user perception and cognitive evaluation. In particular, 

contradictions among different types of social cues (e.g., a mismatch between appearance and 

argumentation) may harm perception (Murali et al. 2020).  n intervention’s content and the 

psychological constructs related to the DHR delivering the BCI may support each other in 

helping users adopt BCIs. Hence, in the next section we look at the different intervention types 

that the papers in our sample used. 

Results on Behavior Change Intervention Functions 

The identified constructs relate to and depend on one another, which renders the way in which 

users perceive DHRs a multifaceted e perience.  n addition to a DHR’s social design, user 

psychology and behavior are also subject to pre-intervention behavior and the provided 
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intervention content. Depending on the application and context, different psychological 

constructs may support the BCI. Yet, by diving into the most used BCIs and psychological 

constructs, we focus on removing some of this ambiguity. 

In particular, research has shown that having a relational or empathic counselor as compared to 

a non-relational one positively impacted the persuasion intervention function (Bickmore et al. 

2005a; Bickmore et al. 2005b; Lisetti et al. 2013; Yasavur et al. 2014). As per the COM-B 

model, increased persuasion leads to a direct increase in motivation with other possible impacts 

on behavior, capability, and opportunity via interactions among the different functions. The 

above sources from our sample (Bickmore et al. 2005a; Bickmore et al. 2005b; Lisetti et al. 

2013; Yasavur et al. 2014) also confirmed as much. In addition, using a humorous agent may 

lead to increased motivation compared to a non-humorous agent (Olafsson et al. 2019, 2020; 

Schulman and Bickmore 2009). To improve the rate at which users take up educational content 

and persuasion interventions, research has increased perceived trust and credibility by including 

a graphically more appealing agent and social dialog (Olafsson et al. 2019; Schulman and 

Bickmore 2009), or by increasing the agent’s ph sical similarit  to users (van Vugt et al. 2006, 

2009). Unsurprisingly, research has shown that a high satisfaction with a DHR positively 

influenced users’ motivation and desire to continue the intervention (i.e., especiall  

emphasizing the persuasion intervention function) (Bickmore et al. 2013b; Watson et al. 2012). 

In contrast, cultural adaptation has attracted a much more controversial discourse: while 

associated stereot pes corresponding to an anticipated user group’s ph sical features ma  also 

negativel  affect users’ motivation to change the behavior that a DHR ideall  addresses, 

research has reported a positive effect when adapting the way in which a DHR employs 

argumentation. This enables users to understand the conveyed message more easily; that is, it 

improves users’ ps chological capabilit  in the COM-B model (Murali et al. 2020; Zhou et al. 

2017). To cluster the employed BCIs, we link each study to at least one of the nine intervention 

functions provided by the COM-B model (Michie et al. 2011). Most studies (81.7%) used 

multiple intervention functions; in particular, 17 papers used two, 21 papers used three, and 11 

papers used four or more intervention functions. Eleven papers used only one intervention 

function. As the most widely employed combination of intervention functions, studies 

employed education, persuasion, and enablement. 

Table 10 summarizes the used intervention functions grouped by the targeted COM-B 

components (capability, motivation, and opportunity) that Noorbergen et al. (2019) provided. 
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We can see that interventions using avatars mainly targeted motivation (by using the 

intervention functions coercion, incentivization, modeling, and persuasion) and physical 

capability (via training interventions). In contrast, embodied agents targeted all COM-B 

components. The corresponding psychological constructs that avatar studies mainly tested 

included presence, similarity, social distance, and (seldomly) enjoyment. Agent studies mostly 

used the intervention functions education, persuasion, and enablement, referring to empathy, 

knowledgeability, likeability, social distance, and trustworthiness in the evaluation. For training 

and coercion intervention functions, we identified a comparably small number of papers that 

investigated psychological constructs. 

Construct 

Capability Motivation Opportunity 

EDU 

(28) 

TRA 

(16) 

PERS 

(42) 

MOD 

(22) 

COE 

(5) 

INC 

(4) 

ENAB 

(33) 

ENVR 

(6) 

Satisfaction 11 | 1 | - 3| - | - 10| 2 | - - | 1 | -  2 | - | - 11 | - | - 2 | - | - 

Trustworthiness 11 | - | -  11 | - | -   1 | - | - 10 | - | - 3 | - | - 

Ease of Use 7 | - | 1 - | - | 1 8 | - | 1   2 | - | - 7 | - | 1 3 | - | - 

Likeability 8 | - | -  10 | - | -   1 | - | - 8 | - | - 3 | - | - 

Knowledgeability 7 | - | -  8 | - | -   2 | - | - 6 | - | - 4 | - | - 

Usefulness 5 | - | 1 1| - | 1 8 | - | 1   1 | - | - 6 | - | 1 2 | - | - 

Empathy 7 | - | -  7 | - | -   2 | - | - 6 | - | - 4 | - | - 

(Self-)Presence 1 | - | 1 - | 3 | - 1 | 3 | 1 - | 7 | 1 - | 2 | - - | 1 | - 1 | 2 | - 1 | - | - 

Social Distance 7 | - | -  6 | - | - - | 2 | 1 - | 2 | -  6 | - | - 1 | - | - 

Similarity 4 | - | - - | 1 | - 2 | 3 | - - | 6 | - - | 1 | - - | 1 | - 2 | 3 | -  

Enjoyment 2 | - | 1 - | 3 | 1 3 | 1 | - - | 2 | 1  - | 1 | - 3 | 1 | - 1 | - | - 

Naturality 5 | - | -  6 | - | -   1 | - | - 5 | - | - 2 | - | - 

Credibility 3 | - | 2 - | - | 2 3 | - | 1 - | - | 1   2 | - | 1  

Friendliness 3 | - | -  3 | - | -   1 | - | - 2 | - | - 3 | - | - 

Persuasiveness 1 | - | - 1 | - | - 4 | - | - 1 | 1 | - - | 1 | -  3 | - | -  

Repetitiveness 3 | - | -  3 | - | -   1 | - | - 3 | - | - 1 | - | - 

Attractiveness 1 | - | 1  1 | 1 | 1 - | - | 1   1 | - | -  
Note: we list constructs by decreasing number of occurrences. Numbers represent how often studies 

investigated a construct-intervention combination for different DHRs: # embodied agent studies | # avatar 

studies | # studies that used both avatars and embodied agents. Blank fields mean that no study investigated 

the combination. We show totals in parentheses. Single papers may investigate multiple psychological 

constructs and affect the numbers in multiple rows and columns. EDU = education, TRA = training, 

PERS = persuasion, MOD = modeling, COE = coercion, INC = incentivization, ENAB = enablement, 

ENVR = environmental restructuring. No study used the intervention function “restriction”; hence, we omit it 

from the table. 

Table 10: Intervention Functions and Relationship to Psychological Constructs 

Capability 

Education and training interventions aim to increase users’ ph sical and ps chological 

capabilities (Michie et al. 2011; Noorbergen et al. 2019). We classified 28 studies (46.7%) as 

education interventions, that is, as increasing knowledge or understanding (Michie et al. 2014). 

Studies primarily used agents for this intervention function, such as to provide information 
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about healthy food options. Furthermore, 16 studies (26.7%) used training interventions (seven 

agent studies, six avatar studies, and three avatar-agent combined studies). The avatar-agent 

combinations used virtual worlds to practice behavior in certain situations, such as social eating 

at parties (Thomas et al. 2015), to impart psychological skills. 

Motivation 

The intervention functions persuasion, modeling, coercion, and incentivization mainly focus on 

increasing users’ reflective and automatic motivation (Michie et al. 2011; Noorbergen et al. 

2019). Most papers in our review (42 of 60 papers / 70%) employed persuasion interventions 

by trying to induce positive or negative feelings in users and, thereby, persuade them to behave 

in a healthier way. We found that 22 (36.7%) papers used modeling, which refers to providing 

an example to aspire to or imitate (Michie et al. 2011). Of these 22 papers, 18 used avatars, one 

used an embodied agent (Oyibo et al. 2018), and three used avatars and embodied agents to 

model behavior. Thus, we see a strong tendency towards tailoring modeling interventions by 

using personalized avatars. Similarly, we found that the five studies (8.3%) that used coercion 

interventions, which involve creating an “e pectation of punishment or cost” (Michie et al. 

2011, p. 7) all used avatars. We classified only four papers (6.7%) as using incentivization 

functions, which refers to creating an expectation of a reward. However, one could argue that 

many studies we classified as modeling interventions could also be seen as incentivization 

interventions if the user accepted the image of their future-self as an incentive. 

Opportunity 

Enablement, environmental restructuring, and restriction functions attempt to alter users’ 

opportunities (Michie et al. 2011). We found that 33 papers (55%) used enablement 

interventions (i.e., they increased means or reduced barriers to increase the user's opportunity). 

We assigned primarily embodied agent studies to this category. Embodied agents enable users 

to have personal and professional communication about behavior change that reduces mental 

barriers. Further, six papers (10%) used environmental restructuring interventions that change 

aspects of a user’s ph sical and or social environment.  o stud  used restriction interventions 

(i.e., setting rules to reduce the opportunity to engage in the target behavior). Instead, various 

studies provided educational content on self-restricting unwanted behavior or supporting self-

restriction, such as setting a quit smoking date (Abdullah et al. 2018). 
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Results on Health Behavior Change 

Targeted Health Behavior 

The majority of studies targeted physical activity (29 studies / 48.3%) followed by nutrition (8 

studies / 13.3%), smoking (3 studies / 5%), and alcohol overconsumption (2 studies / 3.3%). 

Further, 15 studies (25%) simultaneously targeted nutrition and physical activity, one study 

(1.7%) targeted alcohol and nutrition (Fuchs et al. 2019), and two studies (3.3%) focused on all 

four SNAP behaviors. However, some evidence shows that targeting multiple behaviors 

simultaneously may be disadvantageous: Bickmore et al. (2013a) found that their agent 

effectively targeted either nutrition or physical activity. However, a combined intervention 

targeting both behaviors saw reduced success for physical activity. 

Measuring Changes in Health Behavior 

Based on Palvia et al. (2015) categories, we classify the methods that the studies in our review 

employed to evaluate the DHRs’ fidelit  and measure changes in health behavior (see Table 

11). Most studies used laboratory experiments (36 studies / 60%) followed by field research 

(23 studies / 38.3%) and surveys (7 studies / 11.7%). Note that four papers (6.7%) reported 

more than one method. 

Behavior Method: Measure 

Physical 

inactivity 

Lab: activity sensors / step count (Joo and Kim 2017; Koulouris et al. 2020; Maher et 

al. 2020; Navarro et al. 2020b; Peña et al. 2016; Peña and Kim 2014), confidence / 

commitment to change (Thomas et al. 2015), coupon choice (Kim and Sundar 2012b; 

Waddell et al. 2015), heart rate (Kim et al. 2014; Navarro et al. 2020b), instant rest 

time (Bickmore et al. 2007), intention to use (Bickmore et al. 2007; Olafsson et al. 

2020; Zhou et al. 2017), intention to change (Kim et al. 2014; Li et al. 2014; Li and 

Lwin 2016; Waddell et al. 2015), psychological constructs only (Schulman and 

Bickmore 2009; Thompson et al. 2016), self-efficacy (Murali et al. 2020; Peng 2009), 

self-reported activity (Fox and Bailenson 2009) 

Field: intention to use (Bickmore et al. 2005a; Bickmore et al. 2005b; Bickmore et al. 

2010; Bickmore et al. 2013a; Gardiner et al. 2017; King et al. 2013), pedometer 

(Bickmore et al. 2005a; Bickmore et al. 2005b; Bickmore et al. 2010; Bickmore et al. 

2013b; Bickmore et al. 2013a; King et al. 2013; King et al. 2020; Watson et al. 2012), 

psychological constructs only (Klaassen et al. 2013b; Klaassen et al. 2013a), self-

efficacy / confidence (Behm-Morawitz et al. 2016; Gardiner et al. 2017; Napolitano et 

al. 2013), self-report (Behm-Morawitz et al. 2016; Friederichs et al. 2014; Friederichs 

et al. 2015; Gardiner et al. 2017; King et al. 2020; Maher et al. 2020; Mohan et al. 

2020; Navarro et al. 2020a; Vainio et al. 2014), weight loss (Johnston et al. 2012; 

Napolitano et al. 2013), vital parameters (vitality score, heart rate, blood pressure, 

BMI) (King et al. 2020) 
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Behavior Method: Measure 

Survey: intention to use (van Vugt et al. 2006, 2009), motivation / intention to 

change (Schmeil and Suggs 2014), self-report (Morie et al. 2013), self-efficacy, self-

regulation, outcome expectations (Oyibo et al. 2018) 

Nutrition 

Lab: confidence / commitment to change (Thomas et al. 2015), coupon choice (Kim 

and Sundar 2012b), instant food choice (Fox et al. 2009; Joo and Kim 2017; Sah et al. 

2017), intention to use (Olafsson et al. 2020), psychological constructs only (de Rosis 

et al. 2006; Jin 2009; Mazzotta et al. 2009), risk perception (Ahn et al. 2014b), self-

efficacy (Olafsson et al. 2019; Peng 2009), self-report (Ahn 2015) 

Field: intention to use (Bickmore et al. 2013a; Gardiner et al. 2017), self-efficacy / 

confidence (Behm-Morawitz et al. 2016; Gardiner et al. 2017; Napolitano et al. 2013), 

self-report (Behm-Morawitz et al. 2016; Bickmore et al. 2013a; Fuchs et al. 2019; 

Gardiner et al. 2017; Maher et al. 2020; Vainio et al. 2014), weight loss (Johnston et al. 

2012; Napolitano et al. 2013) 

Survey: intention to use (van Vugt et al. 2006, 2009), motivation / intention to 

change (Schmeil and Suggs 2014), psychological constructs only (Creed and Beale 

2012) 

Smoking 

Lab: coupon choice (Kim and Sundar 2012b), intention to use (Song et al. 2013), 

intention / motivation to quit (Abdullah et al. 2018; Andrade et al. 2016) 

Field: intention to use, self-efficacy / confidence, self-report (Gardiner et al. 2017) 

Alcohol 

overcon-

sumption 

Lab: coupon choice (Kim and Sundar 2012b), intention to use (Lisetti et al. 2013; 

Yasavur et al. 2014) 

Field: intention to use, self-efficacy / confidence (Gardiner et al. 2017), self-report 

(Fuchs et al. 2019; Gardiner et al. 2017) 

Table 11: Targeted SNAP Health Behaviors, Methods, and Measures 

We may explain the fact that so many studies used laboratory experiments (range: 15 to 322 

participants, median: 61) based on 1) the notion that some experiment setups require dedicated 

hardware that researchers could not provide to users for a prolonged period and 2) the higher 

control level in laboratory environments. Field studies (range: 6 to 4,302 participants, 

median: 54) provide a longer observation period and, thus, make it possible to observe changes 

in different COM-B model components and physical outcomes over longer periods. The 

duration varied from one week to one year. In particular, long-term studies reported high 

attrition rates over time. For example, Friederichs et al. (2015) reported an overall attrition rate 

of approximately 65 percent for a year. Surveys (range: 50 to 673 participants, median: 259) 

commonly employed interactive online questionnaires where users first had some time to 

interact with the DHR and answered a questionnaire afterward. The interaction with the DHR 

took from one to six minutes on average though some papers did not provide details. 

The most widely employed outcome measure across all study types was intention to use (17 

studies, 28.3%), which generally yielded high levels. This measure assumes that users can 
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realistically project how they will use DHR for behavior change in the future. In laboratory 

experiments, behavioral measures often included step count/activity measures during the 

experiment (Joo and Kim 2017; Peña et al. 2016) and instant food/coupon choices after the 

experiment (e.g., Kim and Sundar 2012b; Waddell et al. 2015). Evaluations in field studies 

included self-reports (i.e., alcohol/cigarette consumption, food intake, and physical activity), 

user weight throughout the BCI, and pedometer data as quantification of physical activity. For 

smoking, studies also used a quit date as a behavioral measure (Abdullah et al. 2018). In online 

surveys, measures for health behavior included users’ self-reported feelings towards behavior, 

such as the motivation to change the targeted behavior (Creed and Beale 2012), or outcome 

expectancies when continuing the DHR-based intervention (e.g., Oyibo et al. 2018). 

Effectiveness of Interventions to Change Health Behavior 

Overall, many studies we reviewed showed that one can effectively use DHRs for SNAP 

behavior change. The studies confirmed that a DHR’s social design influences user perceptions 

and impacts an intervention’s success. Compared to control groups that did not use a DHR-

based intervention or used another type of intervention such as information sheets (e.g., 

Bickmore et al. 2005a; Gardiner et al. 2017), DHR-based intervention users reported higher 

fruit and vegetable consumption (Bickmore et al. 2013a; Gardiner et al. 2017), decreased self-

reported food consumption (Ahn 2015), increased physical activity (Bickmore et al. 2005a; 

Bickmore et al. 2005b; Bickmore et al. 2010; Bickmore et al. 2013b; Bickmore et al. 2013a; 

Friederichs et al. 2014; Friederichs et al. 2015; King et al. 2013; Watson et al. 2012), increased 

exercise efficacy (Ahn et al. 2014b), and reduced alcohol consumption (Gardiner et al. 2017). 

Only a few studies reported that DHRs had an insignificant impact on intervention outcome 

compared to a control group (Andrade et al. 2016; Fuchs et al. 2019; Klaassen et al. 2013b). In 

contrast, other studies found DHRs as effective as other BCI deliveries such as human advisors 

(Johnston et al. 2012; King et al. 2020) and superior to information sheets (Gardiner et al. 2017). 

DHRs significantl  altered participants’ behavior in comparison to control groups (Bickmore 

et al. 2013b; Watson et al. 2012) or pre-study behavior (Maher et al. 2020; Mohan et al. 2020). 

DHR interventions increased confidence and motivation for physical activity and nutrition 

(Olafsson et al. 2019; Thomas et al. 2015). Studies reported significant differences between 

pre- and post-intervention user weight for avatar-based interventions targeting physical activity 

and nutrition (Johnston et al. 2012; Napolitano et al. 2013). Studies that compared different 

DHR designs and DHR behavior variations reported significant differences in behavioral 
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intentions and observed behaviors between the conditions tested (e.g., Bickmore et al. 2007; 

Joo and Kim 2017; Morie et al. 2013; Sah et al. 2017; van Vugt et al. 2006). Especially, studies 

reported significant differences when comparing agent-based to text-only interventions (e.g., 

Schulman and Bickmore 2009) and empathic to non-empathic agents (e.g., Bickmore et al. 

2005a; Lisetti et al. 2013). 

Overall, our results show that research has implemented different BCI types using DHRs 

facilitated through a range of social design features (Fogg 2003). Thereby, we can see that, 

depending on the DHR design, the interaction triggers various positive or negative user 

perceptions. For example, empathic behavior in DHRs leads to higher likeability, 

trustworthiness, and enjoyment during interactions with them (Lisetti et al. 2013). The triggered 

ps chological constructs influence  C  functions’ applicabilit  and effectiveness.  ikeabilit , 

trustworthiness, and enjoyment positively influence persuasion during an intervention 

(Bickmore et al. 2005b; Bickmore et al. 2010; Creed and Beale 2012) to motivate users to 

behave in a certain way. BCI functions influence the sources of human behavior (capability, 

motivation, opportunity) and, thereby, help individuals achieve changes in behavior (Michie et 

al. 2011). The results demonstrate that how one designs a DHR can have a significant impact 

on behavior change via the user perception constructs triggered and the BCI functions selected. 

Therefore, when selecting appropriate BCI features during the design phase, designers need to 

consider already which constructs might be beneficial or harmful in the intervention and which 

design features they should use accordingly. Figure 14 summarizes our findings. 

 

Note: We show typical social design features and behavior change elements from the literature corpus. We list 

user perception constructs by decreasing number of occurrences. We group BCI functions by behavior change 

component primarily targeted; in each of three groups, we list BCI functions by decreasing number of 

occurrences. We do not show functions not included in the literature corpus. EA = embodied agent, AV = avatar. 

Figure 14: Overview of the Results 
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4.4.  Discussion 

Summary of Findings and Interplay of Components 

Over the last 15 years, researchers have created and evaluated DHR designs to facilitate 

technology-mediated interventions for health behavior change in the SNAP domain. Variations 

in the DHR’s social design have  ielded important differences in user perceptions that affected 

the interventions’ efficienc  in targeting users’ capabilit , opportunit , motivation, and 

behavior. In this chapter, we conducted a structured literature review to establish the current 

body of knowledge for the role that DHR design plays in behavior change in the SNAP domain. 

We summarize the key relationships between DHR design, user perceptions, and intervention 

functions in a structured manner to facilitate behavior change (see Figure 14). 

Given the myriad foci in the individual studies (e.g., physical activity, nutrition) along with the 

different methods (e.g., lab, field), measures (e.g., various constructs, outcome variables), and 

alternative BCI delivery modes (e.g., text-based, no intervention), we could not exhaustively 

evaluate all possible cause-and-effect relationships that the arrows indicate in the overview in 

Figure 14. Many possible interrelations between DHR design and user perception and between 

user perception and BCI interventions exist, and the extant literature has not studied all potential 

interrelations. Thus, we do not find it sensible to show the exact matching of design, perception, 

and BCI functions. Hence, this chapter aimed to summarize the different types of social cues, 

psychological constructs, BCI functions, and outcome variables in the SNAP health behavior 

change context. We conducted a risk of bias analysis of the underlying study designs (see 

Appendix B.2) 

Based on the insights from our literature corpus and on existing frameworks, we conclude that 

design features (based on DHRs’ social cues) cause ps chological reactions from users that can 

support the BCI functions and behavior change. We point out initial evidence for such effects, 

while we emphasize context dependency of any given effect relating to DHR design, BCI, 

behavior change goal, and participant population. We highlight the constructs and interrelations 

typically studied in extant literature. Studies mainly explored improving capabilities via the 

effect that DHR design has on satisfaction, trustworthiness, and likeability in delivering 

education interventions. Studies examined these three user perceptions (satisfaction, 

trustworthiness, and likeability) the most regarding their effect on persuasion to increase 

motivation and enablement to improve opportunities. Since the studies we examined used 

heterogeneous designs and measures, we could not provide a numerical meta-analysis; yet, 
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theoretical reasoning and the cumulative empirical evidence suggest that designing embodied 

agents in a way that caters to these user perceptions tends to impact SNAP-related behavior 

positively. We lack respective evidence regarding avatars. For avatar design, studies focused 

particularly on the effect that (self-)presence and similarity perceptions have on modeling, 

persuasion, and enablement. Like before with other mechanisms for agents, theoretical 

reasoning and the cumulative empirical evidence suggest positive effects on behavior change. 

Researchers should take these findings as a starting point for understanding what has been 

effective so far in many studies. However, it should not limit future research on these 

mechanisms.  he DHR’s social design relates to a range of primar  social cue t pes (Fogg 

2003). So far, interventions in this area have primarily relied on self-avatars and agents and 

rarely examined the interplay between self-avatars and other-avatars. Self-avatars employed a 

range of self-concepts, such as actual-, ideal-, ought-, and future-self, whereas embodied agents 

acted as counselors, friends, health professionals, and behavior change opponents. Similar to 

the real world, the social dynamics of these interactions are vital (e.g., cultural adaptation and 

turn-taking). 

Further, ph sical cues such as a DHR’s bod  shape, clothing, dimensionalit , d namics, and 

photorealism affect users’ perceptions of similarit , a critical construct for intervention 

outcomes. Researchers relied on synthetic speech, pre-recorded output, and written text for 

language cues. They mostly restricted user input to choosing an answer from a list with seldom 

free text input (e.g., as via Wizard-of-Oz studies) (Yasavur et al. 2014). In terms of 

psychological cues, researchers relied on humor, non-verbal behavior, and social chat that 

match the conversation content (e.g., gestures and facial expressions). 

In our review, we identified the constructs most widely associated with DHR-based 

interventions. Avatar studies mainly evaluated presence and similarity. Agent studies also 

considered other constructs, such as attractiveness, credibility, knowledgeability, likeability, 

naturalit , and trustworthiness.  hese user perceptions influence users’ intervention uptake and 

effectiveness through a range of ps chological mechanisms.  he user perceptions that a DHR’s 

social design triggers support and/or hinder BCI functions. For instance, knowledgeability and 

trustworthiness facilitate education and persuasion interventions, while presence drives 

modeling interventions. Likely, the increased physical similarity between DHR and user and an 

empathic agent support the persuasion intervention function. At the same time, cultural 

adaptation is a controversial topic, as its effects also depend on stereotypes that designers may 

not consider or anticipate at the time of system design. Overall, agent studies mainly relied on 
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education, persuasion, and enablement, while avatar studies mainly employed intervention 

functions targeting motivation (i.e., coercion, incentivization, modeling, and persuasion) or 

physical capability (i.e., training). 

Taken as a whole, the majority of the reviewed studies provided empirical support that one can 

successfully use DHRs for BCIs, especially compared to pure text-based. Nonetheless, readers 

should not understand this review as definitive advice to use DHRs for SNAP behavior change. 

Each time someone applies DHRs, one needs to carefully consider the unique circumstances 

that surround the targeted health behavior, the intervention’s audience, and the possible 

alternatives to DHRs for delivering BCIs. Individual studies found that, for specific 

applications, DHRs can be similarly effective for delivering BCIs when compared to human 

advisors (Johnston et al. 2012; King et al. 2020) or superior to information sheets (Gardiner et 

al. 2017).  tudies have also shown them to alter stud  participants’ step counts significantl  in 

comparison to non-intervention control groups (Bickmore et al. 2013b; Watson et al. 2012) or 

self-reported behavior in contrast to pre-study behavior (Maher et al. 2020; Mohan et al. 2020). 

Yet, the literature currently has neither systematically assessed the implications of the social 

relationship (e.g., empathy, caring) developed between user and DHR as part of the intervention 

nor compared the success of DHR-based BCIs to alternative delivery modes (e.g., text-based, 

dialogue). In particular, a comparison with the related field of human-robot interaction could 

benefit both fields. Robots have also become increasingly important in healthcare (Esterwood 

and Robert 2020) to both treat people (Olaronke et al. 2017) and deliver health interventions 

(Kidd and Breazeal 2008).  n these cases, the social design elements influence the intervention’s 

effectiveness. Despite different interaction modes, DHRs on a screen versus embodied physical 

robots, some findings we identified would also be useful for robot design (Esterwood and 

Robert 2020; Olaronke et al. 2017; Złotowski et al. 201 ). In particular, designers should 

consider the relationship between social design elements, psychological constructs, and 

behavior change that we have elaborated on when designing human-robot interactions. 

Therefore, researchers should consider which constructs support the desired outcome and which 

social design elements would suitably promote these constructs. 

Practical Implications 

Based on our review, we identified various factors that system designers should consider when 

using DHRs for behavior change in the SNAP domain. 
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First, system designers need to put the targeted health behavior at the forefront of all design 

considerations.  he DHR’s social design then follows on to achieve this end. Thus, building on 

the structure in Figure 14, designers need to approach the subject matter “from right to left”. 

They can do so via specifying the targeted health behavior, user group, and COM-B components 

(capability, opportunity, and motivation) early on. For instance, focusing on one specific health 

behavior rather than multiple health behaviors yields better intervention outcomes (Bickmore 

et al. 2013a). Accordingly, designers should choose the intervention function(s) and then 

prioritize the psychological constructs that support these intervention functions (Michie et al. 

2014).   DHR’s design should reflect these decisions to ensure the best possible intervention 

uptake and, finally, success in behavioral terms. Our study provides support by showing which 

constructs and interrelations prior work has studied as well as references to the original papers 

to engage with detailed knowledge regarding focal constructs and interrelations. 

Second, system designers need to carefully consider the type of social relationship they intend 

to build between users and DHRs as it has the power to impact the intervention uptake 

significantly. DHRs need to build a social relationship with users and convey empathy for users 

to comply with an intervention over the long run. Thus, designers should design DHRs to 

explicitly use verbal elements (e.g., voice pitch, tone, and specific speech content) and non-

verbal elements (e.g., gestures and facial expressions) that resemble human communication. 

This consideration of verbal and non-verbal elements in DHR design goes hand in hand with 

rendering the intervention as more enjoyable, the DHR as more trustworthy, and information 

as more credible. A promising avenue in this regard is the co-design approach as it involves 

end users and other stakeholders early on and in all stages of the systems design and evaluation 

process (Noorbergen et al. 2021). 

Third, system designers need to focus on maximizing the extent to which users perceive 

presence and similarity to the DHR. Conveyed through physical, social dynamics, and 

ps chological cues, presence and similarit  increase an intervention’s perceived relevance (Yee 

and Bailenson 2007) and, thus, also contribute to short-term compliance and long-term 

adherence. For example, avatars in interventions fostering physical activity should be shown as 

physically active. Also, designers can use different self-concepts to influence users’ immanent 

self-perceptions and use them for the intervention.  o enhance an avatar’s similarit  and 

attractiveness to the user, designers can implement customization to help users to bond with it 

and show an actual, ideal, ought, or future version of themselves. 
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Fourth, system designers need to carefully consider how they match intervention functions to a 

DHR’s social design. For instance, studies building on embodied agents have primarily used 

education, persuasion, and enablement as intervention functions with support from the 

constructs, trustworthiness, satisfaction, and likeability. In contrast, studies building on avatars 

have so far primarily used coercion, incentivization, modeling, persuasion, and training to alter 

the user’s motivation and ph sical capabilit .  tudies have primaril  used the user perception 

constructs (self-)presence, similarity, and enjoyment with these BCI functions, which 

demonstrates the need to match social design cues and psychological constructs according to 

the intended user perceptions that designers want to use to support the BCIs. Past research has 

shown that having a relational or empathic counselor as compared to a non-relational one can 

positively impact the intervention function of persuasion, which (according to the COM-B-

model) leads to a direct increase in motivation with other possible impacts on behavior, 

capability, and opportunity for interactions among the different functions. Also, physical 

similarity plays an essential role in increasing trustworthiness and credibility, which researchers 

have successfully used to improve the uptake of education BCIs. 

Knowledge Gaps and Directions for Future Research 

Building on our review findings, we identify seven directions for future research. First, 

researchers need to better understand non-professional social roles for other-avatars and 

embodied agents. Up to now, most agents have acted as counselors or coaches, while the BCI 

literature suggests that non-professional roles can also support successful behavior change. This 

should also include the integration and contrasting of multiple roles. For example, one could 

combine a professional coach using an other-avatar for interpersonal communication once a 

week with an agent acting as an emotionally supportive friend daily. To this end, op den Akker 

et al. (2018) proposed the concept of a council of coaches for future research. 

Further factors for future work include DHR age, gender, and gamification, which researchers 

have not yet systematically studied with SNAP BCIs. While many DHRs have focused on an 

educational and conversational approach towards communicating messages rather than for 

gamification, researchers have increasingly acknowledged avatars and agents as a tool for 

gamification. A body of research on gamification (with and without DHRs) to support health 

behavior change exists (e.g., Schmidt-Kraeplin et al. 2019). We see value in future research 

integrating DHR and gamification research to support health behavior change, especially 

regarding longer-term interventions where DHRs and gamification in a combined manner focus 
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on resolving the attrition problem that some studies in our sample reported. Gamification could, 

for example, support interaction with a DHR over prolonged periods required for behavior 

change. Conversely, DHRs could support gamification, such as being the medium for 

communicating feedback, stimulating competition, or increasing the emotions related to 

receiving badges. Besides the social role, research has neglected the influence of social 

dynamics during BCIs. Such social dynamics include the interpersonal distance, initiation, 

timing, and interaction frequency with a DHR. Even though no paper in our review studied 

them, it is conceivable that users may perceive a lower interpersonal distance and feel socially 

closer when they can see only a DHR’s face or upper bod  as compared to a full bod  image. 

Second, more research needs to examine the user-DHR relationship’s temporal d namics. 

Similar to real-world relationships, social dynamics and perceptions may change over time. As 

such, system designers ma  consider changing a DHR’s social design over time, which ma  

decrease repetitiveness, a key reason for attrition (Bickmore et al. 2010). Changing social 

design over time also implies the need to understand the psychological constructs in a more 

detailed way, which researchers can achieve by more consequently modeling user feelings. 

Especially, an increased use of user feedback and sensors, such as activity trackers and video 

cameras, may support an improved modeling of user feelings (Rouast et al. 2021). Using this 

additional knowledge would allow researchers to adapt a DHR according to users’ preferences 

and perceptions and, thus, increase their interest and motivation to participate in an intervention. 

To this end, comparisons about the influence that different social cues have on users in different 

populations could further help them tailor BCIs to specific user groups, or even single users, 

and their current feelings. 

Third, based on established literature and findings from our literature corpus, we established 

that how users perceive DHRs affects whether they adopt BCIs in that different psychological 

constructs benefit certain intervention functions. However, while we have initial evidence, 

broader studies and the design of behavior change applications according to the findings from 

our framework remain an open point for future work. We have seen a plethora of constructs, 

especially regarding user perception. So far, the literature does not identify clear patterns about 

which design features have the most importance for user perceptions, and which perceptions 

best support specific BCIs, and, ultimately, behavior change. We do not see a strong need to 

extend the list of DHR design features or user perceptions. Instead, future research should 

systematically explore and report the relative extent to which design features and perceptions 

contribute to a systematic body of design knowledge. 
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Fourth, we need more research on coercion and restriction interventions. As most DHR-based 

interventions currently focus on positive emotions, we lack research on why users adopt or do 

not adopt interventions that use negative emotions. For instance, we do not know whether DHRs 

that additionally and/or exclusively build on coercion and restriction may facilitate positive 

behavioral change in alcohol overconsumption and smoking. These behaviors currently lack 

representation as BCI targets compared to physical activity and nutrition. However, such 

interventions need to overcome the several challenges involved such as identifying restriction 

breaches, enforcing rules in the real world, and achieving acceptance among users. 

Fifth, researchers should conduct more field studies to understand mid- and long-term behavior 

change, especially in comparison to current face-to-face interventions. At this stage, DHR 

evaluation primarily relies on laboratory experiments on specific design decisions. While these 

studies provide important knowledge to disentangle cause-and-effect relationships under 

controlled conditions, we need complementary studies to evaluate DHR effectiveness in the 

real world. The real-world context would also allow researchers to include additional 

stakeholders (e.g., policymakers in the planning and evaluation stages) and, thus, potentially 

better address larger target populations in more realistic settings. Given the focus on changing 

an individual’s health behavior, one would need to capture the real-world  C ’s 

interdisciplinary context. Researchers need to effectively investigate the effect DHRs may have 

on behavior change compared to the current standard of care, such as face-to-face interventions. 

While two studies have so far analyzed digital counseling with a DHR in contrast to face-to-

face interventions with human advisors (Johnston et al. 2012; King et al. 2020), future studies 

should especially also focus on extending the knowledge in this field to provide further insights 

into the social relationship that emerges with users (e.g., empathy, caring). 

Sixth, behavior change is not easy. Many people struggle to change their behavior even if they 

cognitively understand that they can and that their current behavior harms their health. Indeed, 

that struggle explains why researchers examine how systems can support behavior change. 

However, to date, we lack knowledge on the contexts, conditions, and situations that make 

SNAP-related behavior change particularly challenging. Having such knowledge would allow 

researchers to target DHRs and their intended use patterns towards systematically reducing 

these challenges or respecting their influence on DHRs’ design and potential effect.  hus, we 

suggest future research to identify such challenging contexts, conditions, and situations and 

their interrelation with DHRs. 
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Finally, our review shows that future research on DHR-facilitated health behavior change 

should aim for more abstract (mid-range) theories. Many studies report on specific DHR 

designs in particular contexts. While we need such studies for the field to mature, such an overly 

narrow focus leads to a somewhat disparate body of literature that does not clearly show what 

overarching picture one can expect with a new DHR in a new context. We believe that the field 

would benefit from more abstract approaches that use context, BCI, target behaviors, and the 

like in their theorizing. For example, one could take the existence of DHR design features and 

BCIs as independent variables, the extent and durability of health behavior change as the 

dependent variable, and the health context (smoking, nutrition, etc.) as moderating variables. 

With this chapter, we make a step towards integrating extant knowledge regarding DHR for 

health behavior change. At the same time, we leave ample opportunity for primary design-

oriented and empirical research to advance to more abstract theorizing. 

Boundary Conditions 

In our review, we examined studies that have used DHRs to deliver BCI in the SNAP domain. 

Hence, we explicitly excluded robots as well as avatars or agents with no human representation 

(e.g., virtual animals or mythical creatures). Furthermore, we focused on healthy populations 

to maintain comparability among the different studies without considering special needs (i.e., 

physical or psychological impairments related to a specific health condition). Moreover, our 

results pertain only to the SNAP domain and, hence, one must take care in transferring our 

findings to other areas. Reviewing DHRs’ social design impact in other areas ma  also  ield 

valuable findings for DHRs in health behavior change. We focused on covering a broad range 

of publications across different databases with our search string. Hence, we decided on a 

relatively simple search string involving various terms used across the literature. We cannot 

rule out that we missed a relevant publication. However, we note that we additionally engaged 

in snowballing, which led to five additional publications. Hence, we have confidence that our 

review covers many publications on the subject matter. 

In particular, the COM-  model’s strength lies in its broad applicabilit  for understanding 

behavior change in various settings and helping one select general intervention functions 

(Hendriks et al. 2014; Smits et al. 2018). We built on this broad applicability to structure the 

different types of interventions in extant research. However, given the COM-  model’s broad 

applicability, we note that we have not addressed all the complex relationships between 

capability, motivation, opportunity, and behavior. For instance, as Noorbergen et al. (2019) 
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have indicated, an environmental restructuring intervention may not only directly affect a 

person’s ph sical opportunit  to engage in health  eating habits but also indirectl  affect a 

person’s motivation. Further, the COM-B model received criticism for not including the 

“crucial emotional element of wanting” as a connection between intention and behavior (Marks 

2020). While one could argue that one can see “wanting” as a part of ps chological skills, one 

should not neglect it in evaluating interventions post hoc as it helps one to understand study 

participants’ initial situation and internalized drivers for participation. The COM-B model has 

also received criticism for being “too broad” to provide specific guidance for selecting 

intervention functions and for not indicating which policymakers one should include in 

developing new interventions (Hendriks et al. 2014). As a result, the COM-  model’s 

application in practice can be time-consuming and lengthy, especially when analyzing 

questionnaires, and despite providing clear guidance (Ojo et al. 2019). 

4.5.  Conclusion 

DHRs are a promising tool for the design of interactive UASs. DHRs such as avatars and 

embodied agents have seen increasing use for delivering BCIs that target modifiable risk factors 

of a person’s health behavior in the    P domain.  ased on a structured literature review, this 

chapter summarizes the current body of knowledge on the influence that avatars’ and embodied 

agents’ social design features have on  C s in the    P domain. While the results reveal 

increasing evidence for general effectiveness in facilitating health behavior change overall, 

further research needs to better understand how the DHR of an interactive UAS compares to 

alternative ways to deliver BCIs. Further, existing research in this context primarily focuses on 

physical activity and nutrition while smoking and alcohol overconsumption have only received 

limited research attention. Researchers and practitioners will find the results helpful as a frame 

of reference for informing DHR-based interactive UASs and evaluating their effectiveness. 
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5. Intelligent User Assistance Systems to Enhance Crowd Working 

Crowd work has become an important form of employment for freelancers and individuals all 

over the world (Kittur 2010). The concept is a digital work form based on the principles of 

crowdsourcing (Durward et al. 2016). Crowdsourcing is the use of Internet-based platforms to 

allocate individuals remotely to carry out tasks on a voluntary basis (Howe 2008). In 2017, the 

Leibniz Information Center for Economics estimated that 5.88% of the total active workers in 

the European Union considered themselves as crowd workers (Groen et al. 2017). In the USA, 

around 8% of adults earned a share of their income by conducting online microtasks (Gray and 

Suri 2019; Smith 2016). Enforced through natural growth of the digital labor market, advanced 

digital work forms, and the COVID-19 pandemic these numbers are expected to have increased. 

Especially in countries that suffer from economic pressure, crowd work gains traction since it 

is one of the only remaining stable and sustainable sources of income (Newlands and Lutz 

2021). Also, in companies, the usage of crowd work platforms is continuously increasing. For 

example, in Germany, 8.3% of enterprises in the IT sector rely on services provided by the 

crowd for the development and production of their products (Burger 2021). The rationale for 

this practice is the potential to draw on specialized knowledge and to have more workforce 

flexibility and scalability (Burger 2021). These developments showcase the increasing value 

and importance that crowd work has gained for employees, companies, and the economic value 

chain. 

A typical task in crowd work consists of the following major steps: First, crowd workers select 

a task on the crowd work platform which has been provided by the task provider. After the 

selection, the crowd workers access a presentation of the task instructions and execute it. 

Finally, they receive compensation for their work (Jäger et al. 2019). For microtasks like image 

tagging or idea generation usually take between a few minutes and one hour. These tasks are 

accessed via large crowd work platforms such as MTurk, Clickworker, or appJobber. Crowd 

workers conduct multiple, sometimes up to one hundred microtasks per day in order to generate 

reasonable income (Kittur 2010). This process is repetitive and mentally challenging. Together 

with a low income, this represents a low-quality working environment for crowd workers 

(Durward et al. 2020). This low-level working environment has, in turn, negative effects on 

task performance and the task results for the task requesters. On the one hand, it does not attract 

qualified crowd workers, and on the other, it reduces the motivation of the existing crowd 

workers. 
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To overcome this negative effect on crowd worker motivation and the task outcome, this work 

introduces intelligent UASs for the presentation of crowdsourcing task instructions. Instead of 

presenting information with a traditional desktop-based interface, the crowd workers are 

supported by an intelligent UAS that presents the task instructions and supervises the task 

execution (Qiu et al. 2020b). To provide a more natural interaction, the communication is done 

in natural language. Thus, the intelligent UAS acts as a CA (Dale 2016). This concept is called 

conversational crowdsourcing (Qiu et al. 2021). While microtask crowd work is structured to 

execute simple tasks efficiently, using conversational interfaces might be counterintuitive for 

efficiently conducting repetitive tasks. However, previous research on conversational 

crowdsourcing has shown that crowd workers perceive this interaction form as more natural 

and human-like, which allows for counteracting the monotonous and repetitive nature of the 

microtasks (Qiu et al. 2021). Further, for most of the common microtask types (e.g., creativity, 

user testing) the application of conversational crowdsourcing yielded equal performance results 

in terms of task quality and a more engaging environment for crowd workers than in traditional 

microtasks in previous studies (Qiu et al. 2020b). 

Hence, the presentation of microtasks transforms from traditional information presentation into 

a human-like interaction with an intelligent UAS that acts like a task supervisor. Since crowd 

work does not know the traditional structure of employer and employee, this relationship 

between a supervisor and a subordinate allows to untap the unseen potential of leadership for 

crowd work (Wesche and Sonderegger 2019). In traditional hierarchical human leader-follower 

relationships specific leadership styles are stimulating for the followers and lead to better 

outcomes. Therefore, applying leadership in conversational crowdsourcing relationships with 

the crowd workers might be a promising alternative. Transformational leadership is the 

prevailing leadership theory and focuses on the stimulation of motivation and the inclusion of 

follower engagement (Bass et al. 2003). The application of transformational leadership 

capabilities by human supervisors increases the quality of the unique relationship between the 

leader and the follower (Fischer et al. 2017). This relationship is called leader-member 

exchange (LMX) (Graen and Uhl-Bien 1995; Joseph et al. 2011). An increase in LMX has a 

positive impact on task efficiency (Fest et al. 2021; Kovjanic et al. 2013). Further, the 

application of transformational leadership styles by humans on traditional crowd work task 

presentation has shown a positive impact on task outcome quality and crowd worker perception 

(Kovjanic et al. 2013). The effect of transformational leadership capabilities in conversational 

crowdsourcing is, however, not yet understood. 
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Simultaneously, the success of transformational leadership activities is influenced by the 

emotional capabilities of the leader (Gooty et al. 2010). Emotional capabilities may materialize 

in multiple forms such as a better understanding of follower emotions, more emotional sensitive 

language, and the display of increased understanding towards the emotions of others like 

empathy (Duan and Hill 1996; Pitts et al. 2012). The more perceiving and emotional sensitive 

to followers’ emotions leaders are, the more they are able to create a comfortable and productive 

working environment and stimulate workers to provide better results (Cavazotte et al. 2012). In 

consequence, be ond the effects of transformational leadership capabilities on the followers’ 

relationship emotional capabilities may take an additional and important role in the perception 

of followers also in conversational crowdsourcing. This has, however, not yet been investigated 

so far. 

Concluding, these effects of leadership by human supervisors in traditional crowd work are 

positive and the usage of intelligent UASs for the presentation and supervision of crowd work 

tasks is stimulating. Combining the benefits of transformational leadership and conversational 

crowdsourcing is highly promising. However, research is scarce on how transformational 

leadership and emotional capabilities of intelligent UASs affect the experience of microtasks 

by the crowd workers and their performance in conversational crowdsourcing. Therefore, this 

chapter focuses on two research questions. First, what is the effect of transformational 

leadership capabilities of an intelligent UAS in conversational crowdsourcing on LMX, 

performance, and enjoyment? Second, how is the effect of transformational leadership 

capabilities of an intelligent UAS in conversational crowdsourcing on LMX moderated by 

emotional capabilities? 

This chapter addresses this question by conducting a between-subject online field experiment 

with 239 crowd workers on the online platform MTurk. For the experiment, an idea generation 

task was designed in which the crowd workers had to collect innovative product ideas. This is 

a representative task on crowd work platforms (Cheng et al. 2020; Oppenlaender et al. 2020). 

They are supported in this by an intelligent UAS in the form of a CA. In the task the CA 

presented the task instructions and supervised the task execution. The experiment had a factorial 

design with four experimental treatments in which the CA either was designed with 

transformational leadership capabilities or not and with emotional capabilities by perceiving 

the crowd workers’ emotional status via sentiment analysis of the textual input or not. The 

findings contribute to research with the transfer of the transformational leadership theory to 

conversational crowdsourcing. Theoretically, this work proves the relationship between 
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transformational leadership and LMX in a realistic conversational crowdsourcing task 

supported by an intelligent UAS. Further, this work provides a better understanding of its effects 

in the innovative digital labor environment of conversational crowdsourcing and shows the 

anomalies of its positive effect on the subjective experience of crowd workers’ enjo ment and 

effectiveness and the negative effect on objective performance. Practically, the findings provide 

an interesting starting point for future research on the application of intelligent UASs and 

leadership in crowd workers’ realit .  ntelligent    s provide a practical benefit by improving 

crowd workers’ working conditions.  o be implemented in realit , however, designers of 

intelligent UASs, first, have to overcome the deteriorating objective performance results by 

investigating contextual factors such as task type or AI support to stabilize or even improve the 

task performance for task requesters. 

5.1. Theoretical Background 

Conversational Crowdsourcing 

Crowd work is “a digital form of gainful employment that is based on the principles of 

crowdsourcing in order to orchestrate an undefined mass of people via an open call on IT-

facilitated platforms” (Durward et al. 2016, p. 282). The concept of crowdsourcing describes a 

crowd of people working on problem solving or data collection contributing to a common goal 

(Jäger et al. 2019). Paying a monetary compensation for the work in crowdsourcing over 

platforms like MTurk is, in consequence, called crowd work (Kittur et al. 2013).  

Historically, crowd work gained traction in the beginning of the millennium since it provided 

multiple advantages for the involved stakeholders (Jäger et al. 2019). Crowd work entails three 

parties, the providers of the work tasks (task requesters), the online labor platforms on which 

the work is done, and the crowd workers who conduct the work task. Further, crowd work is 

classified into different categories, namely micro-work which represents short-term, routine 

tasks, and more complex macro-tasks that can last for multiple hours and are done by more 

skilled and educated workers (Kittur et al. 2013; Shafiei Gol et al. 2019). 

Crowd work offers multiple benefits for the task requesters and crowd workers, such as 

flexibility and independency of employment (Jäger et al. 2019). However, these benefits come 

with unsolved challenges. Crowd work is abused for very low payments and the abduct of 

established work protection mechanisms such as health insurance, social security, and pensions. 

For example, crowd work amplifies multitasking behavior which can be origin of 
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inattentiveness and stress for the crowd workers (Gould et al. 2016). For the task requesters, 

there is a risk not to receive the adequate quality of work results. Several studies have brought 

attention on challenges that hinder an effective and beneficial application of crowd work (Deng 

et al. 2016; Oppenlaender et al. 2020; Shafiei Gol et al. 2019). 

In recent years, CAs are applied to handle crowd work task execution, making it conversational 

(Mavridis et al. 2019). CAs are software that automatically interprets and responds to requests 

expressed in natural language (Dale 2016). Through their ability to interact in natural language 

with humans and their anthropomorphic appearance they have the potential to, both, improve 

the task performance but also to provide a better and more natural task experience for the crowd 

workers leading to higher work quality, satisfaction, and working conditions (Mavridis et al. 

2019; Schuetzler et al. 2020). With the uprise of high-level capabilities through breakthroughs 

in natural language understanding (through models like GPT3) these developments are enforced 

(Kumar 2022). This concept of applying CAs to present and supervise microtasks in crowd 

work is defined as conversational crowdsourcing. Research showed that conversational 

crowdsourcing is at least as effective in task performance and can lead to a significant increase 

in engagement of the crowd workers (Qiu et al. 2020a, 2020b). To showcase the leadership 

abilities of contemporary CAs and their realization of conversational crowdsourcing, we have 

provided an exemplary conversation of a crowdworker with ChatGPT behaving as a leader (see 

Appendix C.1). In sum, conversational crowdsourcing has presented a new interaction form for 

crowd work task presentation and supervision. This creates an interesting alternative for 

innovative applications in crowd work task design. 

Transformational Leadership 

A dominant stream in leadership research is the transformational leadership theory (Bass and 

Avolio 1993). Transformational leadership has the intention to enable followers to transcend 

their own self-interests for a collective higher purpose or vision and to exceed performance 

expectations (Bass and Steidlmeier 1999; Kovjanic et al. 2013). Thereby, leaders who apply 

transformational leadership represent agents for an organizational change (Bass et al. 2003; 

Cavazotte et al. 2012; Pauleen 2003). They motivate followers by leveraging the capabilities 

with a stimulating vision.  his vision elevates the followers’ motivation and morale and 

transforms their self-concept (Bass et al. 2003; Bass and Avolio 1993; Shamir et al. 1993). 

Thereby, the followers create personal identification with the objectives of the leader – the 
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vision – and are motivated to achieve higher-level goals (Shamir et al. 1993). In consequence, 

these objectives provide the foundation for organizational change.  

Transformational leadership is characterized by four leadership execution styles, namely the 

ability to motivate the followers (inspirational motivation), the questioning of individual 

approaches and stimulation (intellectual stimulation), the continuous individual discourse with 

followers (individualized consideration), and the provision of a feeling of putting the followers’ 

feelings over the own feelings (idealized influence) (Bass and Avolio 1993; Howell and Hall-

Merenda 1999). Multiple empirical studies and meta-studies identified a positive relationship 

between the application of these transformational leadership styles and the performance and 

efficacy of organizations (e.g., Dumdum et al. 2002). It strengthens the organizational group 

potency in organizations which represents the collective confidence of groups necessary to 

reach their goals (Guzzo et al. 1993). Through the stimulation of followers to believe in 

themselves and their mission, they develop competency beliefs that are a critical determinant 

of collective efficacy (Zaccaro et al. 1995). On the personal level, followers have a higher-level 

of well-being when experiencing transformational leadership (Wesche and Sonderegger 2019). 

In turn, drivers for the successful application of transformational leadership by leaders seem to 

be associated with the intelligence of the leader and certain personality traits (e.g., extraversion) 

(Bono and Judge 2004).  

Closely connected, the emotional capabilities of transformational leaders play a large role in 

the effectiveness of their leadership behavior. Since they have an intensifying effect on 

transformational leadership (Harms and Credé 2010). Emotional capabilities manifest in many 

forms in transformational leadership behavior. For example, positive emotional expressions 

emphasize the impact of charismatic speech and the behavior of leaders (Bono and Ilies 2006; 

Connelly and Ruark 2010). A reason for such effect is the psychological mechanisms of 

contagion of the positive emotions of the charismatic leader to the followers (Bono and Ilies 

2006). Previous research has shown that the strength of the elements of emotional expressions 

in combination with the activation of leadership has a more desirable effect (Connelly and 

Ruark 2010). However, shedding light on the relevance of correctly applying emotional 

capabilities, the direction of emotions is essential since negative emotions in an activated 

leadership behavior have a negative effect on followers (Connelly and Ruark 2010). 

Furthermore, leaders’ capabilit  to perceive and accuratel  understand the followers’ emotions 

and needs, defined as empathy, is a relevant skill for transformational leaders (Wolff et al. 
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2002). It precedes relevant cognitive processes and informs the behavior of the leader to 

individualize the focus on the followers (Wolff et al. 2002). Ergo, leaders with emotional 

capabilities activel  identif  with followers’ emotions which creates an emotional e perience 

similar to one of the followers (Sally 2000). Therefore, it is important for leaders to show a high 

level of emotional perception and understanding which creates an improved individual 

consideration of the followers (Day and Carroll 2004). 

Leader-Member Exchange Theory 

Beyond the sole behavior of the leader, the LMX theory has put focus on the unique dyadic 

relationship between leaders and their followers (Graen and Uhl-Bien 1995; Joseph et al. 2011). 

 M  states that “leaders establish different social e change relationships with different 

followers” (Howell and Hall-Merenda 1999, p. 682). This stands in contrast to previous 

theories, which assumed to explain leadership as a function of personal characteristics of the 

leader or features of the situation (Gerstner and Day 1997). However, this implied relationship 

was not sufficient for explaining different follower behaviors depending on different leaders 

(Howell and Hall-Merenda 1999, p. 608). LMX theory states that the quality of the experienced 

relationship is a predictor of multiple outcomes such as work performance, mental well-being, 

or organizational commitment (Fischer et al. 2017). The LMX relationship shapes the work 

environment for the followers and influences the feelings of mutual obligation (Dulebohn et al. 

2012). Looking at antecedents of LMX, Dulebohn et al. (2012) distinguish three dimensions: 

follower characteristics such as personality or competence, leader characteristics such as 

transformational leadership or leader personality, and interpersonal relationships such as 

perceived similarity or self-promotion. Of these, the leader characteristics revealed the strongest 

explanation of the variance of LMX (Dulebohn et al. 2012). 

5.2.  Hypotheses Development 

Based on the concept of conversational crowdsourcing and the theories of transformational 

leadership and LMX, in this study, we investigate the effect of transformational leadership and 

emotional capabilities in conversational crowdsourcing. Figure 15 presents the underlying 

research model together with the respective hypotheses. Capabilities represent capabilities of 

the CA. Perceptions are perceptions of the crowd worker. We derive these hypotheses in the 

following. 
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Figure 15: Research Model 

Effect of Transformational Leadership on LMX in Conversational 

Crowdsourcing 

 ransformational leadership represents a formulation of a leader’s vision and the identification 

of the followers with this vision which culminates in an adaptation of their self-concept. In 

human relationships, the application of transformational leadership has a strong influence on 

the perception of the followers. This perception is the core of LMX, a perception of the 

relationship between the leader and the follower (Fischer et al. 2017; Kirkpatrick et al. 1996). 

Multiple studies have shown the effect of transformational leadership on LMX in human leader-

follower relationships (Dulebohn et al. 2012). 

Crowd workers receive payment for conducting (micro-)tasks on online labor platforms on a 

freelance basis (Jäger et al. 2019). In conversational crowdsourcing, AI-based CAs present and 

supervise the task execution of the crowd workers. CAs have the capability to interact with 

humans via natural language and have a human-like appearance. Previous research on human 

interaction with CAs has shown that humans identify with them and perceive them as social 

counterpart (Nass and Moon 2000).  

Simultaneously, with the rise of AI-based agents and software robots into work practices, the 

experience of leadership functions in automated agents becomes reality (Höddinghaus et al. 

2021). In consequence, there have been first steps in research to investigate the effect of such 

functions (Wesche and Sonderegger 2019), for example, in the context of skill coaching for 

crowd workers (Chiang et al. 2018). Previous research showed that individuals experienced 
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higher integrity and transparency with automated agents in comparison to human agents 

(Höddinghaus et al. 2021). These are two influential factors for leadership effectiveness. Such 

findings on the general perception of CAs and on human perceptions of automated leadership 

suggest that the effect of transformational leadership also holds for the interaction of humans 

with leadership in CAs. In crowd work, a CA that formulates a vision and provides motivational 

suggestions as transformational leadership capabilities might have a positive effect on the 

crowd worker. Based on these findings, we assume that transformational leadership capabilities 

in CA in crowd work increase the perceived quality of LMX. Therefore, we transfer these 

findings to the context of conversational crowdsourcing and derive the following hypothesis: 

Hypothesis 5.1.1: A conversational agent with transformational leadership capabilities in 

conversational crowdsourcing increases leader-member exchange compared to a 

conversational agent without transformational leadership capabilities. 

Influence of Emotional Capabilities on Transformational Leadership 

Transformational leadership is influenced by multiple characteristics of the leaders such as 

personalit , conte t, and the leader’s capabilities. One important asset for leadership 

effectiveness are the emotional capabilities, the abilities of leaders to understand, handle, and 

apply emotions (Ferris et al. 2009). A potential reason for the importance of emotional 

capabilities in leadership is that emotions are one of the core indicators of a positive or negative 

relationship between the leader and the follower (Graen and Uhl-Bien 1995). The capability to 

perceive and understand the emotions of the followers and to dynamically react and regulate 

them is highly beneficial in order to create a stable and valuable relationship between the leader 

and the follower (Day and Carroll 2004; Gooty et al. 2010). This effect increases the more 

relational aspects are present in the LMX relationship and less rational the relationship is 

(Ashkanasy and Daus 2002). Further, emotional capabilities by a CA materialize in multiple 

ways, for example, in the form of increased empath . Empath  is the “process of humanizing 

objects, of reading or feeling ourselves into them” (Duan and Hill 1996, p. 1). This emotional 

reading and showing emotional understanding of the situation of the crowd worker is similar to 

the perception of social support. Social support for crowd workers, in turn, leads to an increase 

in crowd workers’ engagement (Ihl et al. 2020). Reasons for this development are the creation 

of an identification of crowd workers with their task and the idea behind it and the enhanced 

meaningfulness of their work (Ihl et al. 2020). Harms and Credé (2010) demonstrated the 
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importance of this effortful connection between emotional capabilities and transformational 

leadership capabilities in their meta-analytical review.  

Combining the findings on the relationship between leaders’ emotional capabilities with 

transformational leadership and the transfer of the effect of transformational leadership to 

automated CAs, we derive that CAs that are capable of showing emotional capabilities like 

empathetical behavior emphasize the positive impact of transformational leadership capabilities 

on the relationship between the CA as a leader and the crowd worker in conversational 

crowdsourcing. We hypothesize: 

Hypothesis 5.1.2: A conversational agent leveraging emotional capabilities in conversational 

crowdsourcing positively moderates the relationship of a conversational agent with 

transformational leadership capabilities and leader-member exchange compared to a 

conversational agent without emotional capabilities. 

Effect of LMX on Objective Performance and Crowd Worker Perceptions 

According to LMX theory, a high-quality leader-follower relationship perceived by the 

follower increases the intrinsic motivation to invest more effort in the work at hand (Wayne et 

al. 2002). High quality of LMX represents a high valuation of the working conditions by the 

followers. Also, it represents a higher level of trust in their supervisors. The followers feel the 

need to reciprocate this beneficial treatment by increasing their work effort. An increased 

investment of effort correlates with an improvement in outcome quality. This holds, in 

particular, in crowd work microtasks which do not require special education or prior knowledge 

(Kittur et al. 2013). Herein, microtasks in crowd work do not differ from physical work.  

In conversational crowdsourcing, a CA may act as a leader who is fostered through its human-

like appearance (Qiu et al. 2021). Previous knowledge has shown that such a human relationship 

also establishes with a CA, in particular, if the CA is accepting, understanding and non-

judgmental, which are typical transformational leadership characteristics (Skjuve et al. 2021). 

Through these characteristics, we argue that the positive effects of LMX on outcome 

performance are also valid in the context of conversational crowdsourcing. This transfer to 

conversational crowdsourcing means that the task performance of crowd workers in microtasks 

improves. Hence, we believe that higher quality of LMX leads to an increase in objective 

performance of conversational crowdsourcing tasks. We formulate the following hypothesis: 
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Hypothesis 5.1.3: The quality of the leader-member exchange perception is positively related 

to objective performance of crowd workers in conversational crowdsourcing. 

In crowd work, two dimensions play a role in the performance outcomes of the task crowd 

workers are performing. First, the crowd workers perform their work and this can be measured. 

For example, for labeling tasks this is the number of correct labels set. This represents the 

objective performance and is, in particular, interesting for the crowd work task requesters. 

Second, the crowd workers’ perspective is relevant. Crowd workers assess the outcome of their 

work. Their assessment has a strong influence on their self-perception and identification with 

the task (Durward et al. 2020). A better relationship between the leader and the follower 

(i.e., LMX) positively stimulates this assessment due to higher trust and a facilitated process of 

identification (Kittur et al. 2013). Following this idea, crowd workers that invest more effort 

into their work due to a better LMX assume a higher effectiveness of themselves. This higher 

perceived effectiveness is equal to their subjective performance perception. Therefore, high 

quality LMX promotes the perceived personal value crowd worker are drawing from their work. 

We hypothesize:  

Hypothesis 5.1.4: The quality of the leader-member exchange perception is positively related 

to the subjective performance in form of perceived effectiveness by the crowd worker in 

conversational crowdsourcing. 

Hypothesis 5.1.3 and hypothesis 5.1.4 relate to objective and subjective performance of the 

task. Simultaneously, a relevant aspect for the crowd worker perspective is the enjoyment 

crowd worker experience while conducting the task. Together with the perceived effectiveness 

it is a factor for influencing perceived self-efficacy of crowd workers (Sitzmann and Yeo 2013). 

The experienced task enjoyment determines the intrinsic task motivation (Sansone and Morgan 

1992). In creative task processes, task enjoyment is described as the degree of having fun and 

satisfaction during a creative process and the absence of annoyance and frustration (Dahl and 

Moreau 2007). A high level of task enjoyment makes humans more likely to engage in an 

activity in the future (Sansone and Morgan 1992). In crowd work, this means that it is easier 

for task requestors to attract crowd workers in future tasks. An improvement in the relationship 

of the leader and the follower, a higher LMX, leads to an increase in well-being at the workplace 

(Sparr and Sonnentag 2008), in particular in the form of control and satisfaction with the task 

at hand (Dulebohn et al. 2012). Since we assume that these findings are also valid for the 

relationship between an AI-based CA and crowd workers, we transfer them to the context of 
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conversational crowdsourcing. Hence, we argue that increased LMX between a CA as leader 

and a crowd worker as follower increases the enjoyment of the crowd worker during the task 

execution. We hypothesize:  

Hypothesis 5.1.5: The quality of the leader-member exchange perception is positively related 

to the perceived enjoyment of a crowd worker in conversational crowdsourcing. 

5.3.  Methodology 

In this study, we conducted an online experiment as a conversational crowdsourcing task to 

generate innovative ideas guided by a CA on the platform MTurk and a second crowd work 

task to assess the quality of the generated ideas from the first task. 

Conversational Crowdsourcing Experiment 

Participants 

We recruited 256 participants via MTurk. The payment for experiment participation was 

divided into a fixed and variable share. Each participant received a fixed amount of $4.50 for 

task completion and a variable amount of up to $0.30 depending on the total number of ideas 

generated. The payment corresponds to the standard average wage level in the country of the 

stud ’s institutions ($13.0 per hour).  o ensure the collection of high-quality data, we 

rigorously excluded 17 participants who failed one of multiple attention checks (one reverse-

coded item, one control item instructing participants to check the second leftmost answer 

option, an introductory question regarding the nature of the task). The final sample consisted of 

239 participants with an average age of 38.85, of which 111 participants were females (46.44%) 

and 128 males (53.56%). 

Experimental Design and Procedure 

To test our hypotheses, we conducted an online field experiment with four experimental 

treatment conditions. To have a natural crowdsourcing task, we created a human-intelligence 

task (HIT) for the creation of design ideas for a product. The HIT was guided by a CA with the 

name “Crow ”. We designed the C  with four conditions of either having transformational 

leadership capabilities or not and either having emotional capabilities or not (2x2 factorial 

design). Participants were randomly assigned to one of the treatment conditions (between-

subjects design). The experiment is a natural field experiment, according to Harrison and List 
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(2004), due to the participant pool, information, task, stakes, and environments which are 

typical for crowd work on MTurk. 

The experimental procedure is presented in Figure 16. After starting the HIT, the participants 

were informed about the task objective, the generation of innovative ideas for the product, the 

payment scheme, and the task duration. We framed the task as a task for finding new product 

ideas for travel cases on behalf of a research and development department of a travel cases 

manufacturer. We chose travel cases since they are familiar to the majority of the crowd worker 

population and applicable for product research by enterprises. This was followed by 

demographic questions. Following the general introduction, participants were randomly 

assigned to one of the treatment conditions and exposed to the task interface. It consists of the 

chat interface on the left side and information about task, time, and generated product ideas on 

the right (see Appendix C.2). In the task interface, participants started to communicate with the 

CA that introduced itself, provided a detailed description of the task, and checked for correct 

task understanding (i.e., asking “For what type of product should you find new product 

application ideas?”).  fterwards, the  started the task e ecution.  he C  asked two questions 

to assess the emotional state of the participant (i.e., “How do you feel today?”, “Do you like 

travel cases?”).  hen, the C  asked the participants to start the task and, when the crowd 

workers were ready, the CA started the idea generation phase in which the participants were 

able to enter ideas. This phase lasted for ten minutes. During the idea generation phase, 

participants were able to share their ideas with the CA via the text interface. Ideas were 

presented in list form next to the chat. After ten minutes, the CA finished the task and provided 

the participant with a code to continue. Subsequently, the participants answered a questionnaire 

and received a debriefing about the experimental nature of the task. 

 

Figure 16: Summary of the Experimental Procedure 

Experimental Task 

Our goal was to conduct a field experiment to investigate the experience of real-world crowd 

workers in their natural environment (i.e., on MTurk) (Harrison and List 2004). Besides online 

freelancing for larger projects (e.g., programming, proof-reading), a large share of crowd work 

is done via microtasks (Durward et al. 2020). A common microtask form is creative idea 

generation or ideation tasks (Oppenlaender et al. 2020).  hose tasks are characterized as “open-
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ended tasks and activities in which users develop new ideas” (Kerne et al. 2014, p. 1). Using 

crowd work to benefit from the creativity of the crowd workers is promising and widely applied 

due to the easy access to a larger number of diverse individuals (Oppenlaender et al. 2020). 

Therefore, to evaluate the effect of transformational leadership capabilities in conversational 

crowdsourcing, we decided to develop a creative ideation task based on the task design of 

Kovjanic et al. (2013), who investigated the relationship between a human leader and followers 

in their crowdsourcing experiment. The experimental task was to generate as many ideas for 

travel cases as possible within ten minutes. To ensure a minimal idea quality, idea descriptions 

had to contain at least five words. We, further, required the participants to provide a minimum 

of three ideas to successfully complete the task to prevent participants from simply letting time 

pass. 

Experimental Treatment Phases 

The experience of the experimental treatments took place in three experimental treatment 

phases (ETP) (see Figure 17). In the first ETP (ETP1), the participants read through two 

informative screens that contained an introduction text for the travel case innovation task by 

the CA but not in a conversational form (see Appendix C.2 for details). Afterwards, they entered 

ETP2 in the form of a conversational chat window. In this second phase, an additional 

conversational introduction took place. In the third ETP3, the participants kept on 

conversationally interacting with the CA to execute the ideation task. In this phase, both the 

submission of the ideas and interaction with the CA took place. We separated the treatment 

experience into these phases since the interaction with a CA is different from the interaction 

with traditional desktop-based information. The amount of information that was previously 

presented via pages with information overloads the textual conversational interaction in a chat 

window. Therefore, we decided to send an informative page as an address by the CA to the 

crowd worker and continued with the conversational interaction in ETP2. With this approach 

of an initial textual address by a leader as part of the experimental treatment, we followed 

Kovjanic et al. (2013) and Felfe and Schyns (2006). We present an overview of the 

transformational leadership and emotional capabilities of the three ETPs in Appendix C.3, as 

well as exemplary treatment capabilities of the ETP in Appendix C.4. 
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Figure 17: Summary of the Three Experimental Treatment Phases 

Experimental Treatment Conditions 

We employed a between-subjects full factorial design with two factors: transformational 

leadership capabilities (presence/absence) and emotional capabilities (presence/absence). The 

four resulting treatments are: 

(1) Baseline treatment: The CA has no leadership and no emotional capabilities. 

(2) Leadership treatment: The CA has transformational leadership capabilities only. 

(3) Emotional treatment: The CA has emotional capabilities only. 

(4) Full treatment: The CA has transformational leadership and emotional capabilities. 

We implemented a C  with the name “Crow ” with a common C  development framework 

(Microsoft Bot framework). The CA led the crowd workers through the ideation task. After the 

welcome screen, it introduced itself to the participants by its name. From that moment on, all 

information was provided to the participants by the CA. For the CA design with 

transformational leadership capabilities, we had to choose the gender of the CA. However, to 

the best of our knowledge, there are no established scientific findings in leadership research 

with regard to the role of gender of CAs and its relation to the strength of leadership. To solve 

this challenge, we determined the CA gender dynamically to match the gender of the 

participant. Previous research has shown that interacting with an avatar of the same gender 

yields higher persuasiveness (Guadagno et al. 2007). Based on the answers to the demographic 

questions before the treatment experiment, the CA adapted to the crowd workers’ gender. For 

example, the CA was female for female crowd workers. The gender was also represented in the 

identifying image of an avatar for the CA (see Figure 18). To maintain comparability, the avatar 

wore identical clothing (i.e., jumper, shirt) and had similar facial features and characteristics 

(i.e., hair color). 
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Figure 18: Representation of the Female and Male Conversational Agent 

Transformation leadership includes four leadership execution styles. This section describes 

these four transformation leadership execution styles in detail. Three of those serve as the 

foundation for the experimental treatment conditions. According to Bass et al. (2003) the 

execution styles consist of the following in detail: 

Inspirational Motivation: Leaders create team spirit by providing enthusiasm and optimism 

combined with a meaning and a continuous challenge of the followers’ work.  he  achieve that 

by envisioning an attractive future state to reach, which the followers overtake for themselves 

in the course of the identification with the leader’s goals. 

Intellectual Stimulation: Transformational leaders pursue to stimulate the thinking process of 

their followers to reach innovative and creative solutions. Therefore, they continuously question 

assumptions of the status quo and reframe existing problems to approach them in a new way. 

Additionally, in transformational leadership follower mistakes are not the origin of public 

criticism. 

Individualized Consideration: A core of transformational leadership is the focus on the 

follower as an individual. Therefore, leaders consider and mention each individual’s need for 

achievement and growth. Leaders rather act as mentors than as pure assessors and have the goal 

to develop the potential of their followers. They support this via learning opportunities and by 

considering each individual's strengths and weaknesses. 

Idealized Influence: The idea of a transformational leader is that such leaders are admired by 

their followers. They achieve this by the presentation of different values in their actions, such 

as putting the followers’ needs over their own, sharing common risks together, and acting 

according to common ethical principles. Followers often perceive this as charisma which 

creates trust and respect. It lets the followers want to identify with the leader. 

To introduce transformational leadership capabilities into the experimental treatment, we 

operationalized the three styles of the transformational leadership theory: individualized 

consideration, intellectual stimulation, and inspirational motivation (Bass and Avolio 1993; 
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Bass and Steidlmeier 1999). We decided against the operationalization of idealized influence. 

 dealized influence in the leader is defined as “charisma which is envisioning, confident, and 

sets high standards for emulation” (Bass and Steidlmeier 1999, p. 187). In our creativity 

microtask, the CA has limited short-term interactions with the crowd workers. Since the 

provision of charisma is highly complex, it is difficult to operationalize it in a CA. 

The three leadership styles were selectively applied in different forms throughout the 

experimental task by the CA. For individualized consideration, the CA showed individual 

attention to the crowd worker (i.e., “I have checked your ideas…”), for inspirational motivation 

the CA tried to individually motivate the crowd worker (i.e., “We will be successful!”), and for 

intellectual stimulation the C  aimed to provide support for solution seeking (i.e., “Think about 

what you like.”).   detailed description of the application form and timing of the leadership 

styles is presented in Appendix C.3. 

We operationalized the emotional capabilities with a system-driven adaptation of the messages. 

Therefore, we measured the sentiment in the answers to the two small-talk questions in the 

beginning of the chat interaction between the crowd workers and the CA. For this assessment, 

we used a sentiment analysis that abstracts discrete emotions on a continuous scale from 

negative to positive (from -1 to 1). For this, we used the sentiment analysis tool VADER (Hutto 

and Gilbert 2014). Depending on the positive or negative sentiment of the answers, the CA 

changed its answers (e.g., “That's nice to hear” vs. “Well, then let's forget the rest of the day!”) 

and used emojis (e.g., “:-)”). 

Measurement Variables 

LMX: To measure the quality of the exchange relationship between the CA and the participant, 

we adapted the LMX-7 questionnaire. The LMX-7 is a well-established questionnaire that 

measures the relationship between the leader and the follower (van Breukelen et al. 2006). Due 

to the special case of leadership in conversational crowdsourcing and the short-term interaction 

in a microtask, we removed three items that address a traditional long-term work relationship 

(e.g., “My leader would bail me out at his/her expense”). We adapted the remaining four items 

to the experimental scenario. All items used for the experiment and the following scales are 

provided in Appendix C.5. 

Objective Performance: To complement the subjective perception of participants via survey, 

we conceptualized the objective performance of the participants in an idea generation task with 
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three measures: quality, elaboration, and quantity of the ideas submitted. Since idea quality is 

complex to assess objectively, we followed a common approach in creativity research for idea 

quality assessment (e.g., Wu and Bailey 2021). We conducted a second study with a new cohort 

of crowd workers (376 participants) in which multiple crowd workers assessed the quality of 

each idea. Their assessments were then averaged. We present the details of this evaluation in 

the following section (Section Idea Quality Evaluation Study). While this approach is not 

entirely objective by nature since humans make a judgment, we follow established methods and 

assume a high level of objectivity. In the following, we will, therefore, speak of objective 

performance. Second, we collected the elaboration of each idea in terms of written letters per 

idea. The more detailed an idea is described, the easier the task requester can process it for 

further usage. A higher elaboration of the idea is an indicator of better performance. Third, we 

assessed idea quantity and counted the number of ideas produced by each crowd worker. To 

assure uniqueness, two authors checked the ideas independently and removed redundant ideas. 

Perceived Performance: We measured the subjective performance perceptions of the 

participants with a four-item scale of perceived effectiveness by Dennis (1996) and Dennis et 

al. (1996). 

Perceived Enjoyment: In addition to performance, we measured the perceived enjoyment of 

the crowd workers during task execution to analyze the enjoyment of the participants when 

conducting conversational crowdsourcing. Therefore, we used a three-item scale by Füller et 

al. (2009). 

Manipulation Checks: To ensure that the manipulation of the transformational leadership 

capabilities was effective, we collected the perceived leadership effectiveness of the CA with 

an adapted scale by van Knippenberg and van Knippenberg (2005). For emotional capabilities 

of the CA, we collected the perceived empathy of the CA with an adapted scale by Watson et 

al. (1998) since empathy is a valid signal for increased emotional capabilities. We removed two 

items to maintain suitability for the experimental scenario. 

Controls: We controlled for demographic differences in age, gender, and education, as well as 

experience with crowd work and CAs. 
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Idea Quality Evaluation Study 

To assess idea quality, we conducted an additional study in which each idea was evaluated by 

exactly three individual crowd workers. Through this approach, we reduced the influence of 

personal attitudes and perceptions. 

Participants 

For this study, we recruited 376 participants via MTurk. Quality assessment is a regular task on 

MTurk and crowd workers are familiar with this task type. Participants received a fixed 

payment of $2.00. We ensured that none of the participants had previously participated in the 

first task by excluding the respective crowd workers’  Ds.  o maintain idea qualit , we 

excluded 42 participants who failed one of the two attention checks (i.e., two instructional 

control questions that requested not to answer them). The final data set consisted of 334 

participants with an average age of 39.5, of whom 139 (41.62%) were female and 195 (58.38%) 

were male. 

Procedures 

First, the participants received an introduction that explained that the participants had to 

evaluate the quality of innovative travel case ideas. The introduction specified that the ideas 

were not limited to any area or domain. Second, participants received a tutorial for the 

assessment of the idea quality and the relevant quality dimensions. For the quality dimensions, 

we followed Dean et al. (2006) that defined four idea quality dimensions: novelty, feasibility, 

relevance, and specificity. Subsequently, we aggregated them into one idea quality measure. 

The items for feasibility and relevance are derived from the definition by Dean et al. (2006). 

For novelty and specificity, we used items by Blohm et al. (2011). This resulted in a four-item 

scale for idea quality (i.e., Please rate the extent: (1) “to which the idea is novel”, (2) “to which 

the idea can be implemented easily (considering costs, time, infrastructure, legal issues, etc.)”, 

(3) “to which the idea's utility is clearly described”, (4) “to which the idea clearly applies to 

the stated problem”). Third, the participants received an example of an idea description to 

familiarize themselves with the idea complexity. After this introduction, the idea quality 

evaluation began. For the evaluation, the participants received 16 ideas randomly selected from 

the idea pool and evaluated them on the four-dimensional scale. After evaluating all 16 ideas, 

participants were asked to provide demographic information and the study ended. 
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5.4.  Results 

An initial descriptive analysis reveals that the treatments with transformational leadership 

capabilities have higher means for LMX, idea quantity, perceived effectiveness, and perceived 

enjoyment compared to treatments without them (see Table 12 for descriptive values). 

However, we also see lower values for idea quality and elaboration with the transformational 

leadership treatments. The treatment with emotional capabilities reveals multifaceted results 

since the mean for LMX, idea quantity, idea elaboration, and perceived effectivity is higher 

than in the baseline treatment but lower for idea quality and perceived enjoyment. Further, the 

mean of the treatment with leadership and emotional capabilities is between the mean of the 

treatments with single capabilities. 

Variables 

Experimental treatment conditions 

Baseline 

characteristics 

Transformational 

leadership 

capabilities 

Emotional 

capabilities 

Leadership 

and emotional 

capabilities 

LMX 
Mean 3.119 5.180 4.000 5.072 

SD 1.493 1.394 1.719 1.429 

Objective 

performance: 

Idea quality 

Mean 4.807 4.608 4.736 4.629 

SD 0.682 0.813 0.741 0.788 

Objective 

performance: 

Idea elaboration 

Mean 114.594 100.524 117.971 111.434 

SD 69.201 53.268 72.973 62.53 

Objective 

performance: 

Idea quantity 

Mean 6.424 7.264 6.734 6.896 

SD 3.292 2.811 3.02 2.477 

Perceived 

effectiveness 

Mean 5.441 5.599 5.465 5.635 

SD 0.898 1.064 1.024 1.191 

Perceived 

enjoyment 

Mean 5.147 5.471 5.135 5.333 

SD 1.429 1.515 1.46 1.602 

Table 12: Mean and Standard Deviation in the Experimental Treatment Conditions 

To test our hypotheses, we chose structural equation modeling (SEM). Since the underlying 

data did not meet the assumptions of normality, we applied partial least square SEM (PLS-

SEM) rather than covariance-based SEM. PLS-SEM allows to model latent constructs under 

the condition of non-normality with small to medium sample sizes (Jannoo et al. 2014; Wang 

et al. 2011). Standard criteria suggest adequate reliability and validity of the measurement 

model (see Appendix C.6 for details). A test for common method variance among latent 

constructs shows that this is not an issue in our data (see Appendix C.7 for details). To 

complement our findings, we also computed the initially planned covariance-based SEM 
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approach with R studio (v.2021.09.2) and the lavaan package (v.0.6-10), which confirmed our 

results. 

 he e periment design includes the manipulation of the C ’s transformational leadership and 

emotional capabilities. We tested the success of the leadership manipulation by asking how 

much the participants perceived the CA as a leader (with the construct perceived leadership 

effectiveness, e.g., “Crowy is a good leader.”).  he results show that the C  was significantl  

more perceived as a leader in the treatment with leadership characteristics. Further, we tested 

the emotional capabilities manipulation with the perceived empath  (e.g., “Crowy gave you 

individual attention.”).  he anal sis shows that the manipulation was effective (see Appendix 

C.8 for details). 

Evaluation of Structural Model 

After verifying the measurement model validity, we proceed with analyzing the structural 

model, including the C ’s capabilities. Figure 19 shows the estimation results of the structural 

model and Table 13 provides a summary of the hypotheses evaluation. We used 5,000 

bootstrapping resamples to estimate the significance of the path coefficients. 

 

Figure 19: Structural Equation Model of the Research Model 

As indicated by the descriptive analysis, transformational leadership capabilities by a CA have 

a positive effect on  M  (β = 0.4 6, f² = 0.267, p < 0.001). Following Cohen et al. (1998) we 

report a medium effect size. Thus, we find support for hypothesis 5.1.1. The positive effect of 

transformational leadership capabilities in a CA on LMX is moderated by the effect of 
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emotional capabilities in a CA. Contrary to our expectation, emotional capabilities in the CA 

have a small negative moderating effect on the relationship between transformational leadership 

capabilities in the C  and  M  (β = -0.141, f² = 0.026, p < 0.05). Thus, hypothesis 5.1.2 is not 

supported. Not being part of our research model, we also analyzed the relationship of emotional 

capabilities by a CA on LMX. To complement our analysis, we see a positive direct effect 

(β = 0.116, f² = 0.017, p < 0.05). 

Subsequently, the influence of LMX on the different dimensions of objective performance is 

predominantly negative. The effect of LMX on idea quality shows a medium significant 

negative effect on idea qualit  (β = -0.387, f² = 0.176, p < 0.001) and a small significant negative 

effect on idea elaboration (β = -0.170, f² = 0.030, p = 0.008). For the effect of LMX on idea 

quantit  we find no significant effect (β = -0.005, f² < 0.001, p = 0.937). Therefore, we have to 

reject the hypothesis 5.1.3 since some of the subdimensions (i.e., quality, elaboration) do not 

show the hypothesized effect. In contrast, for the effect of LMX on the subjective performance 

perception, we report a medium significant positive effect for perceived effectiveness 

(β = 0.425, f² = 0.221, p < 0.001). We report support for hypothesis 5.1.4. Finally, the results 

show a strong positive effect between LMX and perceived enjoyment of the crowd workers 

during the task (β = 0. 92, f² = 0. 40, p < 0.001). Therefore, we find support for hypothesis 

5.1.5. 

Hypotheses Results Findings 

H 5.1.1 Supported 
Providing CAs with transformational leadership capabilities in 

crowd work increases LMX. 

H 5.1.2 Not supported 

Providing CAs with emotional capabilities in crowd work 

negatively moderates the relationship of CAs with transformational 

leadership capabilities on LMX. 

H 5.1.3 Not supported 

(a) Higher quality of LMX decreases objective performance in 

form of idea quality in conversational crowdsourcing. 

(b) Higher quality of LMX decreases objective performance in 

form of idea elaboration in conversational crowdsourcing. 

(c) Higher quality of LMX has no significant effect on objective 

performance in form of idea quantity in conversational 

crowdsourcing. 

H 5.1.4 Supported 

Increased LMX increases the subjective performance in form of 

perceived effectiveness by the crowd worker in conversational 

crowdsourcing. 

H 5.1.5 Supported 
An increase in LMX will increase the perceived enjoyment of the 

crowd workers in conversational crowdsourcing. 

Table 13: Summary of Hypotheses Testing 
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5.5.  Discussion 

The primary goal of our study was to investigate the effect of transformational leadership and 

emotional capabilities in conversational crowdsourcing. Based on the transformational 

leadership and LMX theory, our results show that a C ’s transformational leadership 

capabilities lead to an improved relationship between the CA and the crowd workers. This, in 

turn, resulted in higher subjective perceptions of effectiveness and enjoyment of the crowd 

worker. Interestingly, objective performance remains unaffected (i.e., idea quantity) or 

deteriorates (i.e., idea quality, elaboration) depending on the objective performance measure 

applied. Emotional capabilities did not emphasize but mitigate the effect of transformational 

leadership capabilities. From our findings, we derive several contributions to research and 

practice. 

Contribution to Theory 

Positive Effect of CA’s Transformational Leadership Capabilities on LMX 

To the best of our knowledge, our study is the first to investigate and show the positive effect 

of transformational leadership capabilities in conversational crowdsourcing agents on the 

relationship between the crowd worker and such agents (i.e., LMX) as perceived by the crowd 

workers. Thus, we contribute knowledge on this interesting relationship in conversational 

crowdsourcing research. Noteworthy, we are able to support the existing theoretical findings 

from human relationships between leaders and followers (Dulebohn et al. 2012; Fischer et al. 

2017). Hence, they are transferrable to leadership relationships between humans and CAs. 

Thereby, we contribute to the theory of transformational leadership and LMX by showing that 

the effects are also valid in the context of CAs and conversational crowdsourcing in particular. 

Negative Moderation Effect of Emotional Capabilities 

Our results show a negative moderation effect of emotional capabilities on the relationship 

between transformational leadership capabilities and LMX. That means with an increase in 

emotional capabilities in the CA, we observe a weaker effect of transformational leadership 

capabilities on LMX. This, however, stands in contrast to the theoretical foundation of 

transformational leadership theory and the expected outcome. While transformational 

leadership capabilities in the form of motivation and a vision positively impacted the perception 

of the relationship between the CA and the crowd worker, additional emotional capabilities led 
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to a weaker positive impact on this relationship. Thus, the crowd workers did not appreciate if 

the CA had leadership and emotional capabilities. A potential interpretation of these results 

might be that the human crowd workers valued the positive impact of being guided with a vision 

but disliked an emotional CA. It appears that crowd workers perceive the leadership guidance 

support by a CA as a functional characteristic and, henceforth, as valuable for their task at hand. 

While we hypothesized that emotional capabilities provide a form of social support that 

increases worker engagement (Ihl et al. 2020) this support had a negative influence. Social 

support on the emotional level is a human capability. At the same time, crowd workers are 

aware that the CA is not human. This implies that the crowd workers did not trust a CA to play 

the role of a human emotional leader and to provide social support. The CA became less 

authentic and there was no additional functional value of the emotional capabilities for the 

crowd workers. This might have diminished the transformational leadership effect on the 

relationship between CAs and crowd workers. 

Contrasting Effect of LMX on Objective and Subjective Performance 

The performance variables of our study yielded unexpected results. According to LMX theory, 

an increase in LMX by the follower leads to an increase in task performance, task enjoyment, 

and emotional commitment (Dulebohn et al. 2012; Gerstner and Day 1997). While the crowd 

workers reported an increase in enjoyment, our findings, however, show a significant negative 

effect on two objective performance variables, namely idea quality and idea elaboration. In 

detail, the crowd workers that experienced transformational leadership capabilities had a better 

perception of the relationship with the supervising CA but were less performant in creating 

high-quality ideas and in providing more detailed descriptions. This finding in the context of 

conversational crowdsourcing is interesting since it contradicts the theoretical foundation of 

LMX theory in human relationships. 

Further, we want to shed light on the task of our study as a specific use case of crowd work. 

Creativity tasks such as the idea generation task we employed are common on crowd work 

platforms (Oppenlaender et al. 2020). However, they are also a special form of crowd work 

tasks which distinguish from matching or labeling tasks in their cognitive and emotional 

requirements for the crowd workers (Oppenlaender et al. 2020). Previous research showed that 

a higher quality of LMX perceived by the followers increases the autonomy of the followers 

together with their creativity (Volmer et al. 2012). That means in a traditional working 

relationship between human leaders and followers a better and individual relationship leads to 
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more and better ideas in a creativity task (Wong et al. 2021). In our experiment, however, with 

a CA with transformational leadership capabilities and a human crowd worker, these findings 

are reversed, and we receive significant negative results in terms of idea quality and elaboration 

with higher quality of LMX. An intuitive approach would be to ask whether a microtask 

interaction with a CA allows for the establishment of a leader-member relationship. The results 

of our manipulation check b  asking for specific items (such as “Crowy was a good leader”) 

refute this thought. Overall, this shows that results from traditional transformational leadership 

theory and creativity are not directly transferrable to conversational crowdsourcing. 

In consequence, there must exist a negative effect that counteracts the positive effects of 

increased LMX and that lowers the idea quality and quantity effectively. A potential 

explanation for this negative development of the objective performance might be due to the fact 

of a creativity task in the context of conversational crowdsourcing. A CA with leadership 

capabilities in crowd work provides a vision and motivation and guides through the crowd 

worker task. Inevitable by definition, guidance and leadership in crowd work tasks create a 

directive as well as mental constraints and limits for the crowd workers. Following this line, 

previous work has shown that helping behavior provided by a supervisor in crowdsourcing 

communities had negative effects on the performance (Dissanayake and Sridhar 2021). Further, 

in creativity, it is, however, important to have mental freedom and the absence of constraints to 

unlock ideation flow (Halbesleben et al. 2003). In crowd work, findings showed that crowd 

workers may perceive any form of virtual feedback as surveillance and this perception, in 

consequence, hurts their creative performance (Wong et al. 2021). Simultaneously, findings 

from team research found evidence that standardization and a certain level of constraints during 

the creative activity come with benefits for individuals since it reduces ambiguity and 

complexity (Dahl and Moreau 2007; Gilson et al. 2005). Besides the potential negative effect 

related to the creativity boundaries another explanation might lie within the characteristic of 

leadership. In particular, transformational leadership behavior is often expressed in additional 

interaction between the supervisor and the supervisee (de Vries et al. 2010). This might have 

increased the cognitive load of participants and simultaneously led to negative effects on the 

crowdworkers’ performance. In sum, we cannot draw a clear conclusion about the reasons 

behind our results. However, when comparing the positive effect of LMX in human 

relationships and of constraints on creativity with the negative effects, we observe that the 

negative effects of transformational leadership capabilities outweigh the positive effects on 

creativity. 
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Practical Implications 

Crowd worker Perspective: Positive Impact on Crowd Work Conditions 

At first, we want to highlight the positive effect of the transformational leadership capabilities 

of CAs in crowd work on the general experience of the crowd workers. From a practitioner’s 

perspective, this is highly valuable since it improves the overall situation of the most vulnerable 

part of the crowd work value chain, the individual crowd workers. In traditional working 

environments such as manufacturing or health services, over the years of centuries, several 

worker support initiatives and institutions have established themselves. Workers are supported 

and protected by law for a limitation of working hours, holidays, and working conditions. This 

increases the status of the individual worker and their valuation and contributes to their general 

perceived value and self-confidence. Our study results showed that the workers perceived 

higher effectiveness of their work and more enjoyment during the execution. Both are important 

psychological drivers for perceived self-efficacy (Sitzmann and Yeo 2013). Self-efficacy, in 

turn, creates optimism and self-confidence (Karademas 2006). In sum, from a social perspective 

of the crowd work workforce, the application of conversational crowdsourcing improves the 

working conditions and is therefore desirable. 

Task Requester Perspective: Ambivalent Findings for Conversational Crowdsourcing 

Implementation 

On the flip side, our ambivalent results do not allow to derive the unequivocal application of 

transformational leadership capabilities in conversational crowdsourcing for task requesters 

such as companies. Our results reveal a significant negative effect on objective performance 

when applying transformational leadership and emotional capabilities. Simultaneously, it is 

highly beneficial for task requesters to have content and satisfied crowd workers who are 

willing to work for the requesters over a longer period. While crowdsourcing tasks are usually 

short, crowd workers decide what tasks of which requester they accept. Therefore, it is 

important if crowd workers are willing to conduct tasks for the requesters again. However, we 

believe that there are certain reasons for these results and the practical implication is limited to 

the current level of knowledge. Several factors play a role in the performance of crowd workers 

in general and the effect of transformational leadership capabilities on the creative task 

performance in conversational crowdsourcing in particular. For example, the task introduced 

by conversational crowdsourcing provides a certain frame for leadership by a CA. The different 

elements of transformational leadership might have adverse effects. When transferring our 
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results to practice, we should also keep in mind the lack of long-term empirical evidence for 

the effect of C s’ transformational leadership capabilities in case of individual crowd workers 

repeatedly interact with the CA. For one, the positive effects might wear off over time. On the 

contrary, the relationship might grow stronger over time, increasing the positive effects. 

Further, habitual interaction might lead to higher objective performance. However, these are 

aspects to keep in mind, but we do not have empirical evidence of such effects yet. 

To articulate practical implications, based on our results, we find no evidence that emotional 

capabilities have a positive effect, and thus, our results suggest not to implement emotional 

capabilities. For transformational leadership capabilities, we cannot make a recommendation 

for or against the use of conversational crowdsourcing for companies in their value chain at this 

time. We still have to dig deeper and further investigate the root causes for the objective 

performance effects. Considering the positive and negative practical implications jointly, we 

derive as the bottom line that there are positive factors of transformational leadership in 

conversational crowdsourcing which are valuable and should be retained. Simultaneously, to 

retain the positive aspects, it is necessary to lift the objective performance of conversational 

crowdsourcing. 

Limitations and Future Research 

Although we followed a rigorous experimental procedure, limitations apply to our work. First, 

we used a creativity task to assess the effect of transformational leadership and emotional 

capabilities in conversational crowdsourcing. While creativity tasks are prominent tasks on 

crowd work platforms (Oppenlaender et al. 2020) there are multiple task types on crowd work 

platforms, e.g., labeling, programming tasks (Kittur et al. 2013). Future work should investigate 

the identified effects in different conversational crowdsourcing tasks.  

Second, microtasks are per definition short-term working environments and the interaction of 

crowd workers with the CA in our experiment was rather short (i.e., 20 minutes task duration). 

This also creates short-lived relationships. Our field experiment design shows the positive effect 

of transformational leadership styles on crowd worker perceptions. However, there are voices 

that claim leadership depends on a solid and sustainable personal relationship between the 

leader and the follower, which develops over time. Testing this idea will require a longer-term 

experiment curating a crowd of workers for repeated interactions. 
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Third, we took several design decisions and used only one operationalization of 

transformational leadership and emotional capabilities in the CA. For transformational 

leadership, we relied on three transformational leadership styles. However, further refinements 

of the transformational leadership styles exist in the instrumental or charismatic leadership 

theory (Antonakis and House 2014). In charismatic leadership, the styles are further subdivided 

into detailed means of charismatic leaders (e.g., the provision of metaphors or three-part lists) 

(Antonakis et al. 2022).  

Fourth, for the operationalization of emotional capabilities, we relied on the technique of 

sentiment analysis in the text written by the crowd workers. The operationalization, thereby, is 

dependent on the emotions given in the text and the capabilities of the sentiment analysis tool 

in use. Future work may focus on refining the operationalization of emotional capabilities going 

hand in hand with a deeper investigation of different crowdsourcing tasks since this determines 

the interaction with the CA. To conclude, future work should seek to better understand and 

solve the discrepancy between our results regarding the positive subjective performance of the 

crowd workers and their negative objective performance through the investigation of the 

limitations. 

5.6.  Conclusion 

Intelligent UAS are capable of providing emotional support to humans due to the presence of 

emotional intelligence. This chapter investigates the effect of transformational leadership and 

emotional capabilities of an intelligent UASs represented by a CA on the relationship between 

the intelligent UASs and the crowd worker (i.e., LMX). This work measures the objective 

performance and the subjective experience of effectiveness and enjoyment of the crowd 

workers. The results show a positive effect of intelligent UASs with transformational leadership 

capabilities on LMX and a positive stimulation of perceived effectiveness and task enjoyment 

by the crowd workers. The objective performance in terms of idea quality and elaboration, in 

turn, was worse in the case of conversational crowdsourcing with transformational leadership 

and emotional capabilities. Further, the emotional capabilities reduced the positive effect of 

transformational leadership capabilities on LMX.  

With the results, this work contributes to a better understanding of the interaction between users 

and intelligent UASs. The findings shed light on the contrast of positive perceptions of crowd 

workers in effectiveness and enjoyment and mitigated objective performance results. Improving 
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crowd workers’ perceptions of their work environment is highl  beneficial.  he degradation of 

objective performance is an obstacle that has to be overcome. Future research, therefore, should 

investigate drivers, characteristics, and potential mechanisms of transformational leadership in 

intelligent UASs to retain the positive effect on crowd worker perceptions and to reverse the 

objective performance results. By achieving such an ambitious goal, intelligent UASs could 

further contribute to a better work-life for a new and increasing digital workforce of the 21st 

century, the crowd workers. 
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6. Anticipating User Assistance Systems to Improve Collective Decision-

Making 

Anthropomorphism describes the attribution of human-like physical or non-physical features, 

behavior, emotions, characteristics, and attributes to a non-human (Epley et al. 2007). The use 

of anthropomorphism helps human beings to better explain unknown circumstances during the 

interaction with non-human entities like information and communication technologies and, 

thus, to better understand and predict their behavior (Hegel et al. 2008). This approach is 

supported by the familiarity thesis, which claims that human beings explain new stimuli through 

a mental model of already familiar stimuli (Guthrie 1997). 

The human tendency to humanize socio-technical systems can be used in the development of 

anthropomorphic IS to reduce emotional distance to the IS or an UAS enclosed in an IS and to 

create a natural connection between human beings and socio-technical systems or its 

components (Epley et al. 2007; Pfeuffer et al. 2019). In particular, new technologies make it 

possible to implement increasingly human-like features that further increase familiarization 

with IS. Improvements in the field of affective computing, for example, allow to better measure 

the emotions of individuals during the interaction with IS (Calvo et al. 2015; Hudlicka 2003; 

Tao and Tan 2005; Wu and Liang 2011). By processing this information, IS can increase their 

emotional intelligence and react more human-like. At the same time, advances in artificial 

cognitive intelligence make it possible to solve more complex problems and to perform more 

human-like activities in group collaboration. Through this, IS can provide context-related and 

semantically correct responses for increasingly complex problems and thereby increase the 

perception of human-like cognitive processes. Besides increasing cognitive and emotional 

intelligence, contemporary and avant-garde interface design including embodiment, avatars, 

speech and natural language processing further contribute to the perception of human-likeness 

and anthropomorphism. 

By enhancing IS with such complex anthropomorphic cues, it is possible to develop anticipating 

UASs that adapt to the current context and the preferences of their users as well as predict future 

needs and actions. Anticipating UASs can support users in fulfilling a task by not only offering 

advice on a topic but also referring to the user's current activities and environmental conditions 

in order to provide context-related recommendations and advance interaction between users 

and anticipating UASs (Maedche et al. 2016). Anticipating UASs also incorporate previous 

experiences to predict user reactions and shape the interaction accordingly (Maedche et al. 
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2016). Based on these characteristics and technological progress, it is likely that groups of both 

humans and anticipating UASs will increasingly interact in a collectively intelligent way 

(Gimpel 2015). In such collectively intelligent group decision-making settings, anticipating 

UASs do not only take the role of merely providing tools for humans to communicate and 

collaborate more effectively. Rather anticipating UASs increasingly take on the role of 

intelligent social actors collaborating with humans (Gimpel 2015). Currently available 

examples are customer service assistants (Gnewuch et al. 2017; Lee and Choi 2017) and virtual 

assistants (Luger and Sellen 2016). In particular, virtual assistants, such as Amazon's Alexa, 

Google's Now, Apples' Siri and Microsoft's Cortana, are becoming more and more advanced 

and positively received (Maedche et al. 2016). Nowadays, collaborative human-UAS decision-

making settings typically involve only one human and one anticipating UAS. These (very small) 

groups will become larger involving multiple anticipating UASs, multiple humans, or both. 

Thus, the development of the theoretical model is not limited to dyadic interaction but to group 

collaboration involving at least one human and at least one anticipating UAS in general. For 

simplicity, the proposed experiment design focuses on one-on-one interaction in a dyad. Future 

empirical work should go beyond this and add evidence for larger groups. 

The influence of an anticipating UAS on humans depends on the amount of realism (Blascovich 

2002). Although the use of anthropomorphic cues has the goal of establishing a positive 

connection between humans and anticipating UASs, such as increased trust (Aldiri et al. 2008), 

higher acceptance (Nass et al. 1995), and more entertainment (van Mulken et al. 1998), negative 

emotional responses can also occur if the anticipating UAS has characteristics which are very 

similar to those of humans. The theory of the "uncanny valley" by Mori (1970) states that an 

increase in human-like appearance and behavior increases the likability of non-human entities 

up to a point where likability decreases significantly. The reason for this phenomenon is that 

the human likeness also increases expectations of the non-human entity, which cannot be 

fulfilled, leading to a feeling of disappointment and repulsion (Bartneck et al. 2009). However, 

if the degree of human likeness continues to increase and expectations can be fulfilled, this in 

turn leads to a new rise in likability (Mori 1970). 

To ensure the acceptance and spread of anticipating UASs and thereby create successful 

assistance relationships, it is necessary to better understand how humans react to 

anthropomorphic cues and how they affect the collaboration with anticipating UASs (Pfeuffer 

et al. 2019). Earlier research in the field of IS focused on the technical implementation of 

anthropomorphic cues, such as designing the appearance and movements of robots (Bartneck 
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et al. 2009; Duffy 2003; Hammer et al. 2017; Häring et al. 2014; Hegel et al. 2008; Walters et 

al. 2008) and virtual avatars (Benbasat et al. 2010; Etemad-Sajadi and Ghachem 2015; Gratch 

et al. 2002; Nowak 2004; Nowak and Biocca 2003; Nowak and Rauh 2005, 2008; von der 

Pütten et al. 2010). Furthermore, researchers investigated the interaction between UASs and 

humans, but the results are limited to supporting functions (Krumeich et al. 2015; Maedche et 

al. 2016; Schacht et al. 2014). Research to date has hardly addressed the impact of 

anthropomorphic cues of anticipating UASs on the interaction in which anticipating UASs act 

as intelligent social actors collaborating with human-beings. It is unclear whether the positive 

effects of the use of anthropomorphic cues also lead to an improvement in decision quality 

made in the collaboration process. Based on this background, the overarching research question 

for this chapter is: In the context of group decision-making by collectives of humans and 

anticipating UASs, what are the effects of anthropomorphism on the quality of the decision, the 

satisfaction with the decision, and the personal responsibility for the decision? 

The remainder of this chapter is structured as follows. Section 6.1 presents the theoretical 

background. Section 6.2 introduces the theoretical research model. Section 6.3 introduces an 

exemplary application scenario and sketches the design of a potential laboratory experiment to 

test the research model. 

6.1.  Theoretical Background 

The present research is based on prior work, especially from the IS, human-computer 

interaction, (small) group decision-making, and social psychology literature. It builds on 

knowledge from research areas such as AI, knowledge representation, reasoning techniques, 

and formal computational modeling (Gnewuch et al. 2017; Maedche et al. 2016; Silverman 

1992; Terveen 1995). Additionally, findings from the field of human-computer interaction, 

such as information presentation, interaction design, and affective computing, are also used 

(Bickmore et al. 2005b; Duffy 2003; Terveen 1995; van Mulken et al. 1999; Walters et al. 

2008). This knowledge is combined with findings from the field of group decision-making, 

which examines the different forms of collaboration in (human) groups with two or more actors 

(Cartwright 1968; Kantosalo and Toivonen 2016; Lubart 2005; Silverman 1992). Table 14 

defines the core constructs. 
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Construct Definition 

Anthropomorphic cues  Perceivable characteristics of an IS that cause individuals to 

anthropomorphize the IS or parts thereof. These characteristics 

relate to the s stem’s appearance (Bartneck et al. 2009; Walters et 

al. 2008), interaction (Gnewuch et al. 2017; Kuchenbrandt et al. 

2014), and cognitive abilities (Beale and Creed 2009; Eyssel et al. 

2010; Picard et al. 2001). 

Anthropomorphism The attribution of human-like physical or non-physical features, 

behavior, emotions, characteristics and attributes to a non-human 

(Epley et al. 2007). 

Presence Presence combines copresence and social presence. Copresence is 

the psychological connection to and with another person. It requires 

that interactants feel they were able to perceive their interaction 

partner, and that their interaction partner actively perceived them 

(Nowak 2001; Nowak and Biocca 2003).  ocial presence is “the 

degree of salience of the other person in the interaction and the 

consequent salience of the interpersonal relationships” (Short et al. 

1976). 

Rapport The feeling of connection and harmony with a partner (Huang et al. 

2011). It is characterized by trust and mutual affinity (Vecchi et al. 

2005) and deepens over time based on positivity, mutual attention, 

and coordination (Tickle-Degnen and Rosenthal 1990). We 

consider short-term rapport building instantly in a short interaction 

(Cassell et al. 2007). 

Group cohesion The degree to which members of a group are drawn toward one 

another and have a desire to remain a part of the group (Cartwright 

1968). This involves two dimensions: task cohesion and social 

cohesion (Carron 1982; Carron et al. 1985; Festinger et al. 1950; 

Mullen and Copper 1994). 

Collaboration capabilities The degree to which an actor like an anticipating UAS can 

contribute to the operational execution of the collaboration. This 

includes skills such as context-sensitive communication with 

humans, agreeing on the shared goal, the provision of knowledge 

from the problem domain and adaptation based on the previous 

collaboration history (Duffy 2003; Terveen 1995). 

Decision quality  he level of alignment of a decision with the decision a “homo 

oeconomicus” would have made based on economic theor . 

Satisfaction with the decision The degree of satisfaction the individual experiences with respect to 

the decision immediately after decision-making. 

Outcome The actual result following a decision based on a risk-related 

random variable. 

Personal responsibility The degree to which an individual attributes the outcome of a 

decision to his or her effort and abilities (Campbell and Sedikides 

1999). 

Table 14: Definition of Core Constructs 
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6.2.  Hypothesis Development 

Anticipating UASs can possess various characteristics that lead to humans perceiving them as 

being more human-like. These anthropomorphic cues can be classified into three categories. 

First, the category appearance includes visual characteristics such as physical form and visual 

behavior such as gestures and facial expressions. Previous research has shown that the 

appearance has a distinct positive influence on the degree of anthropomorphism (Bartneck et 

al. 2009; Duffy 2003; MacDorman 2006; Nowak and Rauh 2005, 2008; van Mulken et al. 1999; 

Walters et al. 2008). Second, the category interaction includes different interaction channels 

between humans and anticipating UASs that allow for more natural interaction, such as 

semantic text analysis, speech recognition, and speech synthesis. Previous research has shown 

that the more naturally the interaction, the more it is anthropomorphized (Eyssel et al. 2012; 

Gnewuch et al. 2017). Third, cognitive abilities contain functionalities that enable the 

anticipating UAS to process information intelligently, using cognitive intelligence and 

emotional intelligence. Previous research has demonstrated that the use of more intelligent 

functionalities leads to an increase in the level of anthropomorphism (Beale and Creed 2009; 

Eyssel et al. 2010; Gnewuch et al. 2017; Picard et al. 2001). However, increasing the amount 

and intensity of anthropomorphic cues can also have a negative effect on the perception of 

human likeness, as described in the uncanny valley theory (Mori 1970). Intensive use of 

anthropomorphic cues leads to higher expectations until these can no longer be fulfilled, which 

leads to a reduction in the perceived human likeness (Bartneck et al. 2009). As soon as the 

expectations are fulfilled, the perceived human likeness increases again (Mori 1970). 

Hypothesis 6.1.1: The amount and intensity of anthropomorphic cues with respect to 

appearance, interaction, and cognitive abilities of the anticipating UAS influence the level of 

anthropomorphism. The relation is non-monotonic as described by the uncanny valley. 

Presence relates to the perception and salience of the interaction partner that results in an 

interpersonal psychological relationship. The concept originally referred to the presence of 

other human actors.  he “computers as social actors” paradigm (Nass et al. 1999) posits that 

humans apply social heuristics to interactions with computers. Thus, human users can perceive 

the copresence and social presence of computer agents (Nowak and Biocca 2003). Bee et al. 

(2010), for example, found that in the interaction of a human with an embodied CA, interactive 

gaze (i.e., a greater amount of behavioral realism) was associated with a higher level of 

perceived presence. 
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Hypothesis 6.2.1: The stronger the anthropomorphism of a human user towards an anticipating 

UAS, the higher the presence of the anticipating UAS as perceived by that human user. 

In interpersonal relationships, rapport is created through behaviors signaling positive emotions 

(e.g., head nods or smiles), mutual attention (e.g., mutual gaze), and coordination (e.g., postural 

mimicry, synchronized movements) (Huang et al. 2011; Tickle-Degnen and Rosenthal 1990). 

In settings with anticipating UASs exhibiting anthropomorphic cues, proper verbal and 

nonverbal behaviors of virtual agents have been shown to create rapport during interactions 

with human users (Huang et al. 2011). Likewise, the aforementioned study on the interaction 

of a human with an embodied CA, found that interactive gaze caused a higher level of rapport 

(Bee et al. 2010). 

Hypothesis 6.1.3: The stronger the anthropomorphism of a human user towards an anticipating 

UAS, the higher the user’s level of rapport with the anticipating UAS. 

Group cohesion consists of task cohesion and social cohesion. Task cohesion describes the 

degree of consensus of a group to achieve a shared goal (MacCoun et al. 2006). We assume 

that the higher the presence of an anticipating UAS, that is the stronger and more salient the 

psychological connection between human user and anticipating UAS, the easier it is for human 

users to perceive agreement on a shared goal with the anticipating UAS. Social cohesion 

describes the emotional relationship between group members, including aspects such as liking, 

closeness, and friendship (MacCoun et al. 2006). We assume that copresence and social 

presence contribute to the emergence of social cohesion among human users and anticipating 

UASs. 

Hypothesis 6.1.4: The higher the presence of the anticipating UAS as perceived by that human 

user, the higher the group cohesion perceived by that human user. 

Previous research has shown that a higher degree of anthropomorphism leads to a more positive 

perception of anthropomorphic systems on a personal level, for example, through higher 

acceptance, more liking, and more trust (Nass et al. 1999; van Mulken et al. 1998; Wexelblat 

1998). We assume that a human user’s feeling of connection and harmon  with an anticipating 

UAS (i.e., rapport) will increase the desire to continue working with the anticipating UAS (i.e., 

group cohesion). This is in line with prior research that demonstrated that higher rapport with 

anthropomorphic CAs goes along with higher social attraction to the character (Bee et al. 2010). 
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Hypothesis 6.1.5  The higher the user’s level of rapport with the anticipating UAS, the higher 

the group cohesion perceived by that human user. 

Group cohesion has frequently been identified as an explanation for group performance 

(Ahronson and Cameron 2007; Boyle 2003; Carron et al. 2002; Costello 2004; Ensley and 

Pearson 2005; Klein and Mulvey 1995; Senécal et al. 2008). For example, the perception that 

the collaboration partners work together to achieve a shared goal leads to a higher motivation 

of the collaboration partners, to a more productive working atmosphere, and therefore to a 

higher quality of results (Legler and Reischl 2003; Mullen and Copper 1994). 

Hypothesis 6.1.6: The higher group cohesion perceived by the human user, the higher the 

quality of the decision. 

Furthermore, we argue that the higher motivation and more productive atmosphere give people 

the feeling that working with the anticipating UAS was productive and that an effective decision 

could be made through collaboration. This perception then has a positive effect on their 

immediate satisfaction with the decision. 

Hypothesis 6.1.7: The higher the group cohesion perceived by the human user, the higher the 

user’s satisfaction with the decision. 

To create a successful collaboration between anticipating UASs and humans, it is necessary 

that humans perceive anticipating UASs as viable collaboration partners capable of supporting 

the accomplishment of the shared goal. Thus, the perceived collaboration capabilities of 

anticipating UASs must convince human users of the possibility of a collaboration so that the 

anticipating UASs are not perceived as an obstacle during collaboration. We assume that the 

level of anthropomorphism has an influence on the perception of the collaboration capability. 

Previous research has shown that the displa  of emotions b  virtual agents influenced people’s 

decision-making processes: People cooperated more with virtual agents showing cooperative 

facial displays than competitive facial displays (de Melo et al. 2015). Likewise, the use of 

anthropomorphic cues during communication has a positive effect on the perception of 

knowledgeableness of a technical system, the ability to engage with users (Cassell and 

Bickmore 2003), and credibility (Nowak and Rauh 2008). 

Hypothesis 6.1.8: The stronger the anthropomorphism of a human user towards the 

anticipating UAS, the higher the anticipating UAS’s collaboration capabilities perceived by 

that human user. 
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Collaboration capabilities are closely related to decision quality. Low perceived collaboration 

capabilities lead to the anticipating UAS being perceived by humans as a disturbance to 

collaboration, which makes working together more difficult. This creates a less productive 

atmosphere, which has a negative influence on the quality of decision-making. High perceived 

collaboration capabilities enable humans and anticipating UASs to collaborate without 

disturbance, allowing them to combine their unique abilities (Terveen 1995) to achieve higher 

decision quality. 

Hypothesis 6.1.9: The higher the anticipating UAS’s collaboration capabilities perceived by 

the human user, the higher the quality of the decision. 

Based on the more productive collaboration and the combination of unique abilities made 

possible by a higher degree of perceived collaborative capabilities, we assume that this creates 

the feeling within humans that they have made better use of the collaboration and worked 

together more effectively with the anticipating UAS. Thus, the perceived improvement of the 

use of the collaboration in turn leads to greater satisfaction with the decision. 

Hypothesis 6.1.10: The higher the anticipating UAS’s collaboration capabilities perceived by 

the human user, the higher the user’s satisfaction with the decision. 

Decisions are often subject to risk, which means that the outcome is not only determined by the 

collaboration process but is also influenced by stochastic external factors. Thus, even a 

productive collaboration process can lead to a negative outcome, which the collaboration 

partners are (in part) responsible for. However, previous research shows that an individual's 

personal responsibility is reduced by the presence of a group, as personal responsibility diffuses 

within the group (Darley and Latané 1968). Since a higher degree of anthropomorphism leads 

to a higher perceived presence (Bee et al. 2010; Nowak 2004), it can be concluded that the 

feeling of being part of a group also increases. Thus, a higher level of anthropomorphism leads 

to a greater transfer of personal responsibility to the anticipating UAS as a group member, 

thereby reducing the individual’s personal responsibilit .  dditionall , the outcome after the 

decision moderates the negative influence of anthropomorphisms on personal responsibility. 

Earlier research in psychology shows that people tend to attribute negative outcomes to external 

factors such as other group members, whereby positive outcomes are attributed to personal 

effort and abilities (Campbell and Sedikides 1999). Thus, a negative outcome increases the 

negative influence of anthropomorphism on personal responsibility. In contrast, a positive 
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outcome leads to an increase in personal responsibility and thus counteracts the negative 

influence of anthropomorphism. 

Hypothesis 6.1.11: The stronger the anthropomorphism of a human user towards the 

anticipating UAS in group decision-making, the lower the level of personal responsibility that 

user feels once the long-term consequences of the decision become apparent and turn out badly 

or the higher the level of personal responsibility when the outcome is favorable. 

The effects hypothesized here might be moderated by the decision-making task and context as 

well as by individual characteristics of the human users. Likewise, we assume that emotions 

play a role in mediating and moderating the hypothesized effects. Three approaches to model 

emotions can be found in the literature: a categorical approach, which models emotions as 

distinct categories, such as joy, anger, surprise, fear, or sadness; a dimensional approach, which 

characterizes emotions in terms of several continuous dimensions, such as arousal, valence, and 

dominance; and an appraisal-based approach, which describes emotions as valued reactions to 

emotion-eliciting stimuli.  hese factors are listed as “control variables” in Figure 20. They 

should be accounted for in any further elaboration of the research model and in any empirical 

test. 

 

Figure 20: Research Model 

6.3.  Potential Experiment Design 

Exemplary Application Scenario 

Consider a financial decision-making scenario where an individual private person aims to make 

a financial decision like investing for short-term wealth accumulation or investing for long-
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1. The individual might decide on her or his own based on private preferences and knowledge 

as well as information provided by traditional media like newspapers or online services of his 

or her bank or broker. 

2. The individual might seek the services of a human financial advisor and might in an intense 

personal discussion come to a decision. The authority to make the decision remains with the 

individual. However, it is a collective group process among human actors leading to this 

decision. 

3. The individual might use the service of a virtual financial advisor. Like in setting 2, this is a 

group process leading to an individual decision. In contrast to setting 2, the advisor is not human 

but a computer actor. Nowada s, first “robo-advisors” are provided b  financial services firms 

(Jung et al. 2018). These contemporary robo-advisors are non-embodied UASs (Maedche et al. 

2016) exposing financial optimization models towards laymen. 

4. The final setting extends setting 3 with avantgarde technologies: the robo-advisor becomes 

increasingly intelligent in financial decision-making, increasingly emotionally intelligent, and 

increasingly human-like in interaction via speech, gestures, and body language of avatars. 

Thereby, anthropomorphism likely increases and setting 4 gradually moves closer to setting 2. 

An underlying assumption of the present research is that technological progress will more and 

more facilitate setting 4, that providers will offer such services and consumers will start using 

them. In this exemplary scenario, the abstract research question from this chapter translates to 

questions like: How satisfied and confident are customers with the investment decision at the 

time of decision-making? How do they feel about the decision after some time when they 

experience the effect of their decision, for example, after a crash of stock markets? From a 

rational financial portfolio investment standpoint, what is the objective quality of the 

investment decision? 

Description of a Potential Experiment Design 

For a first empirical test of our hypotheses, this chapter presents a laboratory experiment in 

which human participants are confronted with a complex decision-making problem under risk. 

The experiment starts with “ver  small group decision-making” involving groups of two 

participants: one human participant, and one anticipating UAS. This extreme case of group 

decision-making falls within the larger context of collective human-machine decision-making 

as described above. Having only dyadic interactions increases experimental control as 
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compared to larger groups. Further research should then gradually increase the number of both 

humans and anticipating UASs in the groups. 

The experiment will use a financial decision-making scenario. Specifically, a scenario of 

buying or selling risky financial assets in the short-term appears appropriate as it is easier to re-

construct in a laboratory environment than long-term investments. The financial investment 

domain has the advantage of providing a rather broad body of theoretical research to assess 

objective decision quality, a rather structured decision setting that is comparatively easy to 

model and communicate, and a broad literature on experimental finance that allows to transfer 

elements of the experiment design and procedures to the present research. Classical experiment 

designs on the disposition effect in financial investments (i.e., investors’ propensit  to realize 

past gains more than past losses) like the experiment by Weber and Camerer (1998) might, for 

example, be adapted to a human-computer group decision-making setting. This allows to draw 

from a substantial body of experimental finance research on decision quality and responsibility 

(Fogel and Berry 2006). To incentivize the participants to optimize their decisions, they are 

paid after the experiment based on their investment performance. 

Three experimental treatments are designed in a between-participant design. In each of these 

treatments, an individual participant collaborating with an anticipating UAS makes decisions 

on buying or selling risky financial assets. The intensity of anthropomorphic cues is the 

treatment variable. To compare the experimental groups in terms of decision quality, it is 

important that the anticipating UASs in different treatments each have identical cognitive 

abilities with respect to financial decision-making, as otherwise, it is not possible to distinguish 

whether a potential effect can only be attributed to the degree of anthropomorphism or is caused 

by the improvement of cognitive abilities. Therefore, the experiment focuses on the appearance 

and visual behavior of the anticipating UAS (facial expression, gestures) and relational cues 

like self-disclosure (Moon 2000), empathy (Lisetti et al. 2013), humor (Morkes et al. 1999) and 

meta-talk (Bickmore and Schulman 2012). Table 15 sketches how the anthropomorphic cues 

might be configured for the three treatments. 



Anticipating User Assistance Systems to Improve Collective Decision-Making 

150  

Anthropomorphic 

cues 
Low Medium High 

Exemplary virtual 

agent design 

   
Look Low human-likeness High human-likeness High human-likeness 

Facial expressions Static Static Dynamic 

Gestures Static Static Dynamic 

Self-disclosure No Medium Strong 

Empathy No Medium Strong 

Humor No Medium Strong 

Meta-talk No Medium Strong 

Note: Source of images: Adobe Fuse CC (Beta) 

Table 15: Exemplary Configuration of Anthropomorphic Cues 

Figure 21 sketches the experiment flow as a sequence of 16 steps grouped in 6 phases. For 

efficiency of the experiment design and sufficient observations for reliable inference, it is 

beneficial to repeat phases 2 to 4 in multiple rounds for each participant. Pre-tests will need to 

show whether such a multi-round approach is viable or whether confounding from round to 

round only allows for one round per participant. 

All anthropomorphic cues are presented in Phase 2, the group decision-making phase. 

Depending on a participant’s engagement with the anticipating UAS, the collaboration involves 

a debate on the decision task, the participant’s preferences and options, mental models to think 

through the decision task, and the debate of different scenarios. The anticipating UAS cognitive 

capabilities to perform this collaboration will be the exact same in all treatments. 

Anthropomorphic cues have the potential to enhance the collaboration between users and 

anticipating UASs. Based on previous research from different disciplines, higher decision 

quality and satisfaction could be achieved. However, an important next step is to verify the 

theoretical hypotheses presented in this chapter. Thus, this experimental design should serve as 

a starting point for future research to test the hypotheses and generate further knowledge on the 

interaction between users and UASs. 
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Figure 21: Sequence of Steps to Be Performed by Each Participant 
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7. General Discussion and Conclusion 

7.1.  Summary of Results and Meta-Inferences 

New technologies enable the development of UASs that assist people in their daily lives and 

work. UASs are very versatile and thus able to assist in solving different problems of 

individuals, organizations, and society. However, there is no single solution for the 

development of UASs. UASs are socio-technical systems characterized by the interaction 

between users, UASs, and tasks in a specific application context (Maedche et al. 2019). 

Developers of UASs should ensure a balance between these actors. If these actors are not in 

balance, for example, if the UASs are too limited or too complex, this results in low acceptance 

and adaptation (Cesta and D’aloisi 1999; Fuckner et al. 2014; Krogue 2017; McKnight et al. 

2002; Zierau et al. 2020). Thus, the potential benefits that UASs can provide would be lost. The 

IS community has recognized this and is calling for further research on the development of 

UASs (Dhiman et al. 2022; Maedche et al. 2019). The objective of this dissertation is to better 

understand the interaction between users, UASs, and tasks for exemplary application contexts 

and to generate new knowledge that informs future UASs design by presenting prototypes for 

different types of UASs. For this purpose, four classes of UASs are considered: basic UASs, 

interactive UASs, intelligent UASs, and anticipating UASs (Maedche et al. 2016). 

Chapter 3 presents new insights from the interaction of users with basic UASs to improve the 

perception of fake news and reduce its spread. People's ability to detect fake news is flawed 

(Kim and Dennis 2019; Lewandowsky et al. 2012). Therefore, research and practice have 

presented different interventions but with mixed results (Moravec et al. 2019; Ross et al. 2018). 

To design effective interventions, it is important to understand the underlying information-

processing processes. For example, previous research shows that the order in which information 

is displayed has an impact on information adaptation (Crozier and Strange 2018; Lewandowsky 

and van der Linden 2021). In section 3.2, this dissertation conducts an experiment to understand 

how the order of an intervention provided by a basic UAS affects the perception and adoption 

of fake news. The basic UAS provides the user with a warning and additional verified 

information when fake news is encountered. The results confirm that showing an intervention 

after the fake news story is more beneficial compared to showing the intervention before the 

fake news story. Showing the intervention before the fake news story leads to a reduction of 

believability and less adaptation of fake news as well as a higher adaptation of verified 
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information into the mental model. However, these positive effects decrease over time. After 

two weeks, the results reveal that there are still fewer fake news stories present in the mental 

model if the intervention was displayed after the fake news story, but the positive effect of 

reducing the believability of the fake news stories is lost. Furthermore, after two weeks, there 

is also no observable effect of intervention order on the adaptation of verified information into 

the mental model. However, this dissertation reveals that the order in which a basic UAS 

displays its intervention against fake news has an impact on the processing and perception of 

fake news.  

Basic UASs also have the potential to reduce the spread of fake news. Social media platform 

providers enable users to participate in the fight against fake news by offering the opportunity 

to report fake news, but this feature is not sufficiently used. Therefore, this dissertation presents 

an approach for basic UASs that motivates users to report fake news by using SNs. The results 

in Section 3.3 show that the use of an injunctive SN leads users to report more fake news. 

However, no positive effect of descriptive SNs on reporting behavior can be observed. In fact, 

an overly pronounced descriptive SN reduces users' willingness to report. If injunctive SNs are 

combined with descriptive SNs, a stronger positive effect on the willingness to report fake news 

can even be observed than if the types of SNs are used separately. This dissertation shows that 

a basic UAS can achieve a positive effect on willingness to report fake news by using SNs. 

Overall, based on a solid theoretical foundation, this thesis demonstrates that basic UASs can 

support society in the fight against fake news. 

Chapter 4 structures and examines the broad body of knowledge on the use of interactive UASs 

represented by DHRs to achieve behavior change in the SNAP context. SNAP factors are a key 

trigger for non-communicable diseases (World Health Organization 2020) and thus pose a 

threat to the health of individuals. Interactive UASs can help users change their behavior and 

thereby reduce the negative consequences of SNAP factors. Many studies show that the human 

representation (avatar or embodied agent) of an interactive UAS can facilitate health behavior 

change (Aljaroodi et al. 2019; Noorbergen et al. 2019). This dissertation conducts a structured 

literature review to better understand how individual design features of DHRs influence the 

success of BCIs. The results reveal the most widely used social design features. Further, the 

work demonstrates how the individual design features influence user perception and thereby 

trigger BCI functions to achieve behavior change. This relationship indicates that for a 

successful behavior change, interactive UASs designers should first consider the behavior 

change mechanism and then select the appropriate social design features. 
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Chapter 5 reveals new insights into the interaction between intelligent UASs with leadership 

and emotional capabilities and the user to create a productive and enjoyable work environment. 

Crowd work is gaining in importance (Burger 2021; Groen et al. 2017), but increasing 

automation leads to isolation and reduced relatedness to other people. Crowd workers often 

work alone on a task without contact to colleagues and especially without supervision by a 

human leader. This lowers the beneficial task-related and emotional stimulation of a human 

leader. Intelligent UASs with distinct emotional intelligence have the potential to fill this gap. 

This dissertation conducts an experiment to generate knowledge on the influence of an 

intelligent UASs with leadership and emotional capabilities on crowd work performance and 

enjoyment. The results reveal that the use of leadership characteristics improves the relationship 

between intelligent UASs and users. Contrary to expectations, emotional capabilities reduce 

this positive effect. Leadership capabilities result in a higher degree of task enjoyment. At the 

same time, leadership characteristics also increase the users' perceived performance. However, 

the results reveal that the participants' work performance is reduced by the use of leadership 

characteristics. Overall, intelligent UASs can be used in crowd working environments to 

improve the well-being of participants during task processing, but negative effects on 

performance should be carefully considered. 

Chapter 6 explores the collaborative interaction between anticipating UASs and users from a 

theoretical perspective. Anticipating UASs are the most technologically advanced class of 

UASs (Maedche et al. 2016), which enables them not only to cooperate but to collaborate with 

their users. Anthropomorphic design cues are often used to make the interaction intuitive and 

pleasant for the users. However, this bears the risk of too high expectations, disappointment, 

and repulsion. Therefore, this dissertation develops a theoretical model to explain the influence 

of an anticipating UAS with anthropomorphic cues on decision quality, satisfaction with the 

decision, and responsibility for the outcome. The theoretical results predict that 

anthropomorphic cues have a positive effect on the respective outcome variables. In addition, 

this chapter presents an experiment design that will allow future research to empirically validate 

the theoretical findings. 

Theoretical Contribution and Implications for Research 

Application of User Assistance Systems to Support Problem Solving 

Altogether, this dissertation makes multiple theoretical contributions. It demonstrates 

theoretically and empirically that UASs can be used to positively influence human behavior 
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and thereby address challenges faced by individuals, organizations, and society. Moreover, this 

work presents selected design elements for UASs that influence users' perceptions during 

interaction, leading to behavioral change.  

The research activities provide theoretical and empirical evidence that basic UASs can be 

infused with SNs to motivate social media users to report fake news. Injunctive SNs motivate 

users to report fake news even when they are expressed by a basic UAS rather than by a real 

human being. Although no positive effect of descriptive SNs is observed, this work provides 

further support that the positive influences of injunctive and descriptive SNs combined have 

the strongest effect. These new findings add to the portfolio of socio-technical interventions 

which could reduce the risks associated with fake news. At the same time, this research opens 

more paths for research. Future research should explore further uses of basic UASs in the 

context of social media to support users in their daily lives. For example, hate speech or 

cyberbullying is a problem in social media besides fake news (Wong et al. 2016). Based on the 

results, it can be assumed that basic UASs with SNs have the potential to activate users to 

actively oppose or report hate speech as well as cyberbullying and thus assist in its removal. 

Using other mechanisms is also possible at the same time. In addition to SNs, nudging theory 

presents different tools (Jesse and Jannach 2021; Weinmann et al. 2016), such as framing or 

priming, that can be used to extend basic UASs. Future research should identify more design 

features to develop more effective basic UASs and open up new application contexts. 

Based on evidence from previous literature, this dissertation demonstrates that interactive 

UASs, which are represented as digital humans, can support people in behavior change. The 

behavior change in this research activity relates to SNAP factors, i.e., less smoking, healthier 

eating, less alcohol, and more physical activity. This work contributes to the research by 

summarizing in a structured way the most commonly used social design features and analyzing 

their effect on user perception and behavior change. These insights should serve as a starting 

point for future research to improve existing BCIs through the specific use of social design 

features or to develop new social design features. Further, this work reveals that current research 

focuses on inventions with positive emotions and neglects negative emotions. Researchers 

should investigate which design features of interactive UASs influence negative emotions and 

whether these can trigger a positive behavior change. 

This dissertation transfers the theoretical findings of the relationship between a human leader 

and a human follower to the interaction with an intelligent UAS. This research empirically 



General Discussion and Conclusion 

156  

confirms that leadership capabilities of an intelligent UAS can lead to an improvement in the 

relationship between users and UASs. This positive relationship improves users' enjoyment and 

assessment of their own performance during work and can thus contribute to a positive work 

environment. In contrast, the presence of leadership characteristics can have a negative effect 

on actual job performance. These findings contradict previous results. Thus, this work 

contributes to research by revealing a trade-off between positive user perceptions and negative 

performance when using an intelligent UAS with leadership characteristics. Future research 

should examine this trade-off in more detail and attempt to reduce the negative effects on 

performance. The first step could be to investigate possible causes for the negative impact on 

performance. Possibly, the additional stimulation from the intelligent UAS caused additional 

cognitive load or limited the users' ability to perform creative tasks, as it was the case in this 

experiment. Future research should identify the causes and develop design features that act as 

countermeasures. 

Based on previous research from computer science, social psychology, and group decision-

making literature, this dissertation generates insights that in settings where anticipating UASs 

and users collaborate closely on decision-making, anthropomorphic cues might have a positive 

effect on collaboration. This work indicates that a higher degree of anthropomorphism improves 

group cohesion and increases collaboration capabilities. This leads to an improvement in 

decision quality and the user’s satisfaction with the decision. Hence, anthropomorphic cues of 

an anticipating UAS can contribute to successful collaboration. However, these findings are 

based solely on previous research. Although a possible experiment design is presented, no 

empirical validation was conducted. Future research should use the findings to empirically test 

the hypothesized relationships. One interesting consideration is whether the relationships apply 

in the bidirectional interaction between a user and an anticipating UAS, but also whether the 

results transfer to a setting with multiple users or multiple UASs.  

This dissertation provides theoretical and empirical evidence that UASs can be used in a variety 

of ways to support users in different application contexts and motivate them to behave 

positively. The research activities contribute to the existing knowledge on UASs and open up 

new application contexts. 

Better Understanding of the Interaction Between Users and User Assistance Systems 

In addition to this problem-oriented perspective, this dissertation also generates new theoretical 

knowledge to better understand the interaction between users and UASs. The results on 
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information processing during the interaction with a basic UAS with fake news intervention 

demonstrate that not only the type of information presented has an impact on the user's 

perception but also the order in which the information is presented. Inoculation theory 

recommends showing the intervention with additional information before the fake news 

(Azzopardi 2021; Lewandowsky and van der Linden 2021), while the misinformation effect 

indicates that the intervention should be shown after the fake news (Crozier and Strange 2018). 

This work shows that interventions with additional information should be shown after the fake 

news. Conflicting information triggers a state of cognitive dissonance, the resolving of which 

requires cognitive effort (Moravec et al. 2019). If users see the verified information first, there 

is no motivation to look more closely at the content and resolve the conflict. If users see the 

fake news story first, they are more inclined to resolve the conflict so that they do not 

deliberately adapt the false information. This phenomenon motivates participants to engage 

with the content and identify the questionable content in the fake news leading to a reduction 

of credibility as well as a lower adaptation of fake news into the mental model. Although this 

effect decreases over time, this research activity shows that it is important to understand the 

mental processes during the interaction between UASs and humans in the different application 

contexts to enable effective assistance.  

This dissertation further contributes to research by analyzing the general mechanisms involved 

in the interaction between interactive UASs and the user when implementing a BCI in the SNAP 

domain. This work derives that the design features of interactive UASs with DHRs have an 

impact on user perception and trigger different psychological constructs. These psychological 

constructs in turn influence BCI function and thus have an effect on BCI success. To ensure the 

success of a BCI, it is necessary to understand and incorporate the underlying effects. The 

results suggest that researchers should choose the intervention function first and then prioritize 

the psychological constructs that support these intervention functions. The design of the 

interactive UAS should then be chosen accordingly to address the psychological constructs. 

Further, this dissertation presents a theoretical model that attempts to explain the influence of 

anthropomorphic cues of an anticipating UAS on decision quality, satisfaction, and personal 

responsibility. Based on theoretical evidence, this work derives that anthropomorphic cues have 

a positive effect on decision quality and satisfaction. However, the results reveal that 

anthropomorphic cues lead to lower personal responsibility for the outcome, especially when 

the outcome of the collaboration is negative. The worse the outcome, the more the user blames 

the anticipating UAS. The more positive the outcome, the higher the share of success that users 
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attribute to themselves. This trade-off must be considered when designing anticipating UASs. 

In addition, this work provides an exemplary implementation for an experiment for future 

research to verify the theoretical results. 

The research activities in this dissertation present new theoretical insights to better understand 

the interaction between users and UASs. This descriptive knowledge can support future 

research in the development of UASs, but also points to avenues for future research. First, more 

research is needed to better understand the effect of existing design elements on user 

perceptions. In the context of this work, it is shown which design elements are used and which 

psychological reactions are triggered in the user. Future research should seek to better 

understand which design features have the most importance for and biggest effect on user 

perception. Furthermore, new design features should be explored and their usability should be 

evaluated. For example, the research field of digital nudging provides a variety of approaches 

that could be used to shape the interaction between users and UASs (Jesse and Jannach 2021; 

Weinmann et al. 2016). Second, further empirical research is needed to validate the theoretical 

findings. This includes investigating the relationship between selected design features on 

perception and outcome. A first direct starting point could be the implementation of the 

presented experiment design for the investigation of the influence of anthropomorphism of 

anticipating UASs. An empirical investigation could confirm the derived relationships or 

uncover new phenomena. 

New Knowledge for Future Design of User Assistance Systems  

This dissertation further contributes to research by developing new knowledge that informs the 

future design of UASs. It presents different prototype implementations for two basic UASs as 

well as one intelligent UAS and validates their empirical effectiveness. Additionally, based on 

previous research, this work presents a theoretical design for an anthropomorphic anticipating 

UAS. These ideas can be used by future research to develop new UASs. Three design features 

that future research should consider are highlighted in the following. 

First, this work finds further support that anthropomorphizing of UASs has a positive effect on 

the interaction and relationship between UASs and users. For example, the research on 

interactive UASs and anticipating UASs suggests that a higher degree of anthropomorphism 

leads to more acceptance as well as trust and ultimately has a positive effect on the outcome of 

the interaction. It is expected that this effect can also be transferred to other classes of UASs 

and other application contexts. For example, an important aspect of supporting basic UASs in 
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the fight against fake news is that users trust the information and recommendations provided 

by UASs. A higher degree of anthropomorphism could potentially lead to a higher initial trust 

and thus to a higher acceptance as well as effectiveness of the interventions used. For example, 

interventions could be presented not only as plain text but in a speech bubble of an avatar. Of 

course, the specific beneficial characteristics of basic UASs should not be neglected during 

development, i.e., the avatar should not interfere too intensively with the user experience. 

Nevertheless, this is a promising path for further research. 

Second, depending on the application context, user assistance should not be seen as a one-time 

event but as a continuously repeating process. The findings reveal that the positive effects of 

UASs can be reduced over time, as, for example, important information is forgotten or 

motivation is lost without reactivation. The results on basic UASs reveal that the positive effects 

of fake news interventions are reduced. Additionally, the results show that even if users adopt 

less fake news into the mental model over time, this does not lead to a reduction in believability. 

Activating the mental model involves cognitive effort, which users in System-1-thinking avoid. 

Therefore, users would benefit from continuous assistance that motivates them to activate 

System-2-thinking and to critically engage with the content of fake news. This assumption is 

reinforced by the results on interactive UASs, such as virtual coaches and fitness trainers. 

Previous research shows a positive effect of regular notifications, reminders, and feedback on 

user behavior (Creed and Beale 2012; Lisetti 2009; Olafsson et al. 2019). However, a positive 

effect of constant assistance is not certain. It can also happen that too much interaction with 

UASs is perceived as annoying and intrusive. Transferred to the basic UASs for fake news 

support, the following scenario might occur. People use social media for pleasure and 

entertainment (Moravec et al. 2018). Therefore, they want to invest little cognitive resources in 

this activity (Lewandowsky et al. 2012; Moravec et al. 2018). A basic UAS that constantly 

motivates users to apply System-2-thinking could hinder these objectives and be perceived as 

a disruptive burden, reducing trust and willingness to use. Although continuous assistance 

offers several potential benefits, it is not possible to draw a general conclusion about its 

usefulness. Researchers developing UASs should always consider the interaction of users, 

UASs, tasks, and application contexts. Therefore, future research should further investigate and 

empirically validate the usability of continuous user assistance in different application contexts. 

Third, design features can backfire. In other words, the thoughtless use of design features can 

lead to opposite negative effects. The use of anthropomorphism can help increase trust and 

acceptance. However, higher levels of anthropomorphism also increase expectations of the 
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UASs. If these expectations cannot be satisfied, disappointment and rejection may follow. 

Furthermore, the results reveal that descriptive SNs can also backfire. It can be observed that 

the stronger a descriptive SN is, the stronger the willingness to report fake news. Above a 

certain threshold, however, the opposite effect can be observed and the willingness to report 

decreases again. The added value of reporting fake news is perceived as too low because so 

many other users have already reported the fake news story. This reaction reduces the 

motivation to report fake news. Additionally, the research activities on intelligent UASs reveal 

that the use of leadership characteristics leads to higher enjoyment during task execution. 

Contrary to expectations, however, it can also be observed that the performance of the users 

decreases. Possible causes might be that the stimulation by the intelligent UAS with leadership 

characteristics limits the creativity of the users or leads to additional cognitive load. Thus, this 

dissertation provides further theoretical and empirical evidence that the thoughtless use of 

design features can have unexpected negative consequences. It is important that the use of 

UASs leads to a positive outcome. However, the potential negative consequences should not be 

neglected. Therefore, further research is needed to identify such negative effects. For example, 

researchers could further explore the use of constant assistance described in this section, which 

could potentially trigger negative psychological reactions. Furthermore, future research should 

better understand which mechanisms lead to these negative effects and how they can be 

counteracted. For example, it is not yet clear why leadership characteristics lead to a negative 

effect on performance.  

Overall, this dissertation provides different contributions to research. It demonstrates the 

applicability of UASs in exemplary application contexts, derives new theoretical knowledge, 

and generates new knowledge that informs future UAS design. This dissertation focuses on the 

development of descriptive knowledge and allows to better understand the interaction between 

UASs and users. The knowledge gained can be used to develop new UASs that respect the 

preferences of the users in the corresponding application context and thus promote the 

acceptance and adaptation of UASs. At the same time, the knowledge can serve as a basis for 

future research. In particular, this dissertation should encourage IS researchers to use the 

descriptive findings presented and transform them into prescriptive knowledge through the use 

of design science to develop even more beneficial and effective UASs. 
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Limitations 

The results of this dissertation are subject to limitations. This section presents the overarching 

limitations of this work. For individual limitations of each research activity, readers are referred 

to the corresponding sections in the individual chapters.  

The primary research method in this dissertation is experimental research. This research method 

has limitations that also apply to this thesis. The generalizability of findings is limited. For each 

of the experiments, a sample with certain characteristics was chosen that is particularly suitable 

for the respective application context, e.g., young social media users or experienced crowd 

workers. Given the grounding of the experiments in theory, it is expected that the results are 

transferable. Nevertheless, a verification of the results with a larger and more representative 

sample is needed. The individual operationalizations of the constructs are also specific features 

of our experiments. For example, specific designs were developed for the UASs and the 

individual design features. Although this work demonstrates the applicability of these design 

features, it is unclear whether divergent operationalizations lead to the same results. The 

experiments were not conducted in real-world environments. The experiments were 

deliberately conducted in dedicated online environments that were designed to simulate the real 

world as closely as possible while still limiting the influence of external factors. In addition, 

participants were motivated monetarily or by vouchers for participating in the experiments. 

Testing the results in a real-world setting would further improve generalizability. Measurement 

of latent constructs is subject to limitations. Latent constructs, such as the mental model or the 

relationship between leader and follower, are not observable and are accessed through 

indicators, which, however, only provide a partial perspective on the actual construct. In this 

work, established measurement instruments were used where possible or new measurement 

instruments were developed based on previous research. A verification of the results with other 

measurement methods would additionally increase the significance of the results. The duration 

of the experiments also limits generalizability. UASs are designed to assist users in their 

everyday life and working environment. Therefore, interaction with a UAS usually does not 

happen only once, but there are several interaction moments. The experiments in this 

dissertation primarily look at the initial interaction between users and UASs. Although one of 

the experiments examines the effects of this interaction after two weeks, the interaction between 

users and UASs happens only once. How the interaction might evolve over a long period of 

time as users have repeated contact with the UAS and whether the phenomena described in this 

work change is unclear. This dissertation establishes the foundation as important relationships 
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are initially revealed. However, future research should investigate the long-term consistency of 

the results.  

The structured literature review also has limitations for this dissertation. The developed search 

string was chosen as broad as possible to cover all the relevant literature, but it cannot be 

ensured that relevant literature was not missed. Also, the inclusion and exclusion criteria 

ensured that the relevant literature on DHRs was identified. Nevertheless, it is possible that 

knowledge from other domains, such as robotics or avatars with non-human representation, 

would have contributed to additional findings. Furthermore, only academic literature was used 

to guarantee the quality of the results. Gray literature and practice-oriented publications may 

still contain complementary insights that have been neglected in the research community. 

Although there is confidence that this dissertation has covered the relevant publications to 

answer the research question, there is an opportunity for future research to enrich the findings 

with insights from other domains and practice. 

In addition to these methodological limitations, the work is also limited by the examination of 

exemplary socio-technical systems. This dissertation examines the interaction between users 

and UASs during task execution in exemplary application contexts. As a result, this work 

provides important insights for specific groups of UASs in specific application contexts.  

However, caution is needed when transferring the results to other groups of UASs or other 

application contexts. For example, this work shows that basic UASs with SNs can be used in 

the fight against fake news. However, it remains unclear whether basic UASs with SNs are also 

suitable to assist in successful BCI in the SNAP domain. Furthermore, it is unclear whether 

interactive UASs can be used in the fight against fake news or whether interactive design is too 

inversive to social media users. Thus, research is needed to investigate the applicability of UASs 

in other application contexts. Nevertheless, this work provides important insights on which 

future research can build. The following section presents the implications of this dissertation 

for practice. 

Implications for Practice 

The research in this dissertation has implications for practitioners who design UASs.  

First, this thesis presents concrete approaches to UASs that are capable of improving the lives 

of individuals. Fake news poses a threat to individuals and society (Allcott and Gentzkow 2017; 

Shu et al. 2017). The findings on mental processes and the use of social media in a basic UASs 
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can be used by social media platform providers to implement new interventions against fake 

news. Injunctive SNs are a simple way to motivate users to report fake news. To motivate users 

even more, practitioners can additionally use a combination of injunctive SNs and descriptive 

SNs. At the same time, practitioners should question existing interventions and, if necessary, 

adjust the order in which information is presented in relation to fake news. 

In addition to fake news, an unhealthy lifestyle in terms of SNAP is a big threat to individuals 

(World Health Organization 2020). Therefore, this dissertation highlights the most commonly 

used design features of interactive UASs that are used for behavior change towards a healthier 

way of life. This collection is intended to serve as a toolbox for designers of health and coaching 

apps to develop new interactive UASs or improve existing ones.  

Individuals also encounter challenges in their workplace. The increasing trend towards crowd 

work leads to reduced relatedness to other people. To counteract this phenomenon, this 

dissertation presents an approach for intelligent UASs with leadership characteristics and 

emotional characteristics to establish a relationship with the user. The developers of crowd 

working platforms, but also the providers of crowd working tasks can use the findings to build 

a more pleasant environment for crowd workers and remain attractive for crowd workers in the 

long term. For example, they can implement intelligent UASs such as chatbots with leadership 

characteristics to improve the enjoyment of the crowd workers. However, leadership 

characteristics can lead to a reduction in performance. Practitioners should be aware of this 

trade-off and incorporate it into their decision.  

Finally, it can be observed that the capabilities of anticipating UASs continue to increase due 

to new technological developments, which increases the potential for stronger collaboration 

between UASs and users (Maedche et al. 2016). This dissertation presents anthropomorphism 

as an important design feature that can positively influence interaction during shared decision-

making. Even though the findings are theoretical and have not yet been empirically validated, 

it seems reasonable for developers of collaboration tools to equip them with anthropomorphic 

cues in order to improve decision quality and satisfaction with the decision. However, attention 

should be paid to the fitting of anthropomorphic cues to the capabilities of the UAS. It should 

be avoided to create too high expectations, which then cannot be satisfied. 

Second, developers of UASs should consider the objectives of the assistance and which 

information processing processes are involved before implementing design features. For 

example, if the objective is to activate a specific behavior, developers should first consider 
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which BCI functions support the targeted behavior. Then, it should be analyzed by which 

psychological reactions or emotions these BCI functions are triggered. Finally, the 

corresponding design features should be determined. Although this process was developed in 

this dissertation specifically in the context of interactive UASs and DHRs, the applicability is 

not limited to this application context, but could serve developers as a basic design pattern to 

develop effective user-centric UASs. 

Third, developers of UASs need to be aware of the potential negative consequences of design 

features. For example, design features may have the opposite effect in some circumstances. For 

example, a too strong descriptive SN can lead to a reduction in willingness to report fake news, 

or a too high degree of anthropomorphism can result in unfulfillable expectations, leading to 

disappointment and rejection. Moreover, individual design features can have the desired effect 

but lead to negative effects in other areas. For example, this work reveals that leadership 

characteristics of a UAS may lead to more enjoyment as desired, but on the other hand, also 

result in a lowering of work performance. Developers of UASs should be cautious when 

implementing design features. They should first understand the effects of the design features 

and assess whether their use is advantageous. 

This dissertation presents different insights for developing and interacting with UASs that 

practitioners can benefit from. This enables the development of even more effective UASs that 

support users in everyday life or in their working environment. 

7.2.  Conclusion 

UASs offer potential benefits to individuals, organizations, and society. However, to realize 

these benefits, the hurdles of adaptation must be overcome by designing UASs that understand 

and address the needs of users (Maedche et al. 2016). Responding to the call for more theoretical 

as well as practical-relevant research on UASs (Dhiman et al. 2022; Maedche et al. 2019), the 

research in this dissertation aims to contribute to IS knowledge on UAS design by better 

understanding the interaction between UASs and users in different application contexts. New 

theoretical knowledge is developed based on previous research from different research 

disciplines. Thereby, it contributes to a deeper theoretical and empirical understanding of the 

information processing processes and psychological response during the interaction between 

users and UASs. The knowledge gained is empirically evaluated to explain and predict user 

behavior. At the same time, new knowledge is generated through the development of 
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prototypical UASs that informs future UASs design. Thereby, this dissertation provides novel 

findings across different classes of UASs and across different application contexts. The findings 

should be used by researchers and practitioners to build user-oriented UASs in order to reduce 

the barriers of adaptation and realize the potential benefits. 
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Appendix A Basic User Assistance Systems to Combat Fake News  

 Detailed Sample Description 

a)   Sample Description Phase 1 

Personal information 

Number of participants 538 

Number of participants 

in each treatment 

Main treatments 
Additional control 

treatments 

Control 
Ex-ante 

intervention 

Ex-post 

intervention 

Ex-ante 

warning-

only  

Ex-post 

warning-

only  

111 100 106 109 112 

Occupation 
Employee Self-employed Unemployed 

Other 

occupation 

341 96 36 65 

Educational level 

Bachelor's 

degree 

High school 

degree or 

equivalent 

Master's degree Others 

253 168 62 55 

Age 
Mean Standard deviation 

44.33 12.94 

Gender 
Female Male Others 

Prefer not to 

reply 

279 247 4 8 

Political orientation Liberal Conservative 

304 234 

Social media usage 

Several times a 

day 

Once or several 

times a week 

Less than once 

a week 
Never 

311 187 30 10 

Table 16: Detailed Sample Description of Phase 1 
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b)   Sample Description Phase 2 

Personal information 

Number of participants 493 

Number of participants 

in each treatment 

Main treatments 
Additional control 

treatments 

Control 
Ex-ante 

intervention 

Ex-post 

intervention 

Ex-ante 

warning-

only 

Ex-post 

warning-

only  

101 93 98 99 102 

Occupation 
Employee Self-employed Unemployed 

Other 

occupation 

311 91 32 59 

Educational level 

Bachelor's 

degree 

High school 

degree or 

equivalent 

Master's degree Others 

234 154 55 50 

Age 
Mean Standard deviation 

44.63 12.89 

Gender 
Female Male Others 

Prefer not to 

reply 

258 223 4 8 

Political orientation Liberal Conservative 

275 218 

Social media usage 

Several times a 

day 

Once or several 

times a week 

Less than once 

a week 
Never 

286 168 30 9 

Table 17: Detailed Sample Description of Phase 2 
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 Results Regarding Structural Equality of Treatments 

a) Results of Phase 1 

 ANOVA Levene-Test 

Sample property F-value p-Value F-Value p-Value 

Age 1.452 0.215 1.520 0.195 

Political orientation 0.846 0.497 0.098 0.983 

Frequency of social 

media usage 
0.075 0.990 0.075 0.990 

Note: + p < 0.1, * p < .05, ** p < .01, *** p < 0.001 

 

 χ2-test 

Sample property χ2 p-Value 

Gender 16.759 0.151 

Occupation 24.598 0.434 

Education 18.729 0.537 

Note: + p < 0.1, * p < .05, ** p < .01, *** p < 0.001 

Table 18: Structural Equality of the Characteristics of the Participants in Phase 1 

b) Results of Phase 2 

 ANOVA Levene-Test 

Sample property F-value p-Value F-Value p-Value 

Age 1.053 0.379 2.005 0.093 

Political orientation 1.300 0.269 0.098 0.983 

Frequency of social 

media usage 
0.027 0.999 0.027 0.999 

Note: + p < 0.1, * p < .05, ** p < .01, *** p < 0.001 

 

 χ2-test 

Sample property χ2 p-Value 

Gender 18.100 0.098 

Occupation 21.276 0.650 

Education 16.958 0.677 

Note: + p < 0.1, * p < .05, ** p < .01, *** p < 0.001 

Table 19: Structural Equality of the Characteristics of the Participants in Phase 2 
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 Additional Control Treatments 

For additional controlling and comparing of our results with previous research, which focuses 

on warning labels, we used two additional control treatments: 

Ex-ante warning-only: The participants are first shown a warning label and then the fake 

news story.  

Ex-post warning-only: Participants are first shown the fake news story and then the 

warning label.  

The task and procedure are identical to the main treatments with verified information. Only the 

material has been adjusted so that the news posts only contain a warning and no verified 

information: 

 
 

(1) Ex-ante warning-only (2) Ex-post warning-only 

Figure 22: Post Design in Additional Control Treatments 
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 Stimuli 

a)   Fake News Posts: Fake News Posts (Left) & Corresponding Verified Information (Right) 
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Figure 23: Fake News Stimuli 
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b)   Real News Posts 

   

   

Figure 24: Real News Stimuli During Fake News Exposure 
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Figure 25: Real News Stimuli During Article Recognition 
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 List of Scales 

Construct Question Scale type Response options Source 

Prior knowledge 

How would you rate your 

familiarity with the following 

topics?: 

• Political negotiations 

between the European 

Union and India 

• Studies on the influence of 

proteins on the digestion 

of fat 

• Abortion cases in Crotatia 

• Current development 

status of autonomous 

vehicles  

• Layoffs at Calvin College 

in Michigan 

• Construction projects in 

Coburg (Germany) 

• Road accidents in Peru 

• The installation of 

charging stations for 

electric cars in Germany  

• Current development 

status of hydrogen trains 

Single 

Choice 

I've never heard of it, I've heard of 

this but I don't know what happend/ 

is happening, I know what happend / 

is happening but I don't know any 

specifics, I generally know about it 

and know some of the specifics, I am 

very well informed about it 

Based on Kang 

et al. (2015) 

Article 

familiarity 

Do you remember seeing this or 

similiar news stories before? 

Please exclude any previously 

shown information (e.g. 

'verified atricles') from your 

answer. 

Single 

Choice 
No, Yes 

Based on Grady 

et al. (2021) 

Believability 

How believable do you find this 

article? 
7-point 

Likert 

scale 

Min: Not at all 

Max: Very much 

Based on Kim 

and Dennis 

(2019) 

How truthful do you find this 

article? 

How credible do you find this 

article? 

Confirmation 

Bias 

Do you find the narrative 

described in the currently shown 

post important? 

7-point 

Likert 

scale 

Min: Not at all 

Max: Extremely Based on Kim 

and Dennis 

(2019) 
What is your position on the 

narrative in the currently shown 

news post? 

7-point 

Likert 

scale 

Min: Extremely negative 

Max: Extremely positive 

Mental Model 

(Professor 

dismissed) 

“  think there was an incident 

with a professor at Calvin 

College in Michigan. Did you 

hear about that? “ 

(How would you respond to this 

statement? Base your answer on 

information provided in the first 

session. Please choose the 

answer that comes closest to 

your personal opinion:) 

Single 

Choice 

• He officiated a same-sex 

marriage and has therefore lost 

his job 

• There were accusations of 

discrimination from his gay 

colleagues, so he was fired 

• He married a same-sex couple 

and was honored by Calvon 

College for doing so 

• Despite allegations of 

discrimination from his gay 

colleagues, he was promoted to 

head of the college 

• I have not received credible 

information on this topic 

Based on 

Takarangi et al. 

(2006) 
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Construct Question Scale type Response options Source 

Mental Model 

(Border control) 

"I heard that the situation on the 

border between Turkey and 

Bulgaria has changed. Do you 

know what happened there?” 

(How would you respond to this 

statement? Base your answer on 

information provided in the first 

session. Please choose the 

answer that comes closest to 

your personal opinion:) 

Single 

Choice 

• The number of refugees on the 

border with Turkey has 

increased, so the Bulgarian 

government has sent troops to 

stop the refugees 

• The situation in the refugee 

camps has gotten worse, so the 

Bulgarian government has 

opened the borders 

• As more and more refugees 

came, the government built a 

fence to stop the refugees 

• After a protest of the refugees 

the government has opened the 

borders 

• I have not received credible 

information on this topic 

Based on 

Takarangi et al. 

(2006) 

Mental Model 

(Demonstrations 

in Croatia) 

"I have noticed that people in 

Croatia are currently 

demonstrating on the issue of 

abortions. Do you know what 

that's about?” 

(How would you respond to this 

statement? Base your answer on 

information provided in the first 

session. Please choose the 

answer that comes closest to 

your personal opinion:) 

Single 

Choice 

• A woman was denied a legal 

abortion. People demonstrate 

against the unfair treatment and 

to support the woman 

• A woman died during an 

abortion. Therefore, people 

demonstrate against abortions 

• After a woman was denied an 

abortion, people are 

demonstrating against the 

abortion to save the life of the 

child 

• After a woman died during an 

abortion, people are 

demonstrating for stricter 

investigations of abortion 

clinics to make the procedures 

safer 

• I have not received credible 

information on this topic 

Based on 

Takarangi et al. 

(2006) 

Mental Model 

(City Council 

election) 

"The Des Moines City Council 

election in Iowa took place 

recently. In this context, 

something sensational 

happened. Did you hear 

an thing about it?” 

(How would you respond to this 

statement? Base your answer on 

information provided in the first 

session. Please choose the 

answer that comes closest to 

your personal opinion:) 

Single 

Choice 

• Black Lives Matter activist 

Indira S. ran on a platform that 

included defunding the police 

won a seat on the Des Moines 

City Council 

• Black Lives Matter activist 

Indira S. was caught with drugs 

and therefore withdrew her 

candidacy 

• Black Lives Matter activist 

Indira S. campaigned on 

defunding the police and 

suffered a bitter defeat in the 

elections 

• Black Lives Matter activist 

Indira S. was caught with 

drugs, so she was expelled 

from her political party 

• I have not received credible 

information on this topic 

Based on 

Takarangi et al. 

(2006) 
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Construct Question Scale type Response options Source 

Mental Model 

(Hydrogen train) 

"I heard that a hydrogen train 

was recently introduced. Do you 

know how the presentation 

went?” 

(How would you respond to this 

statement? Base your answer on 

information provided in the first 

session. Please choose the 

answer that comes closest to 

your personal opinion:) 

Single 

Choice 

• The Mireo Plus H was presented 

and has successfully completed 

its first test runs 

• The Mireo Plus H was presented, 

but there was a technical problem 

and the train stopped halfway 

• The Mireo Plus H was unveiled. 

However, it was only a 

presentation of the design 

without a test drive 

• The Mireo Plus H was 

introduced, however, the train 

had a problem and could not start 

• I have not received credible 

information on this topic 

Based on 

Takarangi et 

al. (2006) 

Mental Model 

(Charity 

campaign) 

"In Egypt, it seems that a charity 

campaign drew a lot of attention. 

Do you know what happened 

there?” 

(How would you respond to this 

statement? Base your answer on 

information provided in the first 

session. Please choose the 

answer that comes closest to 

your personal opinion:) 

Single 

Choice 

• A woman sold a phone card for 

charity. The campaign went viral 

and 1 million Egyptian pounds 

were donated 

• Fake phone cards were sold to a 

charity organization, resulting in 

the theft of one million Egyptian 

pounds 

• A woman donated phone cards to 

a charity. The phone card was 

used for gambling, through which 

the charity won one million 

Egyptian pounds 

• A woman sold fake phone cards 

for a good cause. However, the 

fraud was discovered and one 

million Egyptian pounds were 

recovered 

• I have not received credible 

information on this topic 

Based on 

Takarangi et 

al. (2006) 

Mental Model 

(autonomous 

cars) 

"The company Waymo has been 

testing its autonomous cars for 

some time. Do you know 

whether everything works?" 

(How would you respond to this 

statement? Base your answer on 

information provided in the first 

session. Please choose the 

answer that comes closest to 

your personal opinion:) 

Single 

Choice 

• The autonomous cars repeatedly 

get stuck in a dead-end street 

• The autonomous cars drive 

flawlessly and without any 

known problems 

• There was an incident in which a 

pedestrian was hit 

• The cars have problems at night 

and can be used only during the 

day 

• I have not received credible 

information on this topic 

Based on 

Takarangi et 

al. (2006) 

Mental Model 

(Negotiations 

EU) 

""I have heard about 

negotiations between the 

European Union and India. Do 

you know what they talked 

about?" 

(How would you respond to this 

statement? Base your answer on 

information provided in the first 

session. Please choose the 

answer that comes closest to 

your personal opinion:) 

Single 

Choice 

• The European Union and India 

discussed the improvement of 

cultural exchange 

• There was a new attempt to sign 

a free trade agreement 

• The European Union and India 

discussed arms exports from the 

EU 

• The European Union has tried to 

act as a mediator in the conflict 

between India and Pakistan 

• I have not received credible 

information on this topic 

Based on 

Takarangi et 

al. (2006) 

 

  



Appendix A - Basic User Assistance Systems to Combat Fake News 

223  

Construct Question Scale type Response options Source 

Mental Model 

(Accident Peru) 

"There was a terrible accident in 

Peru. Do you know anything 

about it?" 

(How would you respond to this 

statement? Base your answer on 

information provided in the first 

session. Please choose the 

answer that comes closest to your 

personal opinion:) 

Single 

Choice 

• A tree on the tracks caused a 

train to derail 

• A bus collided with a truck and 

fell down a cliff 

• There was a plane crash near 

Lima 

• There was a mass collision of 

cars near Lima 

• I have not received credible 

information on this topic 

Based on 

Takarangi et al. 

(2006) 

Article 

recognition 

Do you remember seeing his 

exact news article (with an 

image) during the first session 

(approx. two weeks ago)? 

5-point 

Likert 

scale 

Definitely no, I don't think so, 

Unsure, I think so, Definitely yes 
Self-developed 

Do you remember seeing a 

warning message (during the first 

session) stating the information 

in this article was found to be 

false? 

Do you remember seeing verified 

articles (during the first session) 

that provided more information 

about the topic in the article? 

Trust in medical 

therapies  

(Control 

variable) 

I do not trust any classical and 

conventional medical therapies 7-point 

Likert 

scale 

Min: Strongly disagree 

Max: Strongly agree 

Based on 

Gimpel et al. 

(2013) 
I want to be independent from 

classical and conventional 

medical therapies 

Description: 

Credibility 

assessment 

(Control 

variable) 

Please describe your approach 

used to assess the credibility of 

the articles in this experiment: 

(Please note that only meaningful 

answers will be accepted.) 

Text - Self-developed 

Gender What is your gender? 
Single 

Choice 

Female, Male, Others, Prefer not to 

reply 

Based on the 

standard 

demographic 

questions of the 

Sosci Survey 

tool 

(soscisurvey.de) 

Age Numerical input 

Integer 

value equal 

or greater 

than 0 

Numerical input 

Education 

What is your highest educational 

achievement? 

(Please select the highest level of 

qualification you have obtained.) 

Single 

Choice 

None (e.g. still in school), Less than 

high school diploma, High school 

degree or equivalent, Bachelor's 

degree, Master's degree, Doctorate 

(e.g. Ph.D.) or higher, Other (please 

specify): 

Occupation What do you do professionally? 
Singe 

Choice 

Pupil/in school, 

Training/apprenticeship, University 

student, Employee, Civil servant, 

Self-employed, 

Unemployed/seeking employment, 

Other: 

Political 

orientation 

How would you assess your 

political orientation?  

Politically, I would say I am... 

8-point 

Likert 

scale 

Min: Very liberal 

Max: Very conservative 

Based on Wohl 

and Branscombe 

(2008) 

Social media 

usage 

How often do you use social 

media in your everyday life? 

6-point 

Likert 

scale 

Never; Less than once a week; Once 

a week; Several times a week; Once 

a day; Several times a day 

Self-developed 

(see chapter 3.3) 

Table 20: Description of All Scales Used  
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 Descriptive Overview With All Treatments 

a)   Comparison of the Mean Believability of Fake News 
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Note: Mean value of the distribution is shown as a horizontal line. 

1 - low believability, 7 - high believability 

Figure 26: Comparison of the Mean Believability of Fake News 
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b)   Comparison of the Mental Model Measurement per Treatment 

 Fake news stories Verified information 

P
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Note: Numbers vary from zero (the participant adapted no fake news story/verified information into the mental 

model) to three (the participant adapted all fake news stories/verified information into the mental model). 

Figure 27: Mental Model Measurement per Treatment 
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 Descriptive Overview of the Data 

a)   Mean Believability Measurement for Fake News Posts 

 Main treatments 
Additional control 

treatments 

Metric Characteristic 
Control 

treatment 

Ex-ante 

intervention 

Ex-post 

intervention 

Ex-ante 

warning-

only 

Ex-post 

warning-

only 

Believability 

during fake 

news 

exposure 

(Phase 1a) 

Mean 4.621 2.778 2.235 2.761 2.628 

Median 4.556 2.667 2.167 2.778 2.333 

Standard 

Deviation 
0.999 1.247 1.198 1.234 1.258 

Believability 

over time 

(Phase 1b) 

Mean 5.015 3.521 2.932 3.700 3.570 

Median 5.000 3.778 3.000 3.667 3.611 

Standard 

Deviation 
1.152 1.486 1.529 1.394 1.372 

Believability 

over time 

(Phase 2) 

Mean 4.735 4.050 3.766 4.270 4.277 

Median 4.889 4.111 3.944 4.556 4.500 

Standard 

Deviation 
1.391 1.604 1.521 1.338 1.417 

Table 21: Comparison of Mean Believability Measurement for Fake News Posts 

b)   Number of Fake News Adopted Into Participant’s Mental Models 

 Main treatments 
Additional control 

treatments 

Metric Characteristic 
Control 

treatment 

Ex-ante 

intervention 

Ex-post 

intervention 

Ex-ante 

warning-

only 

Ex-post 

warning-

only 

Number of 

fake news 

adopted 

into mental 

models 

(Phase 1b) 

Mean 1.865 0.680 0.528 1.092 1.018 

Median 2.000 0.500 0.000 1.000 1.000 

Standard 

Deviation 
0.909 0.815 0.807 1.050 1.013 

Number of 

fake news 

adopted 

into mental 

models 

(Phase 2) 

Mean 1.436 0.925 0.725 1.061 1.039 

Median 2.000 1.000 0.000 1.000 1.000 

Standard 

Deviation 
1.034 0.837 0.871 0.967 1.024 

Note: Results are based on mean, median, standard deviation per participant. 

Table 22: Comparison of Number of Mental Models Based on Fake News Posts   
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c)   Number of Mental Models Based on Verified Information 

 Main treatments 
Additional control 

treatments 

Metric Characteristic 
Control 

treatment 

Ex-ante 

intervention 

Ex-post 

intervention 

Ex-ante 

warning-

only 

Ex-post 

warning-

only 

Number of 

verified 

information 

adopted into 

mental 

models  

(Phase 1b) 

Mean 0.207 0.990 1.462 0.101 0.196 

Median 0.000 1.000 1.000 0.000 0.000 

Standard 

Deviation 
0.488 1.105 1.189 0.303 0.499 

Number of 

verified 

information 

adopted into 

mental 

models  

(Phase 2) 

Mean 0.317 0.935 1.133 0.434 0.333 

Median 0.000 1.000 1.000 0.000 0.000 

Standard 

Deviation 
0.546 0.953 1.032 0.671 0.634 

Note: Results are based on mean, median, standard deviation per participant. 

Table 23: Comparison of Number of Mental Models Based on Verified Information 
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 Detailed Report of Results 

a)   Comparison of Believability Measurement for Fake News Posts Between the Treatments 

Metric Compared treatments W    x  ’  W p-value 
Related 

Hypothesis 

Believability 

during fake 

news 

exposure 

(Phase 1a) 

Control vs. ex-ante 

intervention 
9765.6 < 0.001 *** - 

Control vs. ex-post 

intervention 
10868 < 0.001 *** - 

Ex-ante intervention vs. 

ex-post intervention 
6684 < 0.001 *** H 3.2.1 

Ex-ante intervention vs. 

ex-ante warning-only 
5459.5 0.492  - 

Ex-post intervention vs. 

ex-post warning-only 
7043.5 0.008 ** - 

Believability 

over time 

(Phase 1b) 

Control vs. ex-ante 

intervention 
8704 < 0.001 *** - 

Control vs. ex-post 

intervention 
9995 < 0.001 *** - 

Ex-ante intervention vs. 

ex-post intervention 
6398 0.005 ** H 3.2.2 

Ex-ante intervention vs. 

ex-ante warning-only 
5827.5 0.194  - 

Ex-post intervention vs. 

ex-post warning-only 
7324 0.001 ** - 

Believability 

over time 

(Phase 2) 

Control vs. ex-ante 

intervention 
5825.5 0.002 ** - 

Control vs. ex-post 

intervention 
6759.5 < 0.001 *** - 

Ex-ante intervention vs. 

ex-post intervention 
5120 0.070 + H 3.2.2 

Ex-ante intervention vs. 

ex-ante warning-only 
4916 0.209  - 

Ex-post intervention vs. 

ex-post warning-only 
6032 0.006 ** - 

Note: Results based on one-sided Wilcoxon-Mann-Whitney pairwise comparison. 
+ p < 0.1, * p < .05, ** p < .01, *** p < 0.001 

Table 24: Results of Believability Comparison 
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b)   Comparison of Number of Fake News Adopted Into Participant’s Metal Model 

Metric Compared treatments W    x  ’  W p-value 
Related 

Hypothesis 

Number of 

fake news 

adopted into 

mental 

models 

(Phase 1b) 

Control vs. ex-ante 

intervention 
9096 < 0.001 *** - 

Control vs. ex-post 

intervention 
9096 < 0.001 *** - 

Ex-ante intervention vs. 

ex-post intervention 
5946 0.045 * H 3.2.3 

Ex-ante intervention vs. 

ex-ante warning-only 
6602 0.002 ** - 

Ex-post intervention vs. 

ex-post warning-only 
7569 < 0.001 *** - 

Number of 

fake news 

adopted into 

mental 

models 

(Phase 2) 

Control vs. ex-ante 

intervention 
6010.5 < 0.001 *** - 

Control vs. ex-post 

intervention 
6840.5 < 0.001 *** - 

Ex-ante intervention vs. 

ex-post intervention 
5219 0.032 * H 3.2.3 

Ex-ante intervention vs. 

ex-ante warning-only 
4906 0.204  - 

Ex-post intervention vs. 

ex-post warning-only 
5829.5 0.015 * - 

 Note: Results based on one-sided Wilcoxon-Mann-Whitney pairwise comparison. 
+ p < 0.1, * p < .05, ** p < .01, *** p < 0.001 

Table 25: Results of Fake News Adoption 
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c)   Comparison of Number of Verified Information Adopted Into Mental Model 

Metric 
Compared 

treatments 
W    x  ’  W p-value 

Related 

Hypothesis 

Number of verified 

information adopted 

into mental models  

(Phase 1b) 

Control vs. ex-ante 

intervention 
3343.5 < 0.001 *** - 

Control vs. ex-post 

intervention 
2350.5 < 0.001 *** - 

Ex-ante intervention 

vs. ex-post 

intervention 

4104 0.002 ** H 3.2.4 

Number of verified 

information adopted 

into mental models  

(Phase 2) 

Control vs. ex-ante 

intervention 
2944.5 < 0.001 *** - 

Control vs. ex-post 

intervention 
2680.5 < 0.001 *** - 

Ex-ante intervention 

vs. ex-post 

intervention 

4084.5 0.097 + H 3.2.4 

Note: Results based on one-sided Wilcoxon-Mann-Whitney pairwise comparison. The control 

treatment contained not verified information. 
+ p < 0.1, * p < .05, ** p < .01, *** p < 0.001 

Table 26: Results of Verified Information Adoption 
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d)   Comparison of the Memory of the Fake News Articles 

Metric Compared treatments W    x  ’  W p-value 

Remember 

fake news 

article 

 (Phase 1b) 

Control vs. ex-ante 

intervention 
5254 0.241  

Control vs. ex-post 

intervention 
4808 0.006 ** 

Ex-ante intervention vs. 

ex-post intervention 
4593.5 0.036 * 

Ex-ante intervention vs. 

ex-ante warning-only 
4876.5 0.085 + 

Ex-post intervention vs. 

ex-post warning-only 
5530.5 0.166  

Remember 

fake news 

article  

(Phase 2) 

Control vs. ex-ante 

intervention 
5452.5 0.975  

Control vs. ex-post 

intervention 
5146.5 0.690  

Ex-ante intervention vs. 

ex-post intervention 
4014 0.075 + 

Ex-ante intervention vs. 

ex-ante warning-only 
4946.5 0.817  

Ex-post intervention vs. 

ex-post warning-only 
4598 0.162  

Note: Results based on one-sided Wilcoxon-Mann-Whitney pairwise comparison.  
+ p < 0.1, * p < .05, ** p < .01, *** p < 0.001 

Table 27: Results of Memory of the Fake News Articles 
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e)   Comparison of the Memory of the Warning Label 

Metric Compared treatments W    x  ’  W p-value 

Remember 

warning 

label  

(Phase 1b) 

Ex-ante intervention vs. 

ex-post intervention 
4650 0.060 + 

Ex-ante intervention vs. 

ex-ante warning-only 
3858.5 < 0.001 *** 

Ex-post intervention vs. 

ex-post warning-only 
4435.5 < 0.001 *** 

Remember 

warning 

label 

(Phase 2) 

Ex-ante intervention vs. 

ex-post intervention 
3830 0.028 * 

Ex-ante intervention vs. 

ex-ante warning-only 
3927 0.038 * 

Ex-post intervention vs. 

ex-post warning-only 
3336.5 < 0.001 *** 

Note: Results based on one-sided Wilcoxon-Mann-Whitney pairwise comparison. 
Only the treatments with warning labels are considered. 

+ p < 0.1, * p < .05, ** p < .01, *** p < 0.001 

Table 28: Results of Memory of the Warning Label 

 

f)   Comparison of the Memory of the Verified Information 

Metric Compared treatments W    x  ’  W p-value 

Remember 

verified 

information  

(Phase 1b) 

Ex-ante intervention vs. 

ex-post intervention 
4589.5 0.045 * 

Remember 

verified 

information  

(Phase 2) 

Ex-ante intervention vs. 

ex-post intervention 
3702.5 0.012 * 

Note: Results based on one-sided Wilcoxon-Mann-Whitney pairwise comparison. 

Only the treatments with verified information are considered. 
+ p < 0.1, * p < .05, ** p < .01, *** p < 0.001 

Table 29: Results of Memory of the Verified Information  
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 Effects of Warning Labels Extended by Verified Information 

To isolate the effect of the additional verified information, we compare the ex-ante intervention 

treatment with the ex-ante warning-only treatment (which contains only a warning label) and 

the ex-post intervention treatment with the ex-post warning-only treatment (which contains 

only a warning label). The results show no significant differences between the treatments 

regarding believability during fake news exposure. Even after fake news exposure we observe 

no difference between ex-ante intervention treatment and ex-ante warning-only treatment.  

However, during and shortly after fake news exposure (in Phase 1) the ex-post intervention 

results in a significantly lower believability (p-value = 0.008 and p-value = 0.001) than the 

corresponding warning-only treatment. We also observe this effect in Phase 2 (p-value = 0.006).  

Further analysis of the data also shows that additional verified information reduces the number 

of fake news adopted into the mental model. In the ex-post intervention treatment, the 

participants reported significantly less fake news as part of their mental model (p-value < 0.001) 

compared to the ex-post warning treatment. We also observe this effect after two weeks in 

Phase 2 (p-value = 0.015). In the ex-ante intervention treatment, we also observe that 

participants adopt less fake news into their mental model (p-value = 0.002) than in the ex-ante 

warning-only treatment. However, we can no longer observe this effect after two weeks (p-

value = 0.204). 

We also examine the impact on memory of the warning label itself during the intervention. We 

observe in Phase 1b that participants in the ex-post intervention treatment are better able to 

recall the presence of a warning (p-value < 0.001) than in the ex-post warning-only treatment. 

We continued to observe this phenomenon two weeks later in Phase 2 (p-value < 0.001). Also, 

in the ex-ante intervention treatment, we observe a better recall of the warning label in the first 

phase (p-value < 0.001) than in the ex-ante warning-only treatment. The effect is still observable 

after two weeks in Phase 2 (p-value = 0.038). Overall, the inclusion of additional verified 

information shows that participants better remember the warning labels. 

Our results show that warnings as an intervention against fake news can be extended by using 

additional verified information. A direct comparison of the interventions with warning labels 

only and the interventions with additional verified information shows no difference during fake 

news exposure. This is plausible because the warning during the fake news exposure makes it 

equally obvious to the participants that the information is false. However, we see different 

effects over time. For example, we observe that participants adopted less fake news in their 
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mental model. This is consistent with our expectations. Using only a warning creates a gap in 

the mental model as participants have no understanding of what was actually happening. In 

addition, the memory of the warning fades over time (Grady et al., 2021), whereby fake news 

increasingly becomes part of the mental model. This gap is filled by the verified information, 

which makes fake news less likely to be adopted into the mental model. Furthermore, the 

additional verified information leads to a better memory of the warning itself. 
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 Detailed Sample Description 

a)   Sample Description Study 1 Regarding the Effect of Social Norms 

Personal information 

Number of participants 320 

Number of participants in 

each treatment 

Control Injunctive SN Descriptive SN Combined 

78 83 77 82 

Occupation 
Students Employed 

294 26 

Educational level 

General 

qualification 

for university 

entrance 

Bachelor's 

degree 

Master's 

degree 
Others 

216 66 17 21 

Age 
Mean Standard deviation 

23.2 4.16 

Gender 
Male Female 

96 224 

Usage of social media 

Social media usage 
Several times a day Once or several times a week 

253 67 

Trust in news available on 

social media 

No trust and 

little trust 

Rather little 

trust 

Rather a lot of 

trust 

A lot of trust 

and a great deal 

of trust 

59 135 101 25 

Content generation 

compared to their social 

environment  

No content 

at all  

Very little 

content and 

little 

content  

Rather little 

content 

Rather a lot 

of content 

A lot of 

content and 

a great deal 

of content 

26 201 58 28 7 

Press the like button per 

day 

Mean Standard deviation 

4.70 7.15 

Post comment per day 
Mean Standard deviation 

0.91 1.96 

Share of posts per day 
Mean Standard deviation 

0.26 1.38 

Report of posts per day 
Mean Standard deviation 

0.12 0.51 

Table 30: Detailed Sample Description of Study 1 
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b)   Sample Description Study 2 Regarding the Effect of Social Norms 

Personal information 

Number of participants 157 

Number of participants in 

each treatment 

Control 
Positive 

Descriptive SN 

Negative 

Descriptive SN 

51 55 51 

Occupation 
Students Employed 

116 33 

Educational level 

General qualification 

for university 

entrance 

University degree Others 

60 82 15 

Age 
Mean Standard deviation 

25.6 5.21 

Gender 
Male Female 

63 94 

Usage of social media 

Social media usage 
Several times a day Once or several times a week 

124 33 

Trust in news available 

on social media 

No trust and 

little trust 
Rather little trust 

Rather a lot of 

trust 

A lot of trust 

and a great deal 

of trust 

43 59 42 13 

Content generation 

compared to their social 

environment  

No content 

at all  

Very little 

content and 

little 

content  

Rather little 

content 

Rather a lot 

of content 

A lot of 

content and 

a great deal 

of content 

16 80 41 18 2 

Liked posts in 

comparison to the social 

environment 

None at all 
Very few 

and few 
Rather few 

Rather 

many 

Many and a 

great many 

11 54 58 26 8 

Commented posts in 

comparison to the social 

environment 

None at all 
Very few 

and few 
Rather few 

Rather 

many 

Many and a 

great many 

43 72 28 12 2 

Shared posts in 

comparison to the social 

environment 

None at all 
Very few 

and few 
Rather few 

Rather 

many 

Many and a 

great many 

69 57 20 7 4 

Reported posts in 

comparison to the social 

environment 

None at all 
Very few 

and few 
Rather few 

Rather 

many 

Many and a 

great many 

105 31 9 11 1 

Table 31: Detailed Sample Description of Study 2 
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 Stimuli 

We focus on a mobile device representation because most users access Facebook via mobile 

devices (Facebook 2016). Nevertheless, the participants have the possibility to participate in 

our experiment via desktops or mobile devices. In order to increase comparability, we therefore 

apply two different views for the news feed. The mobile view shows the news feed about the 

full size of the browser window. The desktop view first displays the image of a smartphone, 

which then contains the full screen size news feed identical to the mobile view. 

We further extend the news feed by adding injunctive and descriptive SN messages with 

different wordings. 

a)   Posts of Study 1 Regarding the Effect of Social Norms 

    

    

  

 

Note: Original German posts (left) & translated 

English posts (right). The German (and therefore 

also the English) text is deliberately wrongly worded, 

as this property is not unusual for fake news 

Figure 28: Fake News Posts in Study 1 
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Note: Original German posts (left) & translated 

English posts (right) 

Figure 29: Real News Posts in Study 1 
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Note: Original German posts (left) & translated 

English posts (right) 

Figure 30: Neutral Posts in Study 1 
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b)   Posts of Study 2 Regarding the Effect of Social Norms 

    

    

  

 

Note: Original German posts (left) & translated 

English posts (right). The German (and therefore 

also the English) text is deliberately wrongly worded, 

as this property is not unusual for fake news 

Figure 31: Fake News Posts in Study 2 
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Note: Original German posts (left) & translated 

English posts (right). The German (and therefore 

also the English) text is deliberately wrongly worded, 

as this property is not unusual for fake news 

Figure 32: Real News Posts in Study 2 
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Note: Original German posts (left) & translated 

English posts (right). The German (and therefore 

also the English) text is deliberately wrongly worded, 

as this property is not unusual for fake news 

Figure 33: Neutral Posts in Study 2 
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 Results Regarding Structural Equality of Treatments 

a)   Results of Study 1 Regarding the Effect of Social Norms 

 ANOVA Levene-Test 

Sample property F-value p-Value F-Value p-Value 

Age 1.581 0.194 0.595 0.619 

Frequency of social 

media usage 
0.059 0.981 0.059 0.981 

Trust in news from 

social media 
0.495 0.686 1.010 0.388 

Note: + p < 0.1, * p < .05, ** p < .01, *** p < 0.001 

 

 χ2-test 

Sample property χ2 p-Value 

Gender 4.100 0.231 

Occupation 10.262 0.619 

Education 23.863 0.470 

Note: + p < 0.1, * p < .05, ** p < .01, *** p < 0.001 

Table 32: Structural Equality of the Characteristics of the Participants in Study 1  

b)   Results of Study 2 Regarding the Effect of Social Norms 

 ANOVA Levene-Test 

Sample property F-value p-Value F-Value p-Value 

Age 0.493 0.611 1.875 0.157 

Frequency of social 

media usage 
0.100 0.906 0.100 0.906 

Trust in news from 

social media 
0.109 0.897 0.145 0.865 

Note: + p < 0.1, * p < .05, ** p < .01, *** p < 0.001 

 

 χ2-test 

Sample property χ2 p-Value 

Gender 2.950 0.245 

Occupation 6.93 0.838 

Education 12.307 0.241 

Note: + p < 0.1, * p < .05, ** p < .01, *** p < 0.001 

Table 33: Structural Equality of the Characteristics of the Participants in Study 2 
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 Development and Validation of the Newsfeed 

a)   Results of Study 1 Regarding the Effect of Social Norms 

Materials: The focus of our work is the reporting of fake news. In order to consider this effect 

as isolated as possible, we design the fake news to be as conspicuous as possible. Our goal is 

to make it rather easy for the participants to identify the fake news in order to reduce the effect 

of uncertainty when identifying fake news. However, we deliberately do not want to tell the 

participants which news posts are fake news, because such an implementation does not 

correspond to the real world and also makes the act of reporting unnecessary. A strong 

limitation of the external validity of our results would be the consequence of clearly identifying 

fake news as such. Therefore, we modified the fake news posts based on common fake news 

characteristics such as spelling mistakes, flashy formatting or obviously altered images, to make 

it easier to identify them. Every fake news story is assigned to a non-existent news source to 

further reduce authenticity. In addition, the fake news headlines were selected, which have 

spread in the German-speaking area, since the study took place in Germany. 

Besides the fake news, the news feed includes five real news posts. These contain no 

characteristics of fake news and originate from authentic German news sources. Additionally, 

headlines were chosen, which have spread in the media in German-speaking countries. 

However, headlines were selected that cannot be identified as real news at first glance. This 

also increases the external validity of our results, as the media landscape is not always clear. At 

the same time, this allows us to observe how the use of SNs affects the reporting behavior of 

real news.  

Overall, especially in comparison to the fake news, the real news can be identified by these 

characteristics. Besides the news post, the news feed also contains five neutral posts of 

imaginary friends to create an experimental environment that is as realistic as possible and thus 

further increase the external validity of the results. 

Randomization: The following parts of the experiment were random: 

• Assignment of the participants to the treatments 

• Display order of the 15 posts by participant 

• Selection of the five fake or real news that are marked with a descriptive SN in 

treatments where the descriptive SN was used (neutral posts were not marked) 
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• The strength (equivalent to the number of reports) of a descriptive SN to a post in 

treatments where the descriptive SN was used 

• The strength of the descriptive SNs themselves were randomly varied by 10% compared 

to the base value. 

Pre-Test: We conducted a pre-test. The participants of the pre-test (n = 22) were recruited via 

Facebook but attention was paid to use different Facebook groups than for the main study to 

separate the participants of the pre-test from the participants of the studies. The pre-test 

suggested feasibility and acceptance of the length of the news feed. Based on the pre-test, we 

adjusted the fake news stories so that they are more easily identifiable by the participants. 

Further, we examined and adjusted the strength of the descriptive SNs to ensure that they fit 

realistically into the news feed. Our first design included a wider interval for the strength of 

descriptive SNs (1; 10; 100; 1,000; 10,000). However, feedback from the pre-test showed that 

a norm of 1 is too weak to convince participants that other people report fake news. At the same 

time, a descriptive SN of 10,000 was found to be too strong. Therefore, we have increased the 

weakest descriptive SN to 5 and reduced the strongest descriptive SN to 3,125. 

Ensuring Response Quality: To ensure the manipulation validity of our studies, it was ensured 

for each participant that the study had been fully processed. 349 participants have completed 

the survey. To further improve the quality of our data, we have taken further measures. First, 

tracking points were implemented into the newsfeed to identify whether a participant has seen 

all posts in the newsfeed. Only participants who had read the newsfeed completely were 

considered. Second, we have removed all participants who use social media less than once a 

week. Our final sample for survey 1 contains 320 participants. 

Experiment Validation: To validate our approach, we consider the results of the fake 

assessment run. Although the fake assessment run should be used with caution (due to the 

repeated presentation), it is suitable as an indicator to identify which posts the participants 

considered as fake. Table 34 summarizes the number of reports for the posts in the fake 

detection run. The results show that on average 79% of the participants identified fake news as 

such. In contrast, only 20% of the participants reported real news as fake news. 
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 News Content Number of reports Fake detection rate 

Fake 

News 

Merkel Flag Ban 273 85.31% 

NATO Mission 262 81.88% 

One-way Ticket 259 80.94% 

Woman Rights 250 78.13% 

Kindergarten Fight Club 219 68.44% 

Real  

News 

Legal Cannabis 94 29.38% 

Host World Cup 94 29.38% 

Trump Entry Ban 57 17.81% 

Blocked Waggon 50 15.63% 

Blown Up bank 25 7.81% 

Table 34: Number of Reports per Post in the Fake Assessment Run of Study 1 

The following Table 35 compares fake news and real news by counting how often the fake and 

real news were reported and how often they were not reported. The Fisher's exact test shows a 

highly significant empirical difference (p-value < 0.001). These results are in line with our 

expectations, since both the fake news and the real news were identified as such by the 

participants. 

 Reported Not reported 

Fake News 1,263 337 

Real News 320 1,280 

Table 35: Overall Number of Reports in the Fake Assessment Run of Study 1 

b)   Results of Study 2 Regarding the Effect of Social Norms 

Materials: For Study 2 we used almost the same materials as for Study 1. However, we 

modified four of the five original fake news to further decrease the level of authenticity. 

Emoticons (such as ‘ヽ(ಠ_ಠ)ノ’ and  ‘⊙.☉’) were added to the news posts about women's 

rights in Saudi Arabia and the ban on flags at the European Championship to give participants 

the additional feeling that the news source is not neutral, but that the author wants to give a 

special feeling and opinion, as it is often the case with fake news. At the same time, we changed 

the term 'German Armed Forces Mission' to 'War mission' in the fake news post about the 

NATO mission. We intended to differentiate the statement even more from the real world and 

thus make it less credible.  

Additionally, we replaced one fake news completel  (“Kindergarten Fight Club”), because it 

was recognized much less by the participants than the others. We assume that this fake news 

was harder to identify because it does not relate to events with which the participants frequently 

come into contact.  
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The real news was also revised. Since the real news stories were outdated at the time of Study 

2, we replaced them with more recent ones. We have also adjusted the neutral posts, as these 

explicitly referred to events in the summer (the time of Study 1). Since Study 2 took place in 

winter, we have exchanged these posts to make our news feed more realistic. 

Randomization: As in Study 1. 

Pre-Test: Since our material and procedure had already been validated by the pre-test and 

Study 1, we did not conduct another pre-test for Study 2. 

Ensuring Response Quality: We have taken the measures described above for Study 2 with 

two additions. First, we asked the participants whether they had already participated in  

Study 1 and removed all participants who confirmed this. Second, we added a control item to 

each of our scales to record the motivational factors for reporting. This control item corresponds 

to the inverted statement of another, which is why a response at the same end of the scale is 

inconsistent. Table 36 presents the items described. 

Target construct Test item Control item 

Motivation to report fake 

news 

I would like to avoid 

negative consequences 

that arise from the 

distribution of fake news 

I am not interested in the 

negative consequences 

that arise from the 

distribution of fake news 

Motivation to not report 

fake news 
I've never seen fake news 

I often come in contact 

with fake News 

Table 36: Summary of Control Items in Study 2 

We have removed all participants who answered the control item inconsistently. Therefore, our 

final data set for Study 2 consists of 157 participants. 

Experiment Validation: To validate our approach, we consider the results of the updated fake 

assessment run. Table 37 summarizes the number of reports for the posts in the fake detection 

run. The results show that on average 87% of the participants identified fake news as such. In 

contrast, only 3% of the participants reported real news as fake news. 
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 News Content Rated as fake Fake detection rate 

Fake 

News 

British Parliament 153 97.45% 

Merkel Flag Ban 143 91.08% 

NATO Mission 140 89.17% 

Woman Rights 127 80.89% 

One-way Ticket 118 75.16% 

Real 

News 

AI Influence 7 4.46% 

Climate Chang 7 4.46% 

Effects of Smoking 4 2.55% 

Reuse of Shopping Bags 3 1.91% 

First Name Raking 3 1.91% 

Table 37: Number of News Stories Rated as Fake News in Study 2. 

Table 38 compares fake news and real news by counting how often the fake and real news were 

rated as fake and how often they were not rated as fake. The Fisher's exact test shows a highly 

significant empirical difference (p-value < 0.001). These results are in line with our 

expectations, since we deliberately made the difference between fake and real news more 

extreme for Study 2. 

 
Rated as 

fake 

Not rated as 

fake 

Fake News 681 104 

Real News 24 761 

Table 38: Overall Number of News Stories Rated as Fake News in Study 2 
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 List of Scales 

a)   List of Scales for Study 1 Regarding the Effect of Social Norms 

Construct Question Scale type Response options Source 

Social media 

as a source of 

news 

How often do you use social 

media to obtain information 

on current events, public 

affairs and political issues? 

9-point 

(ordinal) 

Likert scale 

Never; Less than once a week; 

Once a week; Twice a week; 

Three times a week; Four 

times a week; Five times a 

week; Six times a week; Daily 

Based on the scale 

for measuring the 

frequency of the use 

of different media as 

a news source by Gil 

de Zúñiga et al. 

(2012). 

How much trust do you have 

in information about current 

events, public affairs, 

political issues that comes 

from social media? 

6-point 

(ordinal) 

Likert scale 

No trust at all; Little trust; 

Rather little trust; Rather a lot 

of trust; A lot of trust; A great 

deal of trust 

Indicators for 

Fake News 

What features did you use in 

the survey and do you 

generally use to identify a 

post as fake news? 

Multiple 

Choice with 

optional text 

input 

Source/Creator; Content of 

the text; Spelling mistake in 

the text; Striking formatting of 

the text; Picture in the post; 

Number of times a mail has 

already been reported; others 

Self-developed 

Usage of 

social media 

How often do you use social 

media in your everyday life? 

6-point 

(ordinal) 

Likert scale 

Never; Less than once a week; 

Once a week; Several times a 

week; Once a day; Several 

times a day 

Self-developed 

How much content do you 

generate in social media 

(e.g. by posting, liking, 

commenting, sharing, etc.) 

compared to people from 

your personal environment? 

7-point 

(ordinal) 

Likert scale 

No content at all; Very little 

content; Little content; Rather 

little content; Rather a lot of 

content; A lot of content; A 
great deal of content 

How many posts do you like 

per day? 
Numerical 

input 
Integer value equal or greater 

than 0 
How many posts do you 

comment per day? 
Numerical 

input 
Integer value equal or greater 

than 0 
How many posts do you 

share per day? 
Numerical 

input 
Integer value equal or greater 

than 0 
How many posts do you 

report per day? 
Numerical 

input 
Integer value equal or greater 

than 0 

Automatic vs. 
mindful 

thought 

processing 

  don’t like to have to do a lot 

of thinking. 

5-level 

semantic 

differential 

Min: Strongly disagree 

Max: Strongly agree 

Self-translated scale 

to measure the 

degree to which one 

engages in mindful 

versus automatic 

thought-processing 
of news by Maksl et 

al. (2015). 

I try to avoid situations that 

require thinking in depth 

about something. 

5-level 

semantic 

differential 

Min: Strongly disagree 

Max: Strongly agree 

I prefer to do something that 

challenges my thinking 

abilities rather than 

something that requires little 

thought. 

5-level 

semantic 

differential 

Min: Strongly disagree  

Max: Strongly agree 

I prefer complex to simple 

problems. 

5-level 

semantic 

differential 

Min: Strongly disagree  

Max: Strongly agree 

Thinking hard and for a long 

time about something gives 

me little satisfaction. 

5-level 

semantic 

differential 

Min: Strongly disagree 

Max: Strongly agree 
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Construct Question Scale type Response options Source 

Cognitive 

reflection test 

A racket and a ball cost a 

total of 1.10 Euro. The racket 

costs 1.00 Euro more than 

the ball. How much does the 

ball cost? 

Numerical 

input 
Decimal number equal or 
greater than 0 

Self-translated scale 

to measure reflective 

reasoning by 

Frederick (2005). 

Five machines take 5 

minutes to produce five 

products. How many minutes 

does it take 100 machines to 

produce 100 products? 

Numerical 

input 
Integer value equal or greater 

than 0 

Lilies grow in a lake. Every 

day, the area that covers the 

lilies on the lake doubles. If 

it takes 48 days until the lilies 

cover the whole lake, how 

long would it take until the 

lilies cover half of the lake? 

Numerical 

input 
Integer value equal or greater 

than 0   

Gender What is your gender? 
Single 
Choice 

female; male 

Based on the 

standard 

demographic 

questions of the 

Sosci Survey tool 

(www.soscisurvey.de) 

Age How old are you? 
Numerical 

input 
Integer value equal or greater 

than 0 

Educational 

level 

What is your educational 

level? Please select the 

highest level of education 

you have achieved so far. 

Single 
Choice with 

optional text 

input 

Leaving school without 

graduation; Still in school; 

junior high school (original: 

“Volks-, Hauptschul-

abschluss”, “Mittlere Reife”, 

“Realschule”) or equivalent 

degree; Completed 

apprenticeship; Senior High 

 chool (Original  “(Fach-) 

 bitur”);  achelor’s 

degree; Master’s degree; 

Diploma; Doctorate / 

postdoctoral qualification; 

Different degree [free text 

option] 

Occupation 
Which of the following 

categories best describes 

your employment status? 

Single 
Choice with 

optional text 

input 

Pupil; In an apprenticeship; 
Student; Salaried employee; 
Civil servant; Independent; 

Unemployed; Others [free text 

option] 

Table 39: Description of all Scales Used in Study 1 
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b)   List of Scales for Study 2 Regarding the Effect of Social Norms 

Construct Question Scale type Response options Source 

Social media 

as a source of 

news 

How often do you use social 

media to obtain information 

on current events, public 

affairs and political issues? 

9-point 

(ordinal) 

Likert scale 

Never; Less than once a week; 

Once a week; Twice a week; 

Three times a week; Four 

times a week; Five times a 

week; Six times a week; Daily 

Based on the scale 

for measuring the 

frequency of the use 

of different media as 

a news source by Gil 

de Zúñiga et al. 

(2012). 

How much trust do you have 

in information about current 

events, public affairs, 

political issues that comes 

from social media? 

6-point 

(ordinal) 

Likert scale 

No trust at all; Little trust; 

Rather little trust; Rather a lot 

of trust; A lot of trust; A great 

deal of trust 

Assessment of 

news posts 

Please rate whether the post 

shown above is a true news 

story or fake news: 

5-point 

(ordinal) 

Likert scale 

True news story; Rather a true 

news stor ;   can’t tell; Rather 

fake news; Fake news 

Self-developed 

Indicators for 

Fake News 

What features did you use in 

the survey and do you 

generally use to identify a 

post as fake news? 

Multiple 

Choice with 

optional text 

input 

Source/Creator; Content of 

the text; Spelling mistake in 

the text; Striking formatting of 

the text; Picture in the post; 

Number of times a mail has 

already been reported; others 

Self-developed 

Reasons to 

report fake 

news 

I would like to improve the 

living conditions for myself 

and other people 

5-level 

semantic 

differential 

Min: Strongly disagree 

Max: Strongly agree 

Self-developed 

It is important to me to help 

other people to form their 

opinion based on true facts 

5-level 

semantic 

differential 

Min: Strongly disagree 

Max: Strongly agree 

I would like to avoid 

negative consequences that 

result from the dissemination 

of fake news 

5-level 

semantic 

differential 

Min: Strongly disagree 

Max: Strongly agree 

Fake News cause an 

unpleasant feeling in me 

5-level 

semantic 

differential 

Min: Strongly disagree 

Max: Strongly agree 

I would like to improve the 

quality of the social media 

platform I use 

5-level 

semantic 

differential 

Min: Strongly disagree 

Max: Strongly agree 

I expect a material or 

financial incentive 

5-level 

semantic 

differential 

Min: Strongly disagree 

Max: Strongly agree 

A correct news landscape is 

important to me 

5-level 

semantic 

differential 

Min: Strongly disagree 

Max: Strongly agree 

I want to share my 

knowledge with others 

5-level 

semantic 

differential 

Min: Strongly disagree 

Max: Strongly agree 

I hope for appreciation from 

my social environment 

5-level 

semantic 

differential 

Min: Strongly disagree 

Max: Strongly agree 

I am not interested in the 

negative consequences that 

arise from the distribution of 

fake news 

5-level 

semantic 

differential 

Min: Strongly disagree 

Max: Strongly agree 

I do not want that the 

relevance of the topic will be 

reduced by the dissemination 

of fake news 

5-level 

semantic 

differential 

Min: Strongly disagree 

Max: Strongly agree 
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Construct Question Scale type Response options Source 

Hurdles to 

report fake 

news 

I am not interested in the 

public opinion 

5-level 

semantic 

differential 

Min: Strongly disagree 

Max: Strongly agree 

 

The procedure of reporting is 

too complex for me 

5-level 

semantic 

differential 

Min: Strongly disagree 

Max: Strongly agree 

I've never seen fake news 

5-level 

semantic 

differential 

Min: Strongly disagree 

Max: Strongly agree 

I do not believe that the act of 

reporting has any effect or 

counteracts the 

dissemination of fake news 

5-level 

semantic 

differential 

Min: Strongly disagree 

Max: Strongly agree 

I don't know how to report 

fake news 

5-level 

semantic 

differential 

Min: Strongly disagree 

Max: Strongly agree 

Reporting fake news offers 

me no material or financial 

incentive 

5-level 

semantic 

differential 

Min: Strongly disagree 

Max: Strongly agree 

Fake news is subject to the 

freedom of speech 

5-level 

semantic 

differential 

Min: Strongly disagree 

Max: Strongly agree 

Fake news serves for 

entertainment 

5-level 

semantic 

differential 

Min: Strongly disagree 

Max: Strongly agree 

I often come in contact with 

fake news 

5-level 

semantic 

differential 

Min: Strongly disagree 

Max: Strongly agree 

I am only a consumer of 

news and do not actively 

participate in the public 

discourse 

5-level 

semantic 

differential 

Min: Strongly disagree 

Max: Strongly agree 

Usage of 

social media 

How often do you use social 

media in your everyday life? 

6-point 

(ordinal) 

Likert scale 

Never; Less than once a week; 

Once a week; Several times a 

week; Once a day; Several 

times a day 

Self-developed 

How much content do you 

generate in social media 

(e.g. by posting, liking, 

commenting, sharing, etc.) 

compared to people from 

your personal environment? 

7-point 

(ordinal) 

Likert scale 

No content at all; Very little 

content; Little content; Rather 

little content; Rather a lot of 

content; A lot of content; A 
great deal of content 

How many posts have you 

liked in the last month 

compared to people from 

your personal environment? 

7-point 

(ordinal) 

Likert scale 

None at all; Very few; Few; 

Rather few; Rather many; 

Many; A great many 

How many posts have you 

commented on in the last 

month compared to people 

from your personal 

environment? 

7-point 

(ordinal) 

Likert scale 

None at all; Very few; Few; 

Rather few; Rather many; 

Many; A great many 

How many posts have you 

shared in the last month 

compared to people from 

your personal environment? 

7-point 

(ordinal) 

Likert scale 

None at all; Very few; Few; 

Rather few; Rather many; 

Many; A great many 

How many posts have you 

reported in the last month 

compared to people from 

your personal environment? 

7-point 

(ordinal) 

Likert scale 

None at all; Very few; Few; 

Rather few; Rather many; 

Many; A great many 
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Construct Question Scale type Response options Source 

Gender What is your gender? 
Single 
Choice 

female; male 

Based on the 

standard 

demographic 

questions of the 

Sosci Survey tool 

(www.soscisurvey.de) 

Age How old are you? 
Numerical 

input 
Integer value equal or greater 

than 0 

Educational 

level 

What is your educational 

level? Please select the 

highest level of education 

you have achieved so far. 

Single 
Choice with 

optional text 

input 

Leaving school without 

graduation; Still in school; 

junior high school (original: 

“Volks-, Hauptschul-

abschluss”, “Mittlere Reife”, 

“Realschule”) or equivalent 

degree; Completed 

apprenticeship; Senior High 

 chool (Original  “(Fach-) 

 bitur”);  achelor’s 

degree; Master’s degree; 

Diploma; Doctorate / 

postdoctoral qualification; 

Different degree [free text 

option] 

Occupation 
Which of the following 

categories best describes 

your employment status? 

Single 
Choice with 

optional text 

input 

Pupil; In an apprenticeship; 
Student; Salaried employee; 
Civil servant; Independent; 

Unemployed; Others [free text 

option] 

Table 40: Description of All Scales Used in Study 2 
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 Results of the Brant test for Ordered Logistic Regression 

a)   Results of Study 1 Regarding the Effect of Social Norms 

Base 

Treatment 
Treatment Coefficient df Probability 

Control 

Omnibus 4.205 12 0.979 

Injunctive SN 0.301 4 0.990 

Descriptive SN 1.198 4 0.878 

Combined 2.970 4 0.563 

Combined 

Omnibus 4.205 12 0.979 

Control 2.970 4 0.563 

Injunctive SN 2.126 4 0.713 

Descriptive SN 0.924 4 0.921 

Note: Brant test to test the assumption of proportional odds for the ordered logistic 

regression models of Study 1. 
+ p < 0.1, * p < .05, ** p < .01, *** p < 0.001 

Table 41: Results of the Brant Test in Study 1 

b)   Results of Study 2 Regarding the Effect of Social Norms 

Base 

Treatment 
Treatment Coefficient df Probability 

Control 

Omnibus 9.956 8 0.268 

Positive 

descriptive SN 
2.253 4 0.689 

Negative 

descriptive SN 
5.450 4 0.244 

Note: Brant test to test the assumption of proportional odds for the ordered logistic 

regression models of Study 2. 

 + p < 0.1, * p < .05, ** p < .01, *** p < 0.001 

Table 42: Results of the Brant Test in Study 2 
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 Results of Real News Reporting  

Base 

Treatment 
Treatment Coefficient 

Standard 

Error 
p-Value 

Odds 

Ratio 

Control 

Injunctive SN 0.847 0.709 0.232  2.333 

Descriptive SN 1.200 0.687 0.080 + 3.320 

Combined 1.482 0.666 0.026 * 4.402 

 agelkerke’s R²  0.037 

Combined 

Control -1.482 0.666 0.026 * 0.227 

Injunctive SN -0.635 0.503 0.207  0.530 

Descriptive SN -0.281 0.472 0.552  0.755 

 agelkerke’s R²  0.037 

Note: Ordered logistic regression to compare the four treatments with respect to real news 

reporting. In the first model the control treatment is the baseline, whereas in the second model 

the   combined treatment is the baseline. 
+ p < 0.1, * p < .05, ** p < .01, *** p < 0.001 

Table 43: Results of Real News Reporting of Study 1 
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 Results of the Ordered Logistic Regression Including Awareness 

The introduction to the news feed is an awareness training that aims to teach the participants 

that they can report content and how to do so without telling them that they should report. 

Because every participant goes through the identical introduction, regardless of which treatment 

they are in, we assume that awareness is equally present in each of the treatments. However, to 

control for the possible effects of different degrees of awareness, we distinguish two levels of 

awareness, depending on whether the participants had interacted with the report button in the 

interactive tutorial or not. If a person has used the report feature in the tutorial, we assume a 

high degree of awareness. If a person has not used the report button during the tutorial, we use 

this as indication of a lower level of awareness of the reporting feature. We extend our ordinal 

logistic regression analysis to include awareness (high and low). 

a)   Results of Study 1 Regarding the Effect of Social Norms 

Base 

Treat-

ment 

 Coefficient 
Standard 

Error 
p-value 

Odds Ratio 

(Effect Size) 

Related 

Hypo-

thesis 

Control 

Treatments 

Injunctive 

SN 
0.673 0.326 0.039 * 

1.960 

(small) 
H 3.3.1 

Descriptive 

SN 
0.456 0.335 0.173  

1.578 

(small) 
H 3.3.2 

Combined 1.374 0.321 < 0.001 *** 
3.951 

(medium) 
H 3.3.3 

Control 

variable 
Awareness -0.086 0.245 0.724  

0.918 

(less than 

small) 

 

Intercepts 

0 | 1 0.864 0.305 < 0.005 **  

 

 

 

 

 

1 | 2 1.730 0.316 < 0.001 *** 

2 | 3 2.250 0.328 < 0.001 *** 

3 | 4 3.343 0.372 < 0.001 *** 

4 | 5 4.495 0.484 < 0.001 *** 

 agelkerke’s R²  0.068 

Note: Ordered logistic regression to compare the three treatments with respect to fake news reporting. The control 

treatment is the baseline. 
+ p < 0.1, * p < .05, ** p < .01, *** p < 0.001 

Table 44: Results of Fake News Reporting While Controlling For Awareness 
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b)   Results of Study 2 Regarding the Effect of Social Norms 

Base 

Treat-

ment 

 Coefficient 
Standard 

Error 
p-value 

Odds Ratio 

(Effect Size) 

Related 

Hypo-

thesis 

Control 

Treatments 

Positive 

descriptive 

SN 

0.333 0.370 0.368  

1.395 

(less than 

small) 
H 3.3.2 

Negative 

descriptive 

SN 

0.110 0.396 0.781  

1.116 

(less than 

small) 

Control 

variable 
Awareness 0.490 0.311 0.116  

1.632 

(small) 
 

Intercepts 

0 | 1 0.604 0.333 0.070 +  

 

 

 

 

 

1 | 2 1.318 0.347 < 0.001 *** 

2 | 3 1.939 0.365 < 0.001 *** 

3 | 4 2.279 0.380 < 0.001 *** 

4 | 5 2.901 0.425 < 0.001 *** 

 agelkerke’s R²  0.022 

Note: ordered logistic regression to compare the three treatments with respect to fake news reporting. The control 

treatment is the baseline. 
 + p < 0.1, * p < .05, ** p < .01, *** p < 0.001 

Table 45: Results of Fake News Reporting While Controlling for Awareness 
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 Effects of Strength of Descriptive Social Norms 

Natural interaction run – fake news posts 

Fake posts 
 Coefficients 

0  5  25  125  625  3125  

 

0 -1.473 *** 0.723 * 0.823 * 1.160 *** 1.306 *** 0.570  

5   -0.750  0.100  0.437  0.583  -0.153  

25     -0.651 + 0.337  0.484  -0.252  

125       -0.314  0.147  -0.589 + 

625         -0.167  -0.736 * 

3125           -0.903 ** 

Note: Coefficients (upper triangle) and intercepts (diagonal) of the logistic regression models with different baselines 

for fake news posts in the natural interaction run. 
+ p < 0.1, * p < .05, ** p < .01, *** p < 0.001 

Table 46: Effects of Strength of Descriptive Social Norms on Fake News in Study 1 

 

Natural interaction run – real news posts 

Fake posts 
 Coefficients 

0  5  25  125  625  3125  

 

0 -3.475 *** 0.142  0.361  1.047  0.702  0.836  

5   -3.332 ** 0.219  0.905  0.560  0.693  

25     -3.114 *** 0.686  0.341  0.475  

125       -2.428 *** -0.345  -0.211  

625         -2.772 *** 0.134  

3125           -2.229 *** 

Note: Coefficients (upper triangle) and intercepts (diagonal) of the logistic regression models with different baselines 

for real news posts in the natural interaction run. 

 + p < 0.1, * p < .05, ** p < .01, *** p < 0.001 

Table 47: Effects of Strength of Descriptive Social Norms on Real News in Study 1 
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Appendix B Interactive User Assistance Systems to Promote Behavior 

Change 

 Overview of all Reviewed Papers 

Authors(s) 

(Year) 
Publication 

Publishing 

category 

DHR design (social role, 

physical, psychological, 

language) 

Psychological 

constructs 

Intervention 

types 

Targeted 

behavior 

Experiment 

information 

Bickmore et al. 

(2005a) 

Interacting with 

Computers 
J, Q3 (HCI) 

EA: exercise advisor | 2D, 

dynamic, upper body | 

mimics, speech | synthetic 

voice 

Satisfaction, 

repetitiveness, 
friendliness, 

trust, 

informativeness, 
liking, ease of 

use, relationship 

(empathy) 

EDU, PERS, 
ENAB, 

ENVR, INC 

PA (*, 2m, 

pedometer, 

intention to 

use) 

Field (21) 

Bickmore et al. 
(2005b) 

Patient 

Education and 

Counseling 

J, Q1 

(Medicine) 

EA: exercise advisor | 2D, 
dynamic, face | eyebrow 

raises, gaze, posture shifts, 

nods (relational vs. non-

relational) | synthetic speech 

Liking, 

relatedness, 
usefulness, 

caring, honesty 

EDU, PERS, 

ENAB 

PA (*, 1w, 

pedometer, 
intention to 

use) 

Field (91) 

de Rosis et al. 
(2006) 

Journal of 

Biomedical 

Informatics 

J, Q1 

(Health 

Informatics) 

EA: dietary expert [WOz] | 

3D, dynamic, head | mimics, 

speech | synthetic voice 

Credibility, 

plausibility, 
clarity, 

usefulness, 

persuasiveness, 
sincerity, 

likeability, 

naturality, 
intelligence, 

competence 

PERS Nutrition Lab (30) 

van Vugt et al. 

(2006) 

Intelligent 

Virtual Agents 
C (B-rank) 

EA: health advisor| 2D, 

static, full-body | - | text 

bubble 

Similarity, 

valence, 

distance, 

aesthetics, 
realism, ethics 

(trustworthiness 

& credibility) 

EDU 

PA, 
Nutrition 

(intention to 

use) 

Survey (278) 

Bickmore et al. 
(2007) 

Persuasive 

Technology 
C (B-rank) 

EA: health advisor | 2D, 

dynamic, face only | gaze, 
lips, eyebrows, nods, posture 

| text bubble 

Politeness, 

annoying 

EDU, PERS, 

ENVR 

PA (*, 
instant rest 

time, 

intention to 

use) 

Lab (29) 

Fox et al. 
(2009) 

Presence: 

Teleoperators 
and Virtual 

Environments 

J, Q3 (HCI) 
AV: virtual self | 3D, 

dynamic, full body | - | - 
Presence PERS, MOD 

Nutrition 

(*, instant 
food 

choice) 

Lab (69) 

Fox and 

Bailenson 

(2009) 

Media 

Psychology 

J, Q1 

(Applied 

Psychology) 

AV: virtual self / other | 3D, 

dynamic, full-body | - | - 
Resemblance 

COE, INC, 

MOD, TRA 

PA (*, 1d, 

self-
reported 

activity) 

Lab (63) 

Lab (60) 

Lab (75) 

Jin  

(2009) 

CyberPsychology 

& Behavior 

J, Q1 
(Applied 

Psychology) 

AV: ideal/actual self | 3D, 
dynamic, full-body | 

gestures, mimics | - 

Interactivity, 
immersion, 

attractiveness 
PERS Nutrition Lab (126) 

Mazzotta et al. 

(2009) 

Intelligent 

Virtual Agents 
C (B-rank) 

EA: dietary expert | 3D, 
dynamic, head | mimics, 

speech | synthetic voice 

Satisfaction, 

helpfulness, 
easiness, 

persuasiveness, 
reliability, 

validity 

PERS Nutrition Lab (60) 
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Authors(s) 

(Year) 
Publication 

Publishing 

category 

DHR design (social role, 

physical, psychological, 

language) 

Psychological 

constructs 

Intervention 

types 

Targeted 

behavior 

Experiment 

information 

Peng 
(2009) 

Health 

Communication 

J, Q1 

(Health) 

EA+AV: virtual self & 

health-conscious college 
students, a school dietitian, a 

personal 

trainer at the gym, and 
cafeteria workers | 2D, static, 

face only | - | text box 

Enjoyment, 

credibility 

EDU, TRA, 

MOD 

PA, 

Nutrition 

(efficacy) 

Lab (40) 

Schulman and 
Bickmore 

(2009) 

Proceedings of 
the 4th 

International 

Conference on 
Persuasive 

Technology 

C (B-rank) 

EA: health counselor | 2D, 

dynamic, full-body | 
gestures, eye movement, 

facial emotion | synthesized 

speech, text 

Persuasiveness, 

competence, 
honesty, 

trustworthiness, 

boldness 

EDU, PERS, 

ENAB 
PA Lab (47) 

van Vugt et al. 

(2009) 

International 

Journal of 

Human 

Computer Studies 

J, Q1 (HCI) 

EA: health advisor | 2D, 
static, full-body | - | text 

bubble 

Involvement, 

interpersonal 
distance, 

perceived 

similarity, 
perceived ethics 

(trustworthiness 

& credibility) 

EDU 

PA, 

Nutrition 

(intention to 

use) 

Survey (80) 

Survey (259) 

Bickmore et al. 
(2010) 

Applied Artificial 

Intelligence 
J, Q3 (AI) 

EA: exercise counselor | 2D, 

dynamic, upper body | 
gestures, mimics | MC 

answers, pedometer 

Repetitiveness, 

enjoyment, 

honesty 

EDU, PERS, 

ENAB 

PA (*, 188-

267d, 5-

37d, 
pedometer, 

intention to 

use) 

Field (24) 

Field (26) 

Creed and 
Beale  

(2012) 

Interacting with 

Computers 
J, Q3 (HCI) 

EA: nutrition coach | 3D, 
dynamic, face | mimics, 

speech | recorded voice 

Likeability, 

caring, 

trustworthiness, 
perceived 

intelligence, 

positivity, 

supportedness 

EDU, PERS, 

ENAB, ENVR 
Nutrition Survey (50) 

Johnston et al. 
(2012) 

Proceedings of 

the 45th Annual 

Hawaii 
International 

Conference on 

System Sciences 

C (A-rank) 

EA+AV: ideal/actual self in 

group intervention with 
agents | 3D, dynamic, full-

body | ? | text 

- 

EDU, TRA, 

PERS, ENAB, 

MOD, ENVR 

PA, 

Nutrition 

(*, 12w, 
weight loss 

compared to 

f2f interv.) 

Field (54) 

Kim and 
Sundar  

(2012b) 

Computers in 

Human Behavior 
J, Q1 (HCI) 

EA+AV: CDC agent, 

ideal/actual self | 3D, 

dynamic, full body | gestures 

| text field, MC answers 

Attractiveness, 

vividness of 
body perception 

(presence), 

perceived risk 

EDU, PERS, 

MOD 

PA, 

Nutrition, 

smoking, 
alcohol (*, 

instant 

coupon 

choice) 

Lab (69) 

Watson et al. 
(2012) 

Journal of 

Medical Internet 

Research 

J, Q1 

(Health 

Informatics) 

EA: PA coach | 2D, 

dynamic, full-body | 
gestures, gaze | synthetic 

speech 

Satisfaction 
EDU, TRA, 

PERS, ENAB 

PA (*, 12w, 

pedometer) 
Field (70) 

Bickmore et al. 
(2013a) 

Patient 

Education and 

Counseling 

J, Q1 

(Medicine) 

EA: health counselor | 2D, 

dynamic, upper body | 
gestures, gaze | synthetic 

speech 

Satisfaction, 

ease of use 

EDU, PERS, 

ENAB 

PA, 

Nutrition 
(*, 2m, 

pedometer, 

self-report, 
intention to 

use) 

Field (122) 
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Authors(s) 

(Year) 
Publication 

Publishing 

category 

DHR design (social role, 

physical, psychological, 

language) 

Psychological 

constructs 

Intervention 

types 

Targeted 

behavior 

Experiment 

information 

Bickmore et al.  
(2013b) 

Journal of the 

American 

Geriatrics Society 

J, Q1 

(Geriatrics) 

EA: exercise coach | 2D, 

dynamic, full body | 
gestures, facial emotions | 

synthetic speech 

Satisfaction, 

helpfulness 

EDU, PERS, 

ENAB 

PA (*, 2m, 

12m, 

pedometer) 

Field (263) 

King et al. 

(2013) 

Journal of Health 

Communication 

J, Q1 

(Health) 

EA: virtual PA advisor | 2D, 
dynamic, upper body | 

gestures, facial emotion | 

synthetic speech 

Caring, social 

distance, credibility, 

ease of use 

EDU, PERS, 

ENAB 

PA (*, 4m, 
pedometer, 

intention to 

use) 

Field (40) 

Klaassen et al. 

(2013a) 

Journal on 

Multimodal User 

Interfaces 

J, Q2 (HCI) 

EA: health professional | 
2D, static, upper body | 

gestures & body animations 

| synthesized voice, text 

Pragmatic quality, 

hedonic quality, 

attractiveness 

PERS, ENAB PA Field (9) 

Klaassen et al. 
(2013b) 

ACM 

International 

Conference 

Proceeding 

Series, 

International 
Conference on 

Pervasive 

Technologies 
Related to 

Assistive 

Environments 

C (unranked) 

EA: health professional | 

2D, static, upper body | 
gestures & body animations 

| synthesized voice, text 

Enjoyment, 
credibility, 

naturality, 

enthusiasm, 

glanceability 

PERS, ENAB PA Field (14) 

Lisetti et al. 

(2013) 

ACM 

Transactions on 
Management 

Information 

Systems 

J, Q1 (CS) 

EA: alcohol counselor | 3D, 

dynamic, upper body | 
gestures, mimics (empathic 

vs non-empathic vs text) | 

synthetic voice 

Empathy, 

anthropomorphism, 

animacy, likeability, 
intelligence, trust, 

social presence, 

usefulness, 
enjoyment, ease of 

use, sociability, 

anxiety, social 

influence, safety 

EDU, PERS, 

ENVR, ENAB 

Alcohol 
(intention to 

use) 
Lab (81) 

Morie et al. 

(2013) 

Distributed, 

Ambient, and 

Pervasive 

Interactions 

C (unranked) 
AV: virtual self | 3D, 

dynamic, full-body | - | - 
Similarity MOD 

PA (*, 1d, 

self-report) 
Survey (143) 

Napolitano et 

al.  
(2013) 

Journal of 

Diabetes Science 

and Technology 

J, Q1 

(Bio-

engineering) 

AV: actual self | 3D, 
dynamic, full-body | - | 

recorded voice (instructor 

voice) 

Satisfaction 
EDU, PERS, 

MOD 

PA, 

Nutrition (*, 
1m, 

confidence, 

self-efficacy, 

weight loss) 

Field (8) 

Song et al. 
(2013) 

Computers in 

Human Behavior 
J, Q1 (HCI) 

AV: actual/future self | 2D, 

static, full body with photo 

face | - | - 

Identification, 

perceived 

susceptibility 

MOD, COE, 

PERS 

Smoking 

(intention to 

quit) 

Lab (62) 

Ahn et al. 
(2014b) 

Intelligent Virtual 

Agents 
C (B-rank) 

AV: virtual self / other | 3D, 

dynamic, full body | - | - 

Personal relevance, 

self-presence 
MOD, COE 

Nutrition 

(risk 

perception) 

Lab (47) 

Friederichs et 
al. (2014) 

Journal of 

Medical Internet 

Research 

J, Q1 

(Health 

Informatics) 

EA: coach | 2D, dynamic, 

upper body | - | text bubble 

Personal relevance, 

trustworthiness, 

appreciation 

PERS, ENAB 
PA (*, 1m, 

self-report) 
Field (958) 

Kim et al. 

(2014) 

Computers in 

Human Behavior 
J, Q1 (HCI) 

AV: virtual self | 3D, 

dynamic, full body | - 

Presence, 

enjoyment 
TRA 

PA (*, heart 
rate, 

intention to 

change) 

Lab (119) 

 

  



Appendix B - Interactive User Assistance Systems to Promote Behavior Change 

262  

Authors(s) 

(Year) 
Publication 

Publishing 

category 

DHR design (social role, 

physical, psychological, 

language) 

Psychological 

constructs 

Intervention 

types 

Targeted 

behavior 

Experiment 

information 

Li et al.  

(2014) 

Games for Health 

Journal 

J, Q1 

(Health) 

AV: virtual self | 3D, 

dynamic, full body | ? | - 
- TRA, PERS 

PA 

(intention to 

exercise) 

Lab (140) 

Peña and Kim 

(2014) 

Computers in 

Human Behavior 
J, Q1 (HCI) 

AV: virtual self & virtual 

other | 3D, dynamic, full 

body | - | - 

- TRA, PERS 

PA (*, 

activity 

sensors) 

Lab (94) 

 

Schmeil and 
Suggs  

(2014) 

Lecture Notes in 

Computer 

Science 
(including 

subseries Lecture 

Notes in Artificial 
Intelligence and 

Lecture Notes in 

Bioinformatics) 

J, Q2 

(Computer 

Science) 

AV: actual/future self | 

3D, dynamic, full body | - | 

- 

Perc. healthiness PERS, MOD 

PA, 
Nutrition 

(motivation, 

intention to 

change) 

Survey (512) 

Vainio et al. 

(2014) 

Proceedings of 

the 8th 

International 
Conference on 

Pervasive 

Computing 
Technologies for 

Healthcare 

C 

(unranked) 

EA: supporter | 2D, static, 

face only | mimics | speech 

bubble 

- 
TRA, PERS, 

ENAB 

PA, 
Nutrition (*, 

1m, self-

report) 

Field (66) 

Yasavur et al. 
(2014) 

Journal on 

Multimodal User 

Interfaces 

J, Q2 (HCI) 

EA: alcohol counselor | 

3D, dynamic, upper body | 

mimics | synthetic voice 

Likeability, 
annoyance, 

habitability, 

accuracy, ease of 

use 

EDU. PERS, 

ENAB 

Alcohol 

(intention to 

use) 

Lab (89) 

Ahn  
(2015) 

Health 

Communication 

J, Q1 

(Health) 

AV: virtual self / other | 

3D, dynamic, full body | - | 

- 

Social distance, 

temporal distance, 

involvement 

MOD, COE 

Nutrition (*, 

1w, self-

report) 

Lab (73) 

Friederichs et 

al.  
(2015) 

International 

Journal of 

Behavioral 
Nutrition and 

Physical Activity 

J, Q1 

(Medicine) 

EA: coach | 2D, dynamic, 

upper body | eye/head 

movements, gestures | text 

bubble 

- PERS, ENAB 
PA (*, 12m, 

self-report) 
Field (4302) 

Thomas et al. 

(2015) 

Journal of 
Diabetes Science 

and Technology 

J, Q1 
(Bio-

engineering) 

EA+AV: Self-avatar, other 

agents and coach | 3D, 

dynamic, full body | 

gestures |speech 

Credibility, 
usefulness, ease of 

use 

EDU, TRA, 

PERS, ENAB 

PA, 

Nutrition 
(confidence, 

commitment 

to change) 

Lab (37) 

Waddell et al. 
(2015) 

Cyberpsychology 

Behavior and 
Social 

Networking 

J, Q1 

(Applied 

Psychology) 

AV: virtual self | 3D, 

dynamic, full-body | - | - 
Similarity MOD, PERS 

PA (*, 

instant 

coupon 
choice, 

exercise 

intentions) 

Lab (132) 

Andrade et al. 

(2016) 

Studies in Health 
Technology and 

Informatics 

J, Q3 
(Health 

Informatics) 

AV: fixed male | 3D, 

dynamic, upper body | - | - 

Immersion, 

satisfaction 
PERS 

Smoking 
(intention 

/motivation 

to quit) 

Lab (60) 

Behm-
Morawitz et 

al. 

(2016) 

Cyberpsychology, 
Behavior and 

Social 

Networking 

J, Q1 

(Applied 

Psychology) 

AV: virtual self (others in 
intervention) | 3D, 

dynamic, full-body | - | 

text 

Self-presence, 

inspiration 
MOD, ENAB 

PA, 

Nutrition (*, 

4w, 
efficacy, 

self-report) 

Field (90) 

Li and Lwin 
(2016) 

Computers in 

Human Behavior J, Q1 (HCI) 

AV: virtual self | 2D & 

3D, dynamic, full body | 
gestures, facial expression 

| - 

Self-presence, 

identification, 

enjoyment 

TRA, PERS 

PA 
(intention to 

exercise, 

intention to 

use) 

Lab (322) 
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Authors(s) 

(Year) 
Publication 

Publishing 

category 

DHR design (social role, 

physical, psychological, 

language) 

Psychological 

constructs 

Intervention 

types 

Targeted 

behavior 

Experiment 

information 

Peña et al. 
(2016) 

Journal of 

Computer-
Mediated 

Communication 

J, Q1 (CS 

Applications) 

AV: virtual self & virtual 

other| 3D, dynamic, full 

body | - | - 

Similarity 
PERS, ENAB, 

MOD 

PA (*, 

activity 
during 

game) 

Lab (96) 

Thompson et 
al.  

(2016) 

Games for Health 

Journal 

J, Q1 

(Health) 

AV: actual self | 3D 
photo, dynamic, full-body 

| - | - 

Similarity, game 

appeal 
PERS, ENAB PA Lab (47) 

Gardiner et al. 

(2017) 

Patient 

Education and 

Counseling 

J, Q1 

(Medicine) 

EA: nutrition & PA coach 

| 2D, dynamic, upper body 

| - | synthetic voice 

Satisfaction 
EDU, TRA, 

ENAB 

Smoking, 

Nutrition, 
Alcohol, PA 

(*, 1m, self-

efficacy, 
confidence, 

self-report, 

intention to 

use) 

Field (61) 

Joo and Kim 

(2017) 

Interacting with 

Computers 
J, Q3 (HCI) 

AV: fixed female |3D, 

dynamic, full-body | smile 

| - 

Healthiness MOD 

PA, 

Nutrition (*, 
instant 

cookie con-

sumption, 

step count) 

Lab (124) 

Lyles et al. 
(2017) 

JMIR Serious 

Games 
J (unranked) 

AV: ideal/actual self | 3D, 

dynamic, full-body | - | - 
Representativeness MOD 

PA, 

Nutrition 
(intention to 

use) 

Lab (42) 

Sah et al. 

(2017) 

Media 

Psychology 

J, Q1 

(Applied 

Psychology) 

AV: ideal/ought/actual 

self | 3D, dynamic, full-

body | - | - 

Health 

consciousness 
MOD, PERS 

Nutrition (*, 

instant food 

choice) 

Lab (133) 

Zhou et al. 
(2017) 

Proceedings of 

the International 
Conference on 

Culture and 

Computing, 
Culture and 

Computing 

C (unranked) 

EA: PA coach | 3D, 

dynamic, upper body | 

mimics, gestures | 

synthetic voice 

Liking, trust, 

satisfaction, 

easiness, social 

distance, caring 

EDU, PERS, 

ENAB 

PA 

(intention to 

use) 

Lab (49) 

Abdullah et al. 

(2018) 

Journal of 

Epidemiology 

and Global 

Health 

J, Q3 
(Epide-

miology) 

EA: virtual coach | 2D, 

dynamic, upper body | 

mimics, speech | synthetic 

voice 

Helpfulness, 

easiness, 
lifelikeness, 

friendliness, 

caring, 
knowledgeability, 

satisfaction, 

usefulness 

EDU, INC, 
PERS, ENVR, 

ENAB 

Smoking (*, 

2w, 

intention to 

quit) 

Field (6) 

Oyibo et al. 

(2018) 

Proceedings of 
the 26th 

Conference on 

User Modeling, 
Adaptation and 

Personalization 

C (B-rank) 

EA: virtual coach | 2D, 
dynamic, full-body | - | 

text box 
Persuasiveness 

TRA, MOD, 

ENAB 

PA (self-

efficacy, 

self-
regulation, 

outcome 

expect-

ations) 

Survey (673) 

Fuchs et al. 
(2019) 

Proceedings of 

the 13th Biannual 
Conference of the 

Italian SIGCHI 

Chapter: 
Designing the 

next Interaction 

C (unranked) 

AV: future self | 2D, 

static, full-body | smile, 

gaze, blink | text boxes 

- 

EDU, COE, 

MOD, PERS, 

ENAB 

Nutrition, 

Alcohol (*, 
8d, self-

report) 

Field (67) 
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Authors(s) 

(Year) 
Publication 

Publishing 

category 

DHR design (social role, 

physical, psychological, 

language) 

Psychological 

constructs 

Intervention 

types 

Targeted 

behavior 

Experiment 

information 

Olafsson et al. 
(2019) 

ACM 

International 
Conference 

Proceeding Series, 

International 
Conference on 

Pervasive 

Computing 
Technologies for 

Healthcare 

C 

(unranked) 

EA: nutrition/PA 
counselor | 3D, dynamic, 

upper body | facial cues, 

gestures, gaze | synthetic 

voice 

Trust, likeability, 
knowledgeability, 

naturality, 

similarity, 

satisfaction 

EDU, PERS, 

ENAB 

PA, 

Nutrition 

(self-
efficacy, 

intention to 

use) 

Lab (39) 

King et al. 
(2020) 

JAMA Internal 

Medicine 

J, Q1 

(Internal 

Medicine) 

EA: virtual advisor | 3D, 

dynamic upper body | 
facial cues, gestures, gaze 

| synthetic voice 

Satisfaction, 

helpfulness 

EDU, TRA, 

PERS, ENAB 

PA (*, 12m, 
pedometer 

steps, self-

report 
(activity, 

sedentary 

time), vital 

parameters) 

Field (245) 

Koulouris et 
al. (2020) 

Proceedings of the 

2020 CHI 

Conference on 
Human Factors in 

Computing 

Systems 

C (A*) 

AV: actual / ideal / future 

self | 3D, dynamic, full 

body | - | - 

Identification, 

enjoyment 

TRA, MOD, 

INC 

PA (*, 

cycling 

power) 

Lab (15) 

Lab (16) 

Lab (17) 

Maher et al. 
(2020) 

JMIR mHealth 

and uHealth 

J, Q2 

(Health 

Informatics) 

EA: virtual coach | 2D 

static, face | - | text field 
- 

EDU, TRA, 

PERS, ENAB 

PA, 

Nutrition (*, 

12w, PA 
survey, self-

reported 

food intake) 

Field (31) 

Mohan et al. 
(2020) 

ACM Transaction 

on Interactive 

Intelligent Systems 

J, Q2 (HCI) 
EA: virtual coach | 2D, 

static, upper body | - | text 
- TRA, ENAB 

PA (*, 6w, 

self-report) 
Field (21) 

Murali et al. 

(2020) 

Proceedings of the 
19th International 

Conference on 

Autonomous 
Agents and 

MultiAgent 

Systems 

C (A*-rank) 

EA: exercise promotion 

agent | 3D, dynamic, 

upper body | facial cues, 
gestures, gaze | synthetic 

voice 

Satisfaction, social 

distance 

EDU, PERS, 

ENAB 

PA (self-

efficacy) 
Lab (40) 

Navarro et al. 

(2020a) 

International 

Journal of 

Environmental 
Research and 

Public Health 

J, Q2 

(Public 

Health) 

AV: ideal/actual self | 3D, 

dynamic, full body | - | - 

Enjoyment, 
anxiety, presence, 

similarity, 

identification 

MOD, ENAB 
PA (*, 1w, 

self-report) 
Field (42) 

Navarro et al. 
(2020b) 

Health 

Communication 

J, Q1 

(Health) 

AV: virtual self / other | 

3D, dynamic, full body | - 

| - 

Similarity MOD 

PA (*, 

cardiac 
frequency, 

step count) 

Lab (305) 

Olafsson et al. 

(2020) 

Proceedings of the 

20th ACM 

International 

Conference on 
Intelligent Virtual 

Agents 

C (B-rank) 

EA: nutrition/PA 

counselor | 3D, dynamic, 
upper body | facial cues, 

gestures, gaze | synthetic 

voice 

Satisfaction, trust, 

likeability, 
knowledgeability, 

naturality, 

similarity, humor 

EDU, PERS, 

ENAB 

PA, 

Nutrition 

(Motivation, 

continuation 
of agent 

use) 

Lab (15) 

Note: journal ranks based on the Scimago Journal and Country Rank (https://www.scimagojr.com/); conference rankings based on the 
Computing Research and Education (CORE) ranking (http://portal.core.edu.au/conf-ranks/). A star ( ) in the “targeted behavior” column 

indicates that the study investigated actual behavior change (either self-reported or measured with sensors) followed by the period of time (d = 

days, w = weeks, m = months). EDU = education, TRA = training, COE = coercion, INC = incentivization, MOD = modelling, PERS = 
persuasion, ENVR = environmental restructuring, ENAB = enablement.  

Table 48: Summary of all Reviewed Papers 
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 Summary of Risk of Bias Analysis 

To deliver further critical insight into the reported experiments, we conducted a risk of bias 

analysis using the risk of bias 2 tool (RoB 2 tool; Sterne et al. 2019). The RoB 2 tool allows 

one to assess the risk of bias in randomized controlled trials that compare interventions’ effects 

Sterne et al. (2019). Hence, we could consider only the 43 papers that conducted randomized 

controlled trials in the assessment. The 17 papers excluded from the RoB assessment mainly 

appeared in computing (11 papers) and health outlets (6 papers). They represent feasibility 

studies or single group user tests that investigated perceptions and behavior change pre- and 

post-intervention. Even though we could not analyze these papers with the RoB 2 tool, we 

consider the findings in these studies as relevant as they present important user feedback for 

implementing DHRs in SNAP behavior change. 

In the analysis, we paid particular attention to assessing the risk of bias across the five main 

Ro  2 tool categories overall.  uch an assessment can indicate findings’ overall reliabilit  (we 

show individual results of the RoB 2 tool assessment of the 43 papers (from 47 different 

randomized controlled trial studies) in Appendix B.3). Given the interdisciplinary nature of the 

studies in our sample, we considered each stud ’s broader discipline based on its outlet (i.e., 

computing, health, or psychology). As Sterne et al. (2019) have proposed, the risk of bias 

assessment in the single categories can guide what limitations exist in randomized controlled 

trials to support efforts to design and implement future studies. Based on our analysis, we 

observed that, for all five risk of bias areas (e.g., randomization process), the majority of studies 

e hibited “low risk”. We found that 14 studies reached an overall low risk of bias since the  

received a “low risk” rating in all five risk areas (Bickmore et al. 2013b; Bickmore et al. 2013a; 

Creed and Beale 2012; Fox et al. 2009; Friederichs et al. 2015; Gardiner et al. 2017; Joo and 

Kim 2017; Kim et al. 2014; King et al. 2013; King et al. 2020; Li et al. 2014; Navarro et al. 

2020b; Peña et al. 2016; Watson et al. 2012). 

However, we also observed “some concerns” for 16 studies in their randomization and 13 

studies in terms of the selection of results. Interestingly, the differentiation along the disciplines 

shows that these concerns appeared more severe for computing and psychology publications 

than for health. Half of the computing (13 out of 26) and 57 percent of the psychology (4 out 

of 7) studies e hibited “high risk” in how the  measured the outcome, while all of the health 

studies (14 out of 14) e hibited “low risk”.  imilarl , the studies with “some concerns” or even 

“high risk” in their randomization and the selection of the reported results predominantl  came 
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from the computing or psychology disciplines. Taken together and in line Sterne et al. (2019), 

this analysis can guide researchers in limiting the risk of bias in future studies (e.g., by 

considering the research design of the studies that yielded low risk of bias). 

Bias risk Discipline 
Randomization 

process 

Deviations 

from intended 

interventions 

Missing 

outcome 

data 

Measurement 

of the outcome 

Selection 

of the 

reported 

result 

Low risk 

Computing 

Health 

Psychology 

10 

12 

5 

22 

13 

3 

21 

10 

6 

10 

14 

3 

16 

13 

1 

Some 

concerns 

Computing 

Health 

Psychology 

12 

2 

2 

4 

1 

3 

4 

4 

1 

3 

- 

- 

7 

1 

5 

High risk 

Computing 

Health 

Psychology 

4 

- 

- 

- 

- 

1 

1 

- 

- 

13 

- 

4 

3 

- 

1 

Table 49: Summary of Risk of Bias Analysis Across the Five Different RoB2 Areas 

We found a higher bias risk in computing and psychology studies compared to studies published 

in health outlets. Among other aspects, this risk related to missing information on the 

randomization process. Researchers inherently rely on objective, quantified measurements for 

outcomes. To achieve that, they should use validated survey scales when measuring 

psychological constructs. However, we sometimes found that, in computing and psychology 

outlets in particular, this was not always the case. 

Nonetheless, those publications that yielded a higher risk of bias in one or more categories or 

that we could not evaluate with the RoB 2 tool provided important insight into using DHRs for 

BCI delivery in SNAP. Hence, researchers should not discard the insights that these studies 

provide. Based on these insights, future DHR studies need to consider how they disclose 

information on the randomization process and the selection and reporting of outcomes. 

Regarding the risk of bias due to missing outcome data, we can report that most studies, 

especially lab studies, had many available outcomes reported for randomized study participants. 

For longer field studies, we identified attrition as a more prominent topic, which leads to higher 

requirements for analyzing dropouts.  

Overall, researchers need to consider the health domain-specific requirements for randomized 

controlled trials and other study types that they need to plan into the study protocol from the 

beginning. Our RoB 2 tool analysis showed that computing and psychology studies exhibited a 

higher risk of bias in their randomization, outcome measurement, and selection of reported 
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results compared to studies published in health outlets. Given the inherent focus of these studies 

on health behavior change, the multidisciplinary audience requires detailed information about 

how the study design addresses the five different risk of bias areas. The study design needs to 

meet the health-specific evaluation requirements of the presented DHRs. Notably, a total of 14 

studies exhibited a low risk level across all RoB 2 categories and may, hence, serve as a guide 

for designing randomized controlled trial evaluation studies. 
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 Detailed Results of Risk of Bias Analysis 

Study 
Publishing 

category 

Randomization 

process 

Deviations from 

intended 

interventions 

Missing 

outcome data 

Measurement 

of the outcome 

Selection of the 

reported result 

Bickmore et al. (2005a) Computing Some concerns Some concerns Some concerns Low Some concerns 

Bickmore et al. (2005b) Health Low Low Some concerns Low Low 

de Rosis et al. (2006) Computing Could not assess     

van Vugt et al. (2006) Computing High Low Low High High 

Bickmore et al. (2007) Computing Could not assess     

Fox et al. (2009) Computing Low Low Low Low Low 

Fox and Bailenson 

(2009): lab study 1 
Psychology Low Some concerns Low Low Some concerns 

Fox and Bailenson 

(2009): lab study 2 
Psychology Low Low Low High High 

Fox and Bailenson 

(2009): lab study 3 
Psychology Low Low Low High Some concerns 

Jin (2009) Psychology Low Some concerns Low High Some concerns 

Mazzotta et al. (2009) Computing Some concerns Some concerns Low High Low 

Peng (2009) Health Low Low Some concerns Low Some concerns 

Schulman and Bickmore 

(2009) 
Computing Low Low Low High Low 

van Vugt et al. (2009): 

survey 1 
Computing Low Low Some concerns High Some concerns 

van Vugt et al. (2009): 

survey 2 
Computing Low Low Low Some concerns Low 

Bickmore et al. (2010): 

field report 1 
Computing Some concerns Low High Some concerns High 

Bickmore et al. (2010): 

field report 2 
Computing Some concerns Low Low Low Some concerns 

Creed and Beale (2012) Computing Low Low Low Low Low 

Johnston et al. (2012) Computing High Low Some concerns Low Low 

Kim and Sundar 

(2012b) 
Computing Some concerns Low Low High Low 

Watson et al. (2012) Health Low Low Low Low Low 

Bickmore et al. (2013a) Health Low Low Low Low Low 
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Study 
Publishing 

category 

Randomization 

process 

Deviations from 

intended 

interventions 

Missing 

outcome data 

Measurement 

of the outcome 

Selection of the 

reported result 

Bickmore et al. (2013b) Health Low Low Low Low Low 

King et al. (2013) Health Low Low Low Low Low 

Klaassen et al. (2013a) Computing Could not assess     

Klaassen et al. (2013b) Computing Could not assess     

Lisetti et al. (2013) Computing Some concerns Low Low Low Low 

Morie et al. (2013) Computing High Low Low High Low 

Napolitano et al. (2013) Health Could not     

Song et al. (2013) Computing Some concerns Low Low High Some concerns 

Ahn et al. (2014b) Computing Low Some concerns Low High High 

Friederichs et al. (2014) Health Some concerns Low Some concerns Low Low 

Kim et al. (2014) Computing Low Low Low Low Low 

Li et al. (2014) Health Low Low Low Low Low 

Peña and Kim (2014) Computing Some concerns Low Low Low Low 

Schmeil and Suggs 

(2014) 
Computing Some concerns Some concerns Low High Some concerns 

Vainio et al. (2014) Computing High Low Some concerns High Some concerns 

Yasavur et al. (2014) Computing Could not assess     

Ahn (2015) Health Some concerns Low Some concerns Low Low 

Friederichs et al. (2015) Health Low Low Low Low Low 

Thomas et al. (2015) Health Could not assess     

Waddell et al. (2015) Psychology Some concerns Some concerns Low Low Some concerns 

Andrade et al. (2016) Computing Some concerns Low Low High Some concerns 

Behm-Morawitz et al. 

(2016) 
Psychology Low High High Low Some concerns 

Li and Lwin (2016) Computing Could not     

Peña et al. (2016) Computing Low Low Low Low Low 

Thompson et al. (2016) Health Could not assess     

Gardiner et al. (2017) Health Low Low Low Low Low 
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Study 
Publishing 

category 

Randomization 

process 

Deviations from 

intended 

interventions 

Missing 

outcome data 

Measurement 

of the outcome 

Selection of the 

reported result 

Joo and Kim (2017) Computing Low Low Low Low Low 

Lyles et al. (2017) Health Could not assess     

Sah et al. (2017) Psychology Some concerns Low Low High Low 

Zhou et al. (2017) Computing Some concerns Low Low High Low 

Abdullah et al. (2018) Health Could not assess     

Oyibo et al. (2018) Computing Could not assess     

Fuchs et al. (2019) Computing Could not assess     

Olafsson et al. (2019) Computing Some concerns Low Low Some concerns Low 

King et al. (2020) Health Low Low Low Low Low 

Koulouris et al. (2020) Computing Could not assess     

Maher et al. (2020) Health Could not assess     

Mohan et al. (2020) Computing Could not assess     

Murali et al. (2020) Computing Low Low Low High Low 

Navarro et al. (2020a) Health Low Some concerns Low Low Low 

Navarro et al. (2020b) Health Low Low Low Low Low 

Olafsson et al. (2020) Computing Could not assess     

Table 50: Detailed Results of Risk of Bias Analysis with Risk of Bias 2 Tool 
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Appendix C Intelligent User Assistance System to Improve Working 

Quality 

 Leadership Capabilities of Modern Conversational Agents 

CAs increasingly have the ability to use leadership properties in a targeted way. The example 

conversation in Table 51 illustrates this phenomenon by providing an exemplary conversation 

of a CA based on ChatGPT with a crowdworker. ChatGPT is a language model which interacts 

in a conversational way (see https://openai.com/blog/chatgpt/). The table contains a complete 

conversation with ChatGPT (Version from 2023/01/23) transferred to the application context 

of this work. The exemplary conversation contains the characteristics for transformational 

leadership which are also applied in this study as experimental treatments: for transformational 

leadership characteristic inspirational motivation see rows 4 or 8 (e.g., “As for motivating you 

to…”, “Keep up the good work and don’t hesitate to come up with new ideas.”), for intellectual 

stimulation see the additional information and questions in rows 4 or 6 (e.g., “Additionally, it 

would be good to think about other features that…”), and for individualized consideration see 

row 14 (e.g., “It’s normal that you feel like you ran out of ideas…”). 

 
Interaction 

partner 
Conversation 

1 
Crowd 

Worker 

In the following conversation, act as a leader and mentor who tries to support me to 

increase my productivity and enjoyment. 

2 CA 

Sure, I'd be happy to help. Can you tell me a bit about what you're currently working on 

and what specific areas you're looking to improve in terms of productivity and 

enjoyment? 

3 
Crowd 

Worker 

The task is to create ideas for innovative travel cases. I will presents ideas to you and you 

will respond with an assessment how good the idea is and you should try to motivate me 

to create additional ideas. 

4 CA 

Great, it sounds like you have an exciting project to work on. In terms of evaluating the 

quality of your ideas for innovative travel cases, it would be helpful to consider factors 

such as how unique and original the idea is, how practical and functional it would be for 

travelers, and how it addresses a specific need or problem that current travel cases on the 

market don't solve. 

As for motivating you to generate more ideas, it's important to remember that the creative 

process often involves a lot of trial and error, and not every idea will be a winner. 

However, every idea is an opportunity to learn and grow, and even the most seemingly 

insignificant idea can lead to a breakthrough. Here are a few strategies you can use to 

generate more ideas:  

Brainstorming with a group of people, as it can help generate new perspectives and ideas. 

Researching what others have done in the field and looking for ways to improve upon it. 

Keeping a journal of your ideas, so you can refer back to them later. Take a break and 

engage in activities that inspire you. Remember, generating new and innovative ideas is a 

process, and the key is to keep trying new approaches until you find something that works 

for you. And if you have any questions or need any quidance, don't hesitate to reach out. 

I'm here to support you. 
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Interaction 

partner 
Conversation 

5 
Crowd 

Worker 

One idea is to add a small engine to the travel case so people can drive around to get to 

their destination quickly. 

6 CA 

That's an interesting idea! One potential benefit of adding a small engine to a travel case 

would be that it could make it easier for people to move around with their luggage in 

crowded airports or train stations. However, there are also a few potential drawbacks to 

consider. For example, adding an engine to a travel case would likely make it heavier and 

bulkier, which could make it more difficult to maneuver through tight spaces. 

Additionally, there may be regulations and safety concerns to consider when it comes to 

using an engine- powered travel case in public spaces. 

Overall, would say that this idea has potential, but it's important to consider the 

practicality of it and research any regulations or safety concerns that may apply. 

Additionally, It would be a good idea to think of other features that can be added to this 

idea to make it more attractive for the customers. 

Keep in mind that you should come up with a few more ideas to have a good variety to 

present. Also, don't be afraid to think outside the box and consider unconventional 

solutions, as they can often lead to the most innovative and unique ideas. 

7 
Crowd 

Worker 

Another idea would be to add a powerbank to the travel case, so poeple can charge their 

electronic devices. 

8 CA 

Adding a power bank to a travel case is a great idea! This is a feature that many travelers 

would find useful as it would allow them to charge their electronic devices on the go, 

which is especially useful when traveling for long periods of time. Additionally, the 

power bank feature can be a unique selling point for the travel case, making it stand out 

from other travel cases on the market.  

Another benefit of this idea is that it is more practical and functional than adding a small 

engine and it also addresses a specific need of travelers. 

When it comes to implementing this idea, it's important to consider the size and capacity 

of the power bank, as well as how it would be integrated into the design of the travel case. 

Additionally, safety concerns such as overcharging protection and how to ensure the 

power bank doesn't overheat should be taken into consideration. 

Overall, think this is a solid idea and it would be a great addition to the travel case. Keep 

up the good work, and don't hesitate to come up with more ideas to present. 

9 
Crowd 

Worker 
What about wings on a travel case to fly around the airport? 

10 CA 

Adding wings to a travel case to fly around the airport is an interesting and unique idea. 

However, there are several practical and safety concerns that would need to be taken into 

consideration before this could be implemented. For example, it would likely be 

challenging to design a travel case that is both light enough to fly and sturdy enough to 

protect the contents. Additionally, there are regulations and safety concerns regarding the 

use of flying objects in airport environments.  

Additionally, the idea of a winged travel case is not very practical, as it would be difficu, 

navigate through tight spaces and it would also be difficult to use it outside of airports. 

It's great that you're thinking outside the box, but it's also important to consider the 

feasibility of the ideas you're coming up with and to focus on solutions that are both 

innovative and practical. It's great to have a variety of ideas, but it's also important to 

focus on ideas that are likely to be successful. 

Keep in mind that you should come up with a few more ideas to have a good variety to 

present. Also, don't be afraid to think outside the box and consider unconventional 

solutions, as they can often lead to the most innovative and unique ideas. 
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Interaction 

partner 
Conversation 

11 
Crowd 

Worker 
Do you have a new idea for an innovative travel case? 

12 CA 

One idea for an innovative travel case could be incorporating a GPS tracking system and a 

built-in security system. This would allow travelers to keep track of the location of their 

travel case and receive notifications if it moves out of a certain area. Additionally, the 

security system could include a fingerprint scanner or a passcode to lock and unlock the 

case, and a loud alarm that sounds if the case is tampered with. 

This feature would provide a sense of security and peace of mind for travelers, especially 

when they're travelling in unfamiliar places or when they're worried about their luggage 

getting lost or stolen. Additionally, it would be practical as it would help travelers to 

locate their luggage in case it gets lost. 

Another feature that can be added to this idea is the ability to connect to the case via a 

mobile app to check the location of the case and the remaining battery of the power bank.  

It's important to keep in mind that when it comes to designing an innovative travel case, 

the focus should be on solving specific problems or needs that travelers have, and making 

the travel experience more convenient and enjoyable for them. 

13 
Crowd 

Worker 
Thank you for your support. think have no more new ideas. 

14 CA 

You're welcome! I'm glad could help. Remember that coming up with new ideas can be 

challenging, and it's normal to feel like you've run out of ideas. Sometimes, taking a 

break, doing some research, or talking to other people can help spark new ideas. 

You can also try to think of different angles and perspectives on your existing ideas. For 

example, you could think about how your ideas could be adapted for different types of 

travelers, or how they could be used in different types of travel scenarios. Additionally, 

you can try to think about the different features that could be added to your ideas to make 

them more appealing or useful for the customers. 

Another way to generate new ideas is to research about the latest technology and trends in 

the travel industry. This can give you insights on what people are looking for and what 

problems they are trying to solve. 

Remember, the key is to be creative, and to keep an open mind. Don't be afraid to think 

outside the box and consider unconventional solutions, as they can often lead to the most 

innovative and unique ideas. 

Table 51: Exemplary Conversation Between a CA (ChatGPT) and a Crowd worker   
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 Interaction Screens With Conversational Agent 

Experimental treatment Phase 1: Traditional introduction screen 

 

Experimental treatment Phase 2: Conversational introduction screen 

 

Figure 34: Interaction Screens in Two Experimental Treatment Phases 
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 Experimental Treatment Characteristics and Capabilities 

Treatment 

phase 

Baseline 

characteristics 

Transformational leadership capabilities 
Emotional 

capabilities Inspirational 

motivation 

Individualized 

consideration 

Intellectual 

stimulation 

ETP1:  

Traditional 

introduction 

screen 

Incognito 

introduction of CA 

and company by 

CA. 

Vision statement  

(e.g., “We want us 

to be the best 

manufacturers of 

travel cases”) 

CA as leader  

(e.g., “I will guide 

you through this 

task”) 

N/A N/A 

ETP2:  

Conversational 

introduction 

User welcome  

(e.g., “Hello 

Crowdworker”) 

 

General start 

message  

(“This is the 

start.”) 

 

Final start of task 

(i.e., “Tell me your 

ideas”) 

Motivation  

(e.g., “Our project 

is a real challenge. 

It requires your 

honest dedication.”, 

“We will be 

successful!”) 

Enthusiastic user 

greeting 

(i.e., “Hey 

Crowdworker!”) 

 

Personal start 

message 

(i.e., “Now we are 

meeting, finally!”) 

N/A Empathetic question 

(e.g., “How do you 

feel today?”) 

 

Dynamic, 

empathetic 

answering based on 

user answer 

(e.g., “That's nice to 

hear” vs. “Well, 

then let's forget the 

rest of the day!”) 

 

Dynamic, 

communication with 

emojis  

(e.g., “ -)”) 

ETP3: 

Conversational 

task execution 

Informative 

discourse 

(e.g., “Idea is too 

short. Please 

describe your idea 

in five words or 

more”) 

 

Objective reactions 

(e.g., “Thank you”, 

“I cannot answer 

this question”) 

Thankful motivation 

(e.g., “Thank you 

for uploading this 

idea.”, “All right, 

keep going”) 

Process observation  

(e.g., “I have 

checked your 

ideas…”) 

 

Praise and 

acknowledgement 

(e.g., “You are fast 

with your ideas”) 

 

Farewell 

(e.g., “It was a 

pleasure working 

with you!”) 

Solution stimuli  

(e.g., “Think about 

what you like.”, 

“Are there more 

product ideas where 

this use case might 

apply?”) 

Dynamic, 

communication with 

emojis  

(e.g., “ -)”) 

Note: Characteristics in the baseline treatment were present in all treatment conditions 

Table 52: Experimental Treatment Characteristics and Capabilities 
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 Exemplary Treatment Capabilities 

Baseline condition during introduction 
Transformational leadership capabilities 

during introduction 

 

 

Transformational leadership and 

emotional experimental treatment capabilities during interaction 

 

Figure 35: Exemplary Treatment Capabilities  
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  Measurement Items 

Construct Nr. Description 

LMX 

1 Do you know how satisfied the crowd work agent Crowy was with what you did? 

2 How well did the crowd work agent Crowy understand your problems and needs?  

3 How well did the crowd work agent Crowy recognize your potential? 

4 How would you characterize your working relationship with the crowd work agent Crowy? 

Objective 

performance: 

Idea quality 

- 

Quality assessed by three independent crowd workers. 

 

Idea quality assessment items from the Idea Quality Evaluation Study:* 

Please rate the e tent… 

• …to which the idea is novel 

• …to which the idea can be implemented easil  (considering costs, time, infrastructure, 

legal issues etc.) 

• …to which the idea's utilit  is clearl  described 

…to which the idea clearl  applies to the stated problem 

Objective 

performance: 

Idea elaboration 

- Averaged number of letters per idea provided by a participant. 

Objective 

performance: 

Idea quantity 

- Number of ideas provided by a participant. 

Perceived 

effectiveness 

1 How effective have you been at generating ideas? 

2 How effective have you been at making up ideas? 

3 How effective have you been at bringing in your skills? 

4 How effective was this session for conducting the task? 

Perceived enjoyment 

1 Participation was: fun - not fun 

2 Participation was: exciting - dull 

3 Participation was: enjoyable - not enjoyable 

Perceived leadership 

effectiveness 

1 My supervisor Crowy was an excellent supervisor. 

2 Crowy is effective as a leader. 

3 Crowy is a good leader. 

Perceived empathy 

1 Crowy gave you individual attention.  

2 Crowy had your best interests at heart.  

3 Crowy understood your specific needs. 

Controls: 

Experience with 

crowd work 

- How much experience do you have with crowd work tasks?  

Controls: 

Experience with CAs 
- How much experience do you have with conversational agents?  

Demographics - We asked for the participants’ age, gender, and educational background. 

Note: The items were used in the second HIT to assess the idea quality of the collected ideas from the first HIT. 

Table 53: Measurement Items 
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  Measurement Characteristics 

To test the reliability and validity of our measurement model we conducted a confirmatory 

factor analysis. First, to check indicator reliability we examined the outer loadings of the latent 

variables, Cronbach's α (α), and composite reliabilit  (CR). For validity, we examined the 

average variance extracted (AVE) and the Fornell-Larcker criterion. 

All factor loadings are greater than the threshold of 0.7 which indicates high indicator reliability 

(Hair et al. 2016). Table 54 contains an overview of the factor loadings. For all latent variables, 

Cronbach’s α was larger than 0.9 and met the requirement threshold value of 0.7 for internal 

consistency (Hair et al. 2011). For composite reliability (CR), all values are larger than 0.95 

and above the minimum level of 0.8 (Hair et al. 2011). Thus, we can verify internal consistency 

of the latent variables. To evaluate convergent validity, our results for AVE show values for all 

latent constructs larger than 0.8 and are higher than the required threshold of 0.5 (Hair et al. 

2016). Moreover, our results fulfill the Fornell-Larcker criterion (Fornell and Larcker 1981), 

thus, further supporting discriminant validity (Hair et al. 2011). Overall, our model meets the 

requirements of reliability and validity. Table 54 and Table 55 summarize these quality criteria. 

Items LMX Perceived effectiveness Perceived enjoyment 

LMX 1 0.893 0.43 0.609 

LMX 2 0.900 0.363 0.486 

LMX 3 0.918 0.392 0.549 

LMX 4 0.951 0.372 0.524 

Perceived effectiveness 1 0.342 0.937 0.545 

Perceived effectiveness 2 0.314 0.921 0.528 

Perceived effectiveness 3 0.365 0.9 0.541 

Perceived effectiveness 4 0.478 0.877 0.643 

Perceived enjoyment 1 0.506 0.608 0.961 

Perceived enjoyment 2 0.639 0.6 0.95 

Perceived enjoyment 3 0.539 0.605 0.96 

Table 54: Outer Loadings and Cross-Loadings 
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Latent variable        α CR AVE 

Fornell-Larcker Criterion 

(lower triangle: correlations; diagonal: square 

root of AVE) 

LMX 
Perceived 

effectiveness 

Perceived 

enjoyment 

LMX 0.936 0.954 0.838 0.916 - - 

Perceived 

effectiveness 
0.931 0.95 0.826 0.425 0.909 - 

Perceived 

enjoyment 
0.955 0.97 0.916 0.592 0.631 0.957 

Table 55: Validity and Reliability Characteristics of the Measurement Model 
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  Test for Common-Method Variance 

Since the constructs LMX, perceived effectiveness, and perceived enjoyment were collected in 

the same experiment using the same instrument (7-point Likert scale), we assessed the common-

method variance (CMV). The constructs idea quality, idea elaboration, and idea quantity were 

measured by observing the participants answers and are, therefore, not relevant for this analysis. 

To identify a potential common-method bias we used a marker variable technique adopting a 

post hoc approach (Lindell and Whitney 2001; Malhotra et al. 2006; Wang and Benbasat 2016). 

To identify the marker variable, we calculated the correlation between all constructs and 

selected the second smallest to avoid capitalizing on chance factors (Malhotra et al. 2006). In 

our case, the second smallest correlation was between LMX and the experience with crowd 

work (rM = 0.104). In addition, we followed the procedure of Wang and Benbasat (2016) and 

performed a sensitivity analysis. We assumed a correlation between the dependent constructs 

of rM = 0.15, 0.2, and 0.3 (Wang and Benbasat 2016). Table 56 presents the corrected 

correlations. The results show that the relations remain significant in all scenarios. Hence, we 

conclude that the common-method bias is not a serious concern for our analysis. 

 
Uncorrected 

correlation 

Corrected 

correlation 
Sensitivity analysis 

𝒓𝑴 = 0.104 𝒓𝑴 = 0.15 𝒓𝑴 = 0.2 𝒓𝑴 = 0.3 

𝑟𝑈(LMX, Perceived effectiveness) 0.409 *** 0.341 *** 0.305 *** 0.262 *** 0.156 * 

𝑟𝑈(LMX, Perceived enjoyment) 0.580 *** 0.531 *** 0.506 *** 0.475 *** 0.400 *** 

Note: Corrected correlation (Malhotra et al. 2006): (𝑟𝑈 − 𝑟𝑀)/ (1 −  𝑟𝑀); 

*p < 0.05; **p < 0.01; ***p < 0.001 (two-tailed test) 

Table 56: Results of Marker Variable Analysis for Common-Method Variance 
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  Manipulation Check 

To assure the effectiveness of the experimental manipulation and to rule out alternative 

hypotheses we applied two manipulation checks. To assess the effect of transformational 

leadership capabilities we queried perceived leadership effectiveness with three items on a 7-

point Likert scale. An analysis of variance (ANOVA) with this statement as the dependent 

variable revealed a significant difference in perceived leadership effectiveness between the 

treatment conditions (F(1, 125) = 35.36, p < 0.001). The results of a Tukey HSD post hoc 

comparison showed that there was a significant difference (p < 0.001) between the baseline 

condition (M = 3.28, SD = 1.77) and the transformational leadership condition (M = 5.06, 

SD = 1.61). 

To assess the effect of the emotional capabilities on the participants we queried perceived 

empathy with four items on a 7-point Likert scale. An ANOVA with this statement as the 

dependent variable revealed a significant difference in perceived empathy between the 

experimental treatments (F(1, 121) = 6.25, p < 0.05). The results of a Tukey HSD post hoc 

comparison showed that there was a significant difference (p < 0.05) between the baseline 

condition (M = 3.62, SD = 1.57) and the emotional capabilities condition (M = 4.39, SD = 1.84). 

Hence, we conclude that the experimental manipulation was successful. 


