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A B S T R A C T 

Binary stars evolve into chemically peculiar objects and are a major driver of the galactic enrichment of heavy elements. 
During their evolution they undergo interactions, including tides, that circularize orbits and synchronize stellar spins, impacting 

both individual systems and stellar populations. Using Zahn’s tidal theory and MESA main-sequence model grids, we derive 
the go v erning parameters λlm 

and E 2 , and implement them in the new MINT library of the stellar population code BINARY C . 
Our MINT equilibrium tides are two to five times more efficient than the ubiquitous BSE prescriptions, while the radiative-tide 
efficiency drops sharply with increasing age. We also implement precise initial distributions based on bias-corrected observations. 
We assess the impact of tides and initial orbital-parameter distributions on circularization and synchronization in eight open 

clusters, comparing synthetic populations and observations through a bootstrapping method. We find that changing the tidal 
prescription yields no statistically significant impro v ement as both calculations typically lie within 0.5 σ . The initial distribution, 
especially the primordial concentration of systems at log 10 ( P /d) ≈ 0.8, e ≈ 0.05 dominates the statistics even when artificially 

increasing tidal strength. This confirms the inefficiency of tides on the main sequence and shows that constraining tidal-efficiency 

parameters using the e − log 10 ( P /d) distribution alone is difficult or impossible. Orbital synchronization carries a more striking 

age-dependent signature of tidal interactions. In M35 we find twice as many synchronized rotators in our MINT calculation as 
with BSE . This measure of tidal efficiency is verifiable with combined measurements of orbital parameters and stellar spins. 

K ey words: stars: e volution – stars: rotation – open clusters and associations: general. 
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 I N T RO D U C T I O N  

ultiple systems are commonplace among observed stars: about
5 per cent of solar-type stars are in multiple systems, this fraction
ising to more than 70 per cent in O-type stars (Sana et al. 2012 ;

oe & Di Stefano 2017 ). The presence of a companion can have
 significant impact on the evolution of both stars and is necessary
o explain many astrophysical events and the generation of carbon-
nhanced metal- poor (CEMP) and barium stars, fast rotators, X-ray
inaries, novae etc. (De Marco & Izzard 2017 ). Tides circularize
nd shrink orbits, while stellar rotation rates synchronize with the
rbit, making them a crucial ingredient of binary evolution. Studying
tellar populations also offers a way to constrain tides. Notably, open
lusters are coe v al populations of isolated binary systems; numerous
easurements of their orbital parameters make them an interesting

aboratory to assess when and how efficiently tides act. This work
hus focuses on the deri v ation of accurate tidal dissipations on the

ain sequence, which are expected to modify the orbital parameters
f stellar systems, and the study of both individual binary systems
nd stellar populations. 

Tides in binary systems are divided into two components: the
quilibrium tide and the dynamical tide (we refer the reader to
 E-mail: gmm@ugr.es 
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he re vie ws by Zahn 2008 and Ogilvie 2014 ). The equilibrium tide
esults from the distortion induced by the companion’s gravitational
ull. The resulting bulge rotates with the star inducing dissipation
hrough friction. This mechanism is efficient in stars with an outer
onv ectiv e env elope (Zahn 1977 , 1989 ). The dynamical tide results
rom the generation of tidally excited, low-frequency gravity modes
f oscillation at the core-boundary interface. These oscillations have
eriods comparable to that of the orbit. Resonances thus extract
nergy from the orbit that is then dissipated in the stellar envelope
hrough radiative dissipation or in dissipative shear layers (Zahn
970 , 1975 ). To be efficient, dynamical tides require a conv ectiv e core
urrounded by a radiative layer that might in turn be surrounded by an
uter conv ectiv e zone. Both tidal mechanisms e xtract energy from the
rbit, resulting in secular changes in the orbital period P , eccentricity
 , and stellar rotation rates �. In the absence of other interactions,
ides typically circularize orbits ( e → 0), while each star tends to
pin-orbit pseudo-synchronization (Hut 1981 ). As systems evolve,
lose systems circularize first. In coe v al populations, the period at
hich no eccentric systems exist – the cut-off period – increases o v er

ime (Witte & Sa v onije 2002 ). In open clusters in which the age is
etermined through turn-off fitting, the cut-off period provides an
bservational estimate of the efficiency of tides (Meibom & Mathieu
005 ). Numerous theoretical formalisms have been developed to
xplain the observed period distributions of binary systems in open
lusters. Much of this progress happened o v er the last decade,
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eopening a question that is very much in flux. It is also unclear
hether binary stars formed in clusters carry a signature of their birth

onditions. To test both these aspects, we present here a deri v ation
f time-dependent tides based on detailed stellar structures that we 
mplement in the BINARY C binary evolution code to compute high- 
esolution synthetic populations of a variety of open clusters. We 
ompute tidal time-scales following Zahn’s theory (Zahn 1970 , 1975 , 
977 , 1989 ). This theory introduces a formalism for both equilibrium
nd dynamical tides, relating the circularization and synchronization 
ime-scales to structure quantities in both stars, most importantly 
he coefficients λlm and E 2 whose derivation we summarize in this 
ork. The resulting time-scales are then used in the equations for the

ecular evolution of orbital parameters given by Hut ( 1981 ). 
We use the BINARY C stellar population synthesis code (Izzard 

t al. 2004b , 2006 , 2009 , 2018 ) to investigate individual systems
nd compute populations. Since its inception, BINARY C has been 
egularly updated to include new physics such as nucleosynthesis, 
mpro v ed Roche lobe o v erflow prescriptions, or rotation (Izzard
t al. 2018 , and references therein). The rapid evolution algorithm in
INARY C relies on the ubiquitous BSE parameters obtained through a 
eries of fits obtained from stellar models (Hurley, Pols & Tout 2000 ;
urley, Tout & Pols 2002 ). These fitting relations of the stellar mass

nd age allow for the rapid evolution of single and binary stars. In our
atest developments of BINARY C that we call MINT (for Multi-object 
NTerpolation ), we implement a new interpolation approach based on 
rids of models o v er an e xtensiv e range of masses and metallicities.
hese grids include all the parameters necessary for the main- 
equence evolution, including tides and nucleosynthesis, and are 
onstructed with the MESA stellar evolution code (Paxton et al. 2011 ,
013 , 2015 , 2018 , 2019 ). For each model we calculate the rele v ant
idal coefficients for both kinds of tides following the formalism 

aid out in Zahn ( 1977 ), Hut ( 1981 ), Zahn ( 1989 ), and Siess et al.
 2013 ). This o v erhaul of the evolution algorithm will be e xtended
o later stages of evolution in upcoming papers. We use stellar
opulations obtained with BINARY C to study both circularization 
nd synchronization processes. We investigate eight open clusters 
hat span ages from 4 Myr to 7 Gyr and contain a number of binary
ystems whose orbital parameters have been measured. We assess the 
greement between our model cluster populations and corresponding 
bservations through a dedicated bootstrapping method, before dis- 
ussing the use of stellar rotation rates and spin-orbit synchronicity as
 possible measure of tidal efficiency. Throughout this work, we focus 
n comparing the BSE and MINT implementations of equilibrium and 
ynamical tides to observations. 
The paper is structured as follows. We present and justify our 

rescription for tides and detail the differences between the BSE 

nd MINT implementations on the evolution of tidal parameters in 
elected systems in Section 2 . In Sections 3 and 4 , respectively,
e investigate the circularization and synchronization properties of 

tellar populations. We then discuss the implications of our new tidal 
mplementation in Section 5 and summarize our main findings in 
ection 6 . Appendices provide mathematical details (Appendix A ) 
nd plots of the computed populations (Appendix B ). 

 D E R I VAT I O N  O F  T H E  TIDAL  

RESC R IPTION S  

n this section, we introduce the Zahn formalism of tides that we
dopt and its implications, while technical details are provided in 
ppendix A . To assess the impact of tides on the orbital evolution
f binary stars, we compute the required tidal coefficients from 

etailed structures obtained with MESA . We present these models and 
ive an overview of the numerical implementation in the BINARY C

opulation code. 
We also discuss an experiment in which we run a series of systems

ith different initial spin and orbital periods to compare the efficiency 
f BSE and MINT tides for different initial masses and rotation rates. 

.1 Our choice of prescriptions: Zahn’s formalism 

n this work, we replace the BSE tide prescriptions provided by
urley et al. ( 2002 ) with the deri v ation of Zahn ( 1970 , 1975 , 1977 ,
989 ) and Hut ( 1981 ). Despite what the chronology of these works
uggests, the BSE prescriptions are actually a simplification of Zahn’s. 

ost notably, BSE underestimates tides in close systems by several 
rders of magnitude, while their radiative tide implementation is 
ge-independent and o v erestimates tidal dissipation as stars evolve 
n the main-sequence. 
The search for more accurate circularization has led to the 

evelopment of many formalisms for both equilibrium and dynamical 
ides. Dynamical tide efficiency is directly related to the rate at
hich oscillations dissipate energy in the stellar envelope. The 

dvent of asteroseismology has logically ushered an outburst of new 

alculations for dynamical tides (Willems, van Hoolst & Smeyers 
003 ; Burkart et al. 2012 ). Works such as Terquem et al. ( 1998 ),
gilvie & Lin ( 2007 ), or Barker ( 2020 ) suggest that damped internal
ra vity wa v es e xtract energy from the orbit, while others invoke
idally forced inertial waves in near-synchronicity systems (e.g. 
arker 2021 ). Ho we ver, the time-scales upon which tidal forcing

akes place are relatively short, and the coupling itself is quite weak
Terquem et al. 1998 ), unless stellar evolution somewhat maintains 
his forcing (through so-called resonance locking, e.g. Sa v onije &
apaloizou 1984 ; Witte & Sa v onije 2002 ; Ma & Fuller 2021 ).
hile resonance-locking increases dissipation during the pre-main- 

equence (PMS), it is unclear whether it accelerates circularization 
n the main sequence significantly (Zanazzi & Wu 2021 ). 
The equilibrium tide mostly relies on the amount of friction in the

tellar conv ectiv e env elope. Estimates vary wildly, for instance in
he short-period limit (Goldreich & Nicholson 1977 ; Vidal & Barker
020 , a specific case we discuss in Appendix A ). Terquem ( 2021 )
nd Terquem & Martin ( 2021 ) recently suggested that dissipation
ue to turbulent convection could increase tidal efficiency, but this 
dea has been debated since (notably by the rebuttal of Barker &
stoul 2021 ), while other works emphasize the role of a magnetic
eld in increasing dissipation (e.g. Wei 2022 ). A promising study
y Barker ( 2022 ) investigates the impact of inertial wave dissipation
n conv ectiv e env elopes on equilibrium tides, through calculations
imilar to those underlying dynamical tides: their frequenc y-av eraged 
issipation rate seems to yield a good agreement with observations 
n systems close to spin-orbit synchronization. 

The tension between those different theoretical estimates leads 
o a rapidly changing landscape of tidal theories. Ho we ver, recent
orks rely on the deri v ation of the entire oscillation spectrum of

he stars considered. The systematic study of oscillation spectra o v er
he range of masses and metallicities necessary for this study is a
 ery ambitious work, ev en with current computational means, and
ill surely be at the core of highly anticipated future work. It is
orth noting that these formalisms do not yield results qualitatively 
ifferent from the formalism we implement as the conclusions we 
erive will show (Terquem & Martin 2021 ; Zanazzi & Wu 2021 ). 
As the population synthesis calculations we perform require rapid 

nferences o v er an e xtended parameter range, we implement Zahn’s
rescriptions in MINT to derive circularization and synchronization 
oef ficients o wing to their tractability. Despite the development of
MNRAS 524, 3978–3999 (2023) 
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Figure 1. Location of conv ectiv e re gions in stars of metallicities Z = 0 (top) 
and 0.02 (bottom), as a function of mass and central hydrogen abundance. 
The zero-age main sequence is at the top of each panel and evolution 
proceeds vertically downwards. Colours denote fully conv ectiv e (purple) or 
fully radiative (blue) stars, or the presence of a conv ectiv e core (yellow), a 
conv ectiv e env elope (red), or both a conv ectiv e core and a conv ectiv e env elope 
separated by a radiative shell (orange). Stars with a convective surface (red, 
orange, and purple) harbour equilibrium tides, while stars with a radiative 
zone around a conv ectiv e core (orange and yellow) harbour dynamical tides. 
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ew formalisms, this is the first implementation of the prescriptions
aid out in Zahn ( 1989 ) for population synthesis. The coefficients
hus derived are used in the BINARY C code in conjunction with
he equations from Hut ( 1981 ) which are necessary to compute the
ecular evolution of systems, notably at high eccentricities ( e > 0.3,
erquem & Martin 2021 ). 

.2 Our grids of MESA models 

ur deri v ation of the tidal time-scales relies on grids of models of
ain-sequence stars constructed using the MESA stellar evolution

ode, version 12115. We use the d E /d t form of the energy equa-
ion paired with gold tolerances, along with both DT2 and ELM
quation-of-state options and type2 opacities (Paxton et al. 2019
nd references therein). All our models rely on a conv ectiv e mixing
ength αMLT = 2, and semiconvection is treated following Langer, El
id & Fricke ( 1985 ) with αsc = 0.1. We include step o v ershooting at

he conv ectiv e-core interface e xtending from f = 0.05 H p inside the
onvection zone and of thickness f 0 = 0.33 H p with the same diffusion
oefficient as convection (based on the Solar value of Christensen-
alsgaard et al. 2011 ). We co v er the 0 . 32 –100 M � mass range at
etallicities Z = 0, 10 −4 , 0.008, 0.012, and 0.016, and the extended

ange 0 . 1 –320 M � at Z = 0.02. Assuming a reference of Z = 0.02,
 = 0.28 and following the solar mixture of Grevesse & Sauval
 1998 ), we include Galactic chemical enrichment using d Y /d Z = 2
Serenelli & Basu 2010 ). 

Among crucial parameters for tides, the stability of the stellar
ayers to convection indicates whether equilibrium or radiative tides
ominate. Fig. 1 shows the distribution of stars featuring a conv ectiv e
nvelope, in which equilibrium tides dissipate energy, and stars with
 conv ectiv e core in which dynamical tides act. At low metallicities,
e find stars that are fully radiative on the main sequence as their

onv ectiv e core disappears. Zahn’s formalism does not provide a
escription of tidal dissipation in such stars. A mechanism that relies
either on stochastically excited oscillations nor on main flow viscous
issipation is needed. Tassoul ( 1987 , 1988 ) offers such a mechanism
hat relies on viscous near-surface boundary-layer dissipation, but its
xistence is controversial (Rieutord 1992 ; Rieutord & Zahn 1997 ).
e decide to neglect it, meaning no tidal dissipation is taken into

ccount in our models of these fully radiative stars at low metallicity.
o we ver, we emphasize that none of the model populations we
iscuss in this work include such stars. 

.3 Implementation in BINARY C 

mplementing the new tidal prescription in the BINARY C stellar
opulation synthesis code (Izzard et al. 2004b , 2006 , 2009 , 2018 )
s part of a larger o v erhaul of the code we call MINT . This change in
he algorithm will be the focus of future papers, but we summarize
t here. To increase the accuracy of the algorithm that derives stellar
arameters used in the code, we replace BSE fitting relations (Hurley
t al. 2000 ; Hurley et al. 2002 ) with regularly spaced grids of MESA

odels that are interpolated linearly. This still allows BINARY C to
apidly compute populations as structures are not computed on the fly.
mong the parameters available in the grids, the coefficients E and E 2 

ield λlm and ( k / T ) c following equation ( A14 ). Once these coefficients
re calculated, they are used in the Hut ( 1981 ) equations that go v ern
he evolution of orbital parameters and allow for accurate calculations
f the secular evolution of binary systems for all eccentricities. This
hange is modular, allowing us to swap easily between BSE and MINT

volution algorithms and tidal prescriptions. For each population, the
NRAS 524, 3978–3999 (2023) 
omputation, output management, and data storage is performed with
he BINARY C-PYTHON software package (Hendriks & Izzard 2023 ). 

.4 Our choice of initial orbital parameters: Moe & di Stefano 
 2017 ) 

n this work, we implement empirical zero-age main-sequence
rbital parameter distributions. Unless otherwise specified, we use
 Kroupa ( 2001 ) initial mass function in conjunction with initial
istributions of the mass ratio, eccentricity, and period from Moe &
i Stefano ( 2017 ). Relying on ∼30 observational surv e ys based on
 variety of techniques, Moe & Di Stefano ( 2017 ) performs a careful
orrection of observational biases to provide initial binary parameters
istributions. Their study includes stars from the field and from
oth solar-like and massive star open clusters to provide tabulated
robability functions of the mass ratio, period, and eccentricity. This
mpirical distribution arises from the interaction of Kozai–Lidov
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ycles, dynamical instabilities, and tidal friction during the PMS 

volution (Moe & Kratter 2018 ). 

.5 Main properties of our new implementation 

he MINT o v erhaul of BINARY C includes changes to both the stellar
volution algorithm and tides. We find that the changes in the algo-
ithm from BSE to MINT do not significantly affect the main-sequence 
volution of the stellar structure (e.g. radius and luminosity), but the 
INT tides induce strong differences on the secular orbital parameter 

volution. We assess these differences through simple experiments 
e summarize here. 

.5.1 Efficiency of MINT and BSE tide circularization 

e evolve a set of binary systems with initial eccentricity e = 0.6 and
 range of initial orbital periods until they exchange mass or leave
he main sequence, whichever comes first. Evolving these systems 
tarting at masses M 1 = 1 M �, M 2 = 0 . 5 M �, and a rotation rate
f 10 −4 km s −1 for 100 Myr, we find that MINT equilibrium tides
ircularize all systems with orbital periods shorter than P ∼ 3 d, 
hile BSE tides circularize systems with orbital periods shorter than 
 = 0 . 9 d. Over the whole main-sequence evolution, MINT tides
ircularize systems up to P = 15 d, while BSE tides circularize
ystems up to P = 6 d. This comparison shows that MINT equilibrium
ides are more efficient than their BSE counterparts, circularizing 
rbits in solar-like binaries more rapidly and affecting relatively 
onger period systems. 

We repeat the same experiment in systems starting at masses 
 1 = 50 M � and M 2 = 25 M �, at e = 0.6 and initial rotation rate

f 10 −4 km s −1 . In this case, BSE dynamical tides circularize systems
ith P < 8 d o v er the first Myr, while their MINT counterparts

ircularize systems with P < 5 d. Over the whole main-sequence, 
ircularized systems reach P = 25 d with BSE tides and P = 8 
 with MINT tides. Systems with a longer orbital period also see
heir orbit expand near the zero-age main sequence (ZAMS) owing 
o stellar winds. This experiment confirms that MINT dynamical 
ides are less efficient than BSE ’s. Mathematically, this matches the 
ehaviour of the E 2 coefficient: while on the ZAMS it is similar
n both prescriptions, it remains constant in the BSE calculation but 
rops significantly in the MINT prescription. This effect is shown 
n Fig. A8 . Age-dependent radiative tides have been used in Yoon,

oosley & Langer ( 2010 ), Siess et al. ( 2013 ), and Qin et al. ( 2018 );
e provide a comparison with these calculations in Fig. A9 . 

.5.2 Impact of the initial rotation rate 

e repeat the abo v e e xperiment at M 1 = 1 M �, M 2 = 0 . 5 M � but
ary the initial rotation rate. We consider four of the BINARY C

ossible settings: (i) a very low rotation rate of 10 −4 km s −1 that is
qui v alent to no rotation, (ii) spin-orbit synchronicity, (iii) breakup, 
nd (iv) with the BSE mass-dependent initial rotation rate defined as 

 rot ( M ) = 

330 M 

3 . 3 

15 + M 

3 . 45 
km s −1 , (1) 

or a given mass M expressed in Solar units (Lang 1992 ; Hurley et al.
000 ). We find no significant impact of the initial rotation on the
volution of orbital parameters, with circularization happening only 
lightly faster when the stars rotate more slowly. 

The most notable feature of these tracks concerns systems formed 
ith both stars at breakup velocity with 0.2 < log ( P / d ) < 0.9. They
resent a short-lived eccentricity pumping phase on the early main 
equence. This can be traced to equation (10) of Hut ( 1981 ), in which
quilibrium tides provide a positive contribution to the eccentricity 
eri v ati ve if the stellar angular frequency exceeds the orbital angular
requency by a factor 5 to 10. Ho we ver, stars undergo magnetic
reaking during the PMS phase and are not expected to reach the
AMS at breakup velocities. We do not include the PMS in MINT ,
ut our main-sequence evolution includes magnetic braking through 
he prescription of Andronov, Pinsonneault & Sills ( 2003 ) which is
alibrated on open cluster data and predicts angular momentum loss 
caling with �3 . 

 POPULATI ON  SYNTHESIS  A N D  

O M PA R I S O N  TO  CLUSTER  OBSERVATIO NS  

inary systems in stellar clusters form with a distribution of initial
asses, eccentricities, and orbital periods. These stars then evolve 

hrough stellar evolutionary stages while their orbits circularize 
hrough tides. As equations ( A1 )–( A2 ) and ( A15 )–( A16 ) show, close-
eriod systems circularize first, so that we observe a dichotomy 
etween close, circular, and wide, eccentric systems. We can define 
 cut-off period below which all systems are circular by studying the
istribution of binary systems in the e − log 10 ( P /d) plane. As this
ut-off period increases with the cluster’s age, it can be used to infer
he age of the population (Witte & Sa v onije 2002 ). 

In this section, we study a sample of open clusters containing
inary systems for which orbital parameters have been measured. 
e focus on open clusters that have a lower stellar density than

lobular clusters, thus minimizing the role of N -body interactions. 
e compute synthetic populations matching these clusters with 

INARY C to test initial populations and tidal prescriptions through 
heir impact on the circularization process. 

.1 Model populations with BINARY C 

e compute populations evolving a high number of stars and systems
rom a given metallicity and initial orbital-parameter distribution. 
ach system is evolved using BINARY C , relying on either BSE

arameters or the interpolation of MINT grids. We stop the cal-
ulation slightly after the documented cluster age and investigate 
he eccentricity and orbital period of binary orbits, along with the
tellar rotation rates. The parameter space for these quantities is 
ivided into bins in which we add the fractional number of stars for
ach system at each time-step. In the model populations we present
ere, we use 950 000 stars for which we track the orbital period,
ccentricity, and stellar spins in units of the critical and pseudo-
ynchronous rotation rates. We store these quantities in bins of sizes
.1 for log 10 ( P /d) and log 10 ( �/ �sync ), and 0.02 for e and �/ �crit . To
mphasize the dominant structure of our model populations, we apply 
 Gaussian smoothing to the two-dimensional distributions presented 
n the figures of this section and the next. This smoothing uses
idths six and three times the bin sizes on the horizontal and vertical

x es, respectiv ely, and is applied after the statistical calculations we
iscuss. 

.2 Goodness-of-fit tests 

ur model populations provide a distribution of the fractional number 
f stars, for instance in the e − log 10 ( P / d) plane, that we interpret as
 likelihood map. To decide whether a set of observations could be
rawn from the synthetic population, we bootstrap two samples from 

his likelihood map, whose size matches the number of observed stars
MNRAS 524, 3978–3999 (2023) 



3982 G. M. Mirouh et al. 

M

Figure 2. Comparison between M35 observations (red crosses) and the stellar counts calculated populations at 150 Myr normalized at the highest bin count 
(colour map). Starting with initial distributions from Moe & Di Stefano ( 2017 ), we use tides from BSE (a) and our MINT tides (b). 
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or the cluster and period range considered. We assess the statistical
istance between each of these samples and observations, and
etween the two samples, through a two-dimensional Kolmogorov–
mirnov test (KS test, Peacock 1983 ; Fasano & Franceschini 1987 ).
This well-established test is a generalization of the one-

imensional KS process (Stephens 1992 ) to two dimensions. The
wo-sample 1D KS test relies on the cumulative distribution function
f two samples: the statistical distance between the two samples
s defined as the maximum difference between their cumulative
istribution functions, and is directly related to the probability of
he two samples being extracted from a same distribution. 

In two dimensions, the key step is to replace the 1D cumulative
istribution function with similar functions computed o v er the 2D
lane by splitting it into the four natural quadrants around a given
oint ( x i , y i ), 

( x > x i , y > y i ) , ( x < x i , y > y i ) , ( x > x i , y < y i ) , 

( x < x i , y < y i ) . 

ach quadrant contains part of the samples, yielding cumulative
istribution functions that we compare. The statistical distance is
aken as the largest of the differences between these functions for
ach of the samples. Fasano & Franceschini ( 1987 ) have shown that
his process yields robust inferences when restricting the choice of
 x i , y i ) to the data points in the samples. From the statistical distances,
t is then possible to retrieve the probability of the two samples being
xtracted from the same underlying population through equations (3),
7), (8), and (9) of Press & Teukolsky ( 1988 ). 

In this work, we keep our focus on the statistical distances
nferred from these tests. First, the statistical distance between the
wo bootstrapped samples yields the minimum distance attainable
hrough the KS test. This minimum distance follows a Poisson law
nd serves as a reference value, which we label as the ‘distance to
elf’ in the rest of this work. The same estimator is then used to
ssess the statistical distance between each of the two samples and
he observed parameters to assess the agreement between observed
nd model populations. The distance thus obtained is, by definition,
arger than the Poisson reference. 

We repeat this process 1000 times, both for the Poisson reference
nd the model–observation statistical distances. These distance
stimates distribute o v er a Gaussian for which we compute a mean
nd standard deviation σ . For the populations computed for M35
nd shown in Fig. 2 , the bell-shaped spread of the distances is
llustrated on Fig. 3 , which presents a histogram of the distances in
NRAS 524, 3978–3999 (2023) 
ins whose width is represented in the top-right corner. The closer the
odel–observation distance (dashed lines) is to the Poisson reference

istance (black line), the more likely the agreement between the
bserved and model populations. 
As can be seen in Fig. 2 , the agreement between observations and

ur model populations is driven by two populations: short-period
ircular systems and long-period eccentric systems. In order to isolate
he circularization process, we compute the statistical agreement o v er
he whole population and o v er a short-period subset, by imposing a
ut-off on log 10 ( P / d) that depends on the cluster. It is important to
otice that the common sample size N affects both the distances and
heir standard deviations we compute, as they all scale with 

√ 

N : we
ill thus discuss the agreement between our populations in units of σ .
This approach is fundamentally different from the definition of

 cut-off period to estimate tidal efficiency, as was done in e.g.
eibom & Mathieu ( 2005 ). Other studies, such as Zanazzi ( 2022 ) or
ashi, Mazeh & Faigler ( 2023 ), extend that cut-off period approach
y studying the evolution of eccentricity through two characteristic
eriods: one for circular systems and one for more eccentric, longer
eriod systems. Applying this dichotomic approach to large samples
hundreds or thousands of systems) yields crucial statistical insights
nto tidal efficiency. In this work, we do not perform such separation
hen computing KS distances. Ho we ver, e ven though the clusters
e consider do not feature such numbers of binary systems, an

xploration of the distinct statistics of circular and eccentric systems
ith our bootstrapping approach will be the focus of future work. 

.3 Our first study case: the cluster M35 

.3.1 Impact of the tidal prescription 

einer et al. ( 2015 ) present observations of the M35 cluster, a
50 Myr old cluster with metallicity [Fe/H] = −0.18. 52 binary
ystems are detected with periods 2–4400 d, co v ering a wide range
f eccentricities. Both stars in each system are on the main sequence,
ith primary star masses 0 . 7 –1 . 4 M � and no significant information

bout the mass ratio derived from the observations (Meibom &
athieu 2005 ). This cluster presents the signature of circularization

rocesses, with a clear transition from eccentric systems at periods
onger than ∼10 d to only circular orbits at shorter periods. As such,
t is a good test case for our tidal implementation. In this section
e present our population calculations with BINARY C comparing
INT and BSE tides. Starting from the initial parameter distributions
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Figure 3. Kolmogoro v–Smirno v (KS) statistical distance between the whole 
set of M35 observations and our corresponding model populations. Each 
coloured line indicates the distance between a model population obtained 
from a physical set-up and the observations. Set-ups include BSE and MINT 

tides starting from Moe & di Stefano distributions (M&S, dashed pink and 
green, respectively, see Fig. 2 ), and BSE and MINT tides starting from Gaussian 
distributions (solid yellow and blue, respectively, see Fig. 5 ). The black curve 
denotes the reference Poisson distance obtained using random samples from 

one model population. The black line in the top-right corner corresponds to 
the model bin width. The statistical mean and standard deviation obtained 
from these distances are reported in Table 1 . 
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Figure 4. As Fig. 3 restricting the calculation to the subset of data with 
log 10 ( P /d) < 1.7. The statistical mean and standard deviation obtained from 

these distances are reported in Table 1 . 

Table 1. Kolmogoro v–Smirno v statistical distance estimates for the M35 
model populations starting from Moe & di Stefano distributions, for BSE or 
MINT tides, for the entire sample or a subset at log 10 ( P /d) < 1.7. 

Cluster and 
log 10 ( P /d) range Tides Distance to self Distance to obs 

M35 BSE 0.208 ± 0.046 0.220 ± 0.038 
entire sample MINT 0.209 ± 0.050 0.224 ± 0.041 

M35 BSE 0.290 ± 0.072 0.396 ± 0.075 
log 10 ( P /d) < 1.7 MINT 0.288 ± 0.066 0.392 ± 0.078 
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escribed in Section 2.4 , we evolve the model populations to an age
f 150 Myr, the age of the cluster documented in the literature. 
We study the distribution of stars in the e − log 10 ( P /d) plane

o assess the efficiency of circularization and the agreement with 
bservations. 
Fig. 2 shows the e − log 10 ( P /d) plane of M35 observations from

einer et al. ( 2015 ) and our model distributions. The colour maps
ndicate the relative number of our model stars at a given location,
hile the red crosses are the observed locations of binary systems.
ote that the number of model stars shown in each bin is relative to

hat of the most populated bin of either panel. 
We compare the observations to our two synthetic populations 

btained by changing the tidal prescription. To describe the circu- 
arization process, we compare observations and model populations 
hrough the bootstrapping method described in Section 3.2 using both 
he full set of observations and a subset of systems with orbital periods
horter than 50 d (log 10 ( P /d) < 1.7). The corresponding distributions
f the KS statistical distance are presented in Figs 3 and 4 (dashed
ines), while their statistical elements are summed up in Table 1 . 

First, we confirm that the statistical distances obtained by compar- 
ng a computed population to itself do not depend on the underlying
hysics, but only on the sample size for each of the runs we have
erformed. It serves as a reference for our other statistical tests.
sing a subset of the observations, and thus a smaller sample size

or the bootstrapping process, generally yields larger distances and 
ncertainties but lets us assess the agreement between populations 
nd observations. 

Considering the entire period range, we find a satisfactory agree- 
ent between the observation data set and the model populations, as

he two lie 0.3 σ from the Poisson reference using either BSE or MINT

ides. When focusing on circularizing systems at log 10 ( P /d) < 1.7,
he distance rises to 1.4 σ . 
In both cases, we find that our model populations are compatible
ith the observations. We find no statistically significant difference 
etween the BSE and MINT prescriptions. This seems to show that the
nitial orbital parameter distribution dominates the circularization 
istribution on the main sequence. This is due to the Moe & di
tefano distribution having a clump of short-period low-eccentricity 
ystems (centred on log 10 ( P /d) = 0.8, e = 0.05) that roughly matches
he location of observed circular systems. 

.3.2 Impact of the initial parameter distributions 

o further assess this last hypothesis, we compute populations 
tarting from a different, more simple set of initial orbital parameters
hat do not include a short-period, low-eccentricity clump. For this 
est, we use the initial parameters suggested by Duquennoy & Mayor
 1991 ): the same Kroupa initial mass function, along with a flat mass-
atio distribution, a normal distribution of eccentricities, and a log- 
ormal distribution of periods at age zero. The Gaussian eccentricity 
istribution has mean 0.35 and width 0.21, while the distribution of
og 10 ( P /d) has mean 4.2 and width 4.8. We insist that these Gaussian
nitial orbital period and eccentricity distributions are not obtained 
rom observations but serve as a proxy for an initial population
ithout circularized orbits, meant to study the effect of tides in

solation. Starting from these distributions, we use BSE and MINT 

ides to compute e − log 10 ( P /d) distributions to compare with the
bservations. These distributions are shown in Fig. 5 . We see that BSE

quilibrium tides cannot account for the observed low-eccentricity 
hort-period systems, and while MINT tides yield a small population 
MNRAS 524, 3978–3999 (2023) 
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M

Figure 5. As Fig. 2 starting from Gaussian initial distributions. 

Table 2. As Table 1 , starting from Gaussian initial distributions. 

Cluster and 
log 10 ( P /d) range Tides Distance to self Distance to obs 

M35 BSE 0.213 ± 0.047 0.272 ± 0.037 
entire sample MINT 0.213 ± 0.044 0.261 ± 0.040 

M35 BSE 0.301 ± 0.069 0.483 ± 0.064 
log 10 ( P /d) < 1.7 MINT 0.296 ± 0.067 0.436 ± 0.062 
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f circular close systems, the location and number of stars in this
ubset of the parameter space do not match the observed systems. 

Gaussian initial distributions deteriorate the agreement between
he observed and model populations significantly, as the statistical
lements presented in Figs 3 and 4 (solid lines) and Table 2 show. For
he entire sample, the statistical distance increases from 0.3 σ to 1.4 σ
ith BSE tides and to 1.1 σ with MINT tides. When focussing on the

hort-period systems at log 10 ( P /d) < 1.7, we find that the distance
etween observations and models increases to 2.4–2.8 σ . 

These distances confirm the significant impact of the Moe &
i Stefano ( 2017 ) initial distributions in improving the agreement
etween observed and modelled eccentricities and periods for open
lusters, notably due to the primordial population of circular close
ystems. We find similar results for all the clusters presented in
ection 3.4 , but will not discuss them further owing to the unrealistic
ature of the underlying Gaussian distributions. 

.4 Other clusters 

fter having established the method on M35, we apply it to seven
ther clusters for which binary populations have been observed to
NRAS 524, 3978–3999 (2023) 

Table 3. Summary of the cluster observational information used for population s

Cluster MS systems Age (Gyr) Mass range [Fe/H] 

M35 52 0.15 0 . 7 − 1 . 4 M � −0.18 
Pleiades 13 0.1 0.9 − 1.4M � + 0.042 
Hyades/Praesepe 53 0.63 0 . 5 − 1 . 5 M � + 0.14, + 0.21 G

NGC 7789 43 1.6 1 . 4 − 1 . 8 M � + 0.02 
NGC 6819 68 2.5 1 . 1 − 1 . 6 M � + 0.09 
M67 94 4 0.7 − 1.3M � + 0.05 − + 0.1 
NGC 188 49 7 0.9 − 1.14M � 0 
Tarantula 38 ∼0.004 20 − 80 M � −0.37 
ssess whether our updated initial orbital parameter distributions and
ide prescriptions can match observations. We list these clusters and
heir key properties in Table 3 . All but one of these clusters contain

ain-sequence late-type stars that we present in order of increasing
ge from 100 Myr to 7 Gyr. It is worth noting that while we use six
lusters of late-type main-sequence stars, in which equilibrium tides
re expected to dominate the circularization process, the range of
asses, ages, and metallicities co v ered lead to a variety of internal

tructures and tidal coefficients. The notable exception is Tarantula, a
ery young cluster of O-type stars that allows us to assess dynamical
ides in massive stars. In this section, we discuss the population
arameters and their agreement with observations, e − log 10 ( P /d)
iagrams and are presented in Appendix B . The statistical elements
btained for all clusters are listed in Table 4 and shown in Fig. 6 . 

.4.1 Pleiades 

he Pleiades is a young, 100 Myr old stellar cluster for which
bservations by Mermilliod et al. ( 1992 , 1997 ) provide the orbital
arameters of 13 binary systems with masses from 0.9 to 1 . 4 M �.
t has [Fe/H] = + 0.042 and we use Z = 0.016 for our model
opulation. We compute model populations for this cluster using
he same approach as for M35 and present the associated period-
ccentricity distributions in Fig. B1 . We compute the agreement
etween the computed population and the observ ations, follo wing
he bootstrapping method described abo v e, for both the whole data
et, and a subsample at log 10 ( P /d) < 1.5. 

Over the entire data set, we find that both populations lie at a
istance of about 0.4 σ from observations, with BSE and MINT tides
ying at 0.1 σ of each other. The short-period subsample we consider
ontains eight systems that are expected to be circularized and have
ynthesis. 

References for observations 

Meibom & Mathieu ( 2005 ); Leiner et al. ( 2015 ) 
Mermilliod et al. ( 1992 ); Mermilliod, Bratschi & Mayor ( 1997 ) 

riffin & Gunn ( 1978 , 1981 ); Griffin, Mayor & Gunn ( 1982 ); Griffin et al. ( 1985 ) 
Mermilliod et al. ( 1990 , 1992 ); Mermilliod & Mayor ( 1999 ) 

Nine et al. ( 2020 ) 
Hole et al. ( 2009 ); Milliman et al. ( 2014 ) 

Geller et al. ( 2021 ) 
Geller et al. ( 2009 ); Geller & Mathieu ( 2012 ) 

Almeida et al. ( 2017 ) 
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ber 2023
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Table 4. Mean and standard deviation for the KS distance estimates between 
model and observations for all the samples considered here. All these 
calculations rely on Moe & di Stefano initial orbital parameters distributions. 

Cluster and 
log 10 ( P /d) range Tides Distance to self Distance to obs 

Pleiades BSE 0.383 ± 0.092 0.411 ± 0.090 
entire sample MINT 0.380 ± 0.090 0.416 ± 0.089 

Pleiades BSE 0.461 ± 0.109 0.479 ± 0.090 
log 10 ( P /d) < 1.5 MINT 0.457 ± 0.109 0.470 ± 0.091 

Hyades/Praesepe BSE 0.212 ± 0.048 0.331 ± 0.058 
entire sample MINT 0.212 ± 0.048 0.341 ± 0.060 

Hyades/Praesepe BSE 0.330 ± 0.078 0.544 ± 0.041 
log 10 ( P /d) < 1.4 MINT 0.321 ± 0.077 0.498 ± 0.045 

NGC 7789 BSE 0.223 ± 0.052 0.284 ± 0.059 
entire sample MINT 0.226 ± 0.051 0.282 ± 0.058 

NGC 6819 BSE 0.186 ± 0.042 0.228 ± 0.044 
entire sample MINT 0.185 ± 0.041 0.226 ± 0.044 

NGC 6819 BSE 0.282 ± 0.071 0.318 ± 0.055 
log 10 ( P /d) < 1.5 MINT 0.278 ± 0.069 0.319 ± 0.055 

M67 BSE 0.160 ± 0.037 0.306 ± 0.042 
entire sample MINT 0.161 ± 0.036 0.310 ± 0.045 

M67 BSE 0.236 ± 0.057 0.334 ± 0.050 
log 10 ( P /d) < 1.8 MINT 0.229 ± 0.056 0.302 ± 0.047 

NGC 188 BSE 0.218 ± 0.049 0.328 ± 0.060 
entire sample MINT 0.217 ± 0.048 0.329 ± 0.060 

NGC 188 BSE 0.292 ± 0.068 0.337 ± 0.063 
log 10 ( P /d) < 1.7 MINT 0.290 ± 0.069 0.340 ± 0.065 

Tarantula BSE 0.234 ± 0.056 0.230 ± 0.045 
entire sample MINT 0.230 ± 0.055 0.239 ± 0.047 
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Figure 6. Mean and standard deviation for the KS distance estimates between mo
(black), and the distance between the observations and populations computed using
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 similar behaviour, as the population computed with BSE tides lies
t 1.8 σ , and MINT tides lower this distance to 1.3 σ . 

This shows that the observations of the young Pleiades model 
opulations bear the signature of the log 10 ( P /d) = 0.8, e = 0.05 clump
n the initial distribution and have not been impacted by tides in a
ay that allows us to significantly assess the best tidal prescription

rom circularization. It is also crucial to note that the large standard
eviations and Poisson distances in both calculations prevent a 
efinite identification of the best candidate model population when 
elying on such small sample sizes. 

.4.2 Hyades/Praesepe 

yades and Praesepe are twin supersolar clusters ([Fe/H] = + 0.014
nd + 0.021, respectively) that formed together about 630 Myr ago.
bservations from a series of articles referenced in Table 3 provide

he orbital parameters of 53 systems with masses 0 . 5 –1 . 5 M �. Our
odel population using Z = 0.02 is presented in Fig. B2 This cluster

s older than M35 or Pleiades, leaving more time for tides to act on
lose systems. 

For both the MINT and BSE tides, the model populations we
ompute lie 2.1 σ from the Poisson reference. For a subset of
ircularizing systems with log 10 ( P /d) < 1.4, neither of our model
opulations match the observed parameters with the best model lying 
.7 σ away from the reference. 
This mismatch between the observed systems and our computed 

opulations is due to the intermediate-period eccentric systems 
at 0.7 < log 10 ( P / d ) < 1.2, e > 0.2) that our calculations do
ot predict. These peculiar systems were already highlighted by 
uquennoy & Mayor ( 1991 ), and impact ne gativ ely the calculation
f the circularization period by Meibom & Mathieu ( 2005 ). They
ay be explained by the presence of an outer tertiary companion.
ither through Kozai–Lidov interactions pumping the eccentricity of 

he inner binary (Raghavan et al. 2010 ) or through the interaction of
MNRAS 524, 3978–3999 (2023) 

del and observations for the samples indicated. We plot the distance to self 
 BSE tides (purple) and MINT tides (blue). 
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hese Kozai–Lidov cycles with tides shrinking the orbit of originally
ider systems (Moe & Kratter 2018 ), triple-star effects lead to

ntermediate-period eccentric systems that cannot be explained by
inary evolution alone. 

.4.3 NGC 7789 

GC 7789, presented in Nine et al. ( 2020 ), is a 1.6 Gyr cluster
ith [Fe/H] = + 0.02 in which 43 main-sequence stellar systems are

dentified in the 1 . 4 –1 . 8 M � range (Nine, pri v ate communication).
e compute a model population at Z = 0.016 for masses co v ering

his range. 
The distribution of our model population in the e − log 10 ( P /d)

lane is shown in Fig. B3 . This cluster contains a population of
ystems at e < 0.2, log 10 ( P /d) < 1.2 surrounding the location
f the clump from Moe & di Stefano’s initial distributions. This
oncentration could be attributed to tidal circularization on the main-
equence, but the statistical distance between observations and model
opulations is 1.7 σ for both tidal prescriptions, thus showing that
he agreement between the computed population and the observed
arameters mostly depends on the initial conditions, as is the case
or the clusters discussed previously. 

.4.4 NGC 6819 

GC 6819 (Hole et al. 2009 ) is slightly metal-rich with [Fe/H] =
 0.09 ± 0.03 (Bragaglia et al. 2001 ) and age 2.4 Gyr. We resample

he 68 main-sequence stars of Milliman et al. ( 2014 ) by applying
ut-offs V > 14.85 and 0.7 < ( V − I ) < 0.95 to their photometric
ata. The systems co v er the period range 0.1 < log 10 ( P /d) < 3.6 with
rimary masses 1.1–1.6M �. We compute a model population at Z =
.0175 for this range of primary masses. 
Our model populations in the e − log 10 ( P /d) plane are shown

n Fig. B4 . This cluster contains a population of near-circular
ystems at e < 0.1, log 10 ( P /d) < 1.2 matching Moe & di Stefano’s
nitial distributions. Comparing the whole set of observations to
ur computed populations, we find that the populations lie at 1 σ
rom each other, with both BSE tides and MINT tides. Focusing the
tatistical inference on the circularizing systems with log 10 ( P /d) <
.5 impro v es the agreement further, as the populations lie 0.6 σ away
rom the observations. This confirms that the observed distribution
f binary systems can be reproduced when choosing accurate initial
istributions, and that the choice of tidal prescription only has a
arginal impact. 

.4.5 M67 

67, also known as NGC 2682, is a 4 Gyr cluster with [Fe/H]
etween + 0.05 and + 0.1 in which 94 main-sequence binary systems
re observed (Geller et al. 2021 ). These stars are divided between
ircular systems with e < 0.05, log 10 ( P /d) < 1.2 and eccentric
ystems with e < 0.9, log 10 ( P /d) > 0.8. They belong to the
 . 7 − 1 . 3 M � range, which we use for our population study with
etallicity Z = 0.0175. 
The model populations we compute are shown in Fig. B5 . We

nd that the agreement between our model populations and the 94
bserved binary systems is not satisfactory, as it goes from 3.7 σ with
SE tides to 3.3 σ then using MINT tides. The relatively poor statistical
greement between our calculated populations and the observed
inary systems of M67 can be attributed to the six long-period
NRAS 524, 3978–3999 (2023) 
ccentric systems ( e > 0.7, log 10 ( P /d) > 1.8), whose distribution
s only marginally matched in our calculations. 

Selecting systems with log 10 ( P /d) < 1.8 confirms that the best
tatistical agreement is obtained using MINT tides, with model
opulations and observations lying 1.55 σ apart. 

.4.6 NGC 188 

he oldest cluster we consider is NGC 188, at an age of 7 Gyr and
olar metallicity (Mathieu, Meibom & Dolan 2004 ). Starting from
he photometry of Geller et al. ( 2009 ), we select the main-sequence
tars with V > 15 and 0.65 < ( B − V ) < 0.9 (Mathieu, pri v ate
ommunication). This leaves us with a sample of 49 stars in the 0.9–
.14 mass range (Geller et al. 2009 ; Geller & Mathieu 2012 ), that
e use for our population along with solar metallicity Z = 0.0142. 
We present our model populations in Fig. B6 . We find that the

istance between all 49 observed main-sequence systems and model
opulations is of 2 σ with both tidal prescriptions. When focusing on
 subset of close systems with log 10 ( P /d) < 1.7, the distance drops
o 0.7–0.8 σ . Despite 7 Gyr of main-sequence evolution, this cluster
arries a strong signature of the initial orbital parameter distribution
hat tides cannot dissipate. 

.4.7 Tarantula 

astly, we consider observations of a region populated by young,
assive stars, the Tarantula nebula. This dense region of the Large
agellanic Cloud formed through a series of star formation bursts 1

o 7 million years ago (Schneider et al. 2018 ) and has a metallicity
bout half-solar corresponding to Z = 0.008 (Tsamis & P ́equignot
005 ; Choudhury, Subramaniam & Piatti 2015 ). We focus on the 38
 stars with orbital properties from Almeida et al. ( 2017 ). We include

tars in the mass range 20 –80 M � in our model population, we use
ass ratios in the range 0.5–1 to match the observations, Z = 0.008

nd a reference age of 4 Myr. We compare our model population with
bservations in the e − log 10 ( P /d) plane in Fig. 7 . 
While it contains much younger and more massive stars than the

revious examples we present, this cluster follows the same statistical
ehaviour. The agreement is excellent as our model populations
atch the observations with a distance below 0.2 σ . The tidal

rescription does not change this agreement, which is to be expected
s the cluster is very young and BSE and MINT prescriptions start at
 similar value, with BSE tidal coefficients remaining constant but
INT dropping o v er time. 

.5 Artificially modulating tides 

espite having seen in Section A1.1 that MINT tides are about ten
imes as efficient as BSE in most solar-like stars, the statistics of the
pen clusters seem to be dominated by the initial orbital distributions.
o measure the effect of tides when relying on the Moe & di Stefano
istributions, we modulate the efficiency of tides multiplying the
rbital period and eccentricity deri v ati ves by a multiplicative strength
actor. 

To assess the impact of such a multiplicative change on the match
ith the observations, we test strength factors from 0 to 1000. We
erform this test for the young cluster M35, and for the much
lder M67 that has the best-quality data (Geller et al. 2021 ). We
ompare populations computed assuming Moe & di Stefano initial
istributions with BSE and MINT tides, and compute the statistics of
oth the whole data set and the low-period subset of circularizing
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Figure 7. As Fig. 2 for the Tarantula cluster. 

Figure 8. Measure of the statistical agreement between M35 observations 
and populations computed with both BSE and MINT tides for various tidal 
strength factors, for the whole data set (top) or a subset with log 10 ( P /d) < 1.7 
(bottom). 

s  

t
o

p
d
a  

M
d
s
o
c

Figure 9. As Fig. 8 for the M67 cluster, for the whole data set (top) or a 
subset with log 10 ( P /d) < 1.8 (bottom). 
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ystems. Our results are summarized in Figs 8 and 9 which show
he statistical agreement between the model populations and the 
bservations. 
The comparison between the observations and the entire model 

opulation shows that the two populations are compatible (at a 
istance of about 0.4 σ ) while the short-period systems lie at 
bout 1.6–2.2 σ , matching the numbers provided in Table 4 for
35. We see that this agreement does not vary significantly 

espite the wide range of tidal strength factors explored. This 
hows that main-sequence tides are not relevant to justify current 
bservations of binary systems in the M35 cluster and that the 
hoice of the initial distributions of period and eccentricity (that 
epend in part on PMS tidal dissipation) has a much greater
mpact. 

M35 is a young open cluster (150 Myr), while M67 is significantly
lder (4 Gyr) and is more likely to carry a tide signature. As
hown in Fig. 9 , the entire observed and model populations are
ompatible (at a distance lower than 1 σ for both tide prescriptions).
hen focusing on circularizing systems at log 10 ( P /d) < 1.8, the
odel populations lie 1.9 and 1.6 σ away from the observations 
hen using unaltered BSE and MINT tides, respectively. When using 

he detailed implementation of Zahn’s prescriptions with MINT , 
his agreement remains roughly constant and worsens only when 
ultiplying the base tidal dissipation by more than 100. Ho we ver,
hen the calculations are based on BSE simplified prescriptions, 
e observe an improvement of the agreement between observations 
MNRAS 524, 3978–3999 (2023) 
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(a) M35, BSE tides
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(b) M35, MINT tides

Figure 10. Angular frequency in units of the pseudo-synchronous angular frequency for M35 at age 150 Myr, evolved with BSE (a) or MINT (b) tides starting 
from the BSE rotation velocities prescribed by equation ( 1 ). 
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nd model by ∼0.4 σ when multiplying tidal coefficients by 30
o 100. While this impro v ement is noticeable only when focusing
n low-period systems and not significant, it matches the works of
elczynski et al. ( 2008 ) and Geller, Hurley & Mathieu ( 2013 ) that
btained more realistic circularization distributions by multiplying
SE ’s conv ectiv e damping by 50 to 100. 

 C A N  S Y N C H RO N I Z AT I O N  HELP  

IFFERENTIATE  TIDAL  PRESCRIPTIONS?  

rom the study of e − log 10 ( P /d) distributions of a variety of clusters,
t appears that circularization in stellar populations is dominated by
he initial distribution of eccentricities and periods, preventing us
rom constraining tidal efficiency beyond the PMS and early-main-
equence phases. Ho we ver, tides do not only circularize binary orbits,
hey also synchronize the stellar spins with the orbit over time. In a
riori eccentric systems, tides act more efficiently where the distance
etween the stars is minimal, leading to a synchronization of spins
ith the orbit at periastron. The resulting angular frequency is called
seudo-synchronous (Hut 1981 ). We study the evolution of stellar
pins in open clusters in search of a tide-dependent signature beyond
he early main-sequence. 

In this section we test BSE and MINT tidal prescriptions with Moe &
i Stefano initial distributions focussing on the evolution of stellar
otational properties. As in Section 2.5.2 , we consider four initial
otation settings: BSE ’s prescription from Hurley et al. ( 2000 ) given
n equation ( 1 ), a very low equatorial velocity of v rot = 10 −4 km
 

−1 , initial breakup velocities or spin-orbit synchronous rotation. We
ocus here on the two clusters M35 and Tarantula, presented in detail
n Section 3 . 

.1 M35 

e start with our fiducial example, M35, assuming an initial rotation
rofile matching the BSE prescription given in equation ( 1 ). 
Fig. 10 presents the ratio of the stellar angular frequency to

he pseudo-synchronous one, on a logarithmic scale for both tidal
rescriptions. In each panel, the high-count diagonal feature across
he plot is the signature of the initial rotation rate which is a function
f mass only while the pseudo-synchronous rate is a decreasing
unction of the orbital period. Stars in short-period systems are spun
p by tides while those in wider systems retain their initial low
ngular frequency. This change in behaviour happens at log 10 ( P /d)

1.5 with both BSE and MINT tides. Tidal synchronization leads to
NRAS 524, 3978–3999 (2023) 
 higher stellar count near log 10 ( �/ �sync ) = 0 for close-in systems.
uch a feature can be seen in both model populations, but is more
rominent when using the more efficient MINT tides. This spin-
p process acti v ates in close-enough systems owing to the highly
on-linear dependence on R / a in equations ( A2 ) and ( A16 ). On the
ontrary, stars in wide systems e volve to wards slo w rotation at all
onfigurations of initial rotation rates, even when they are initially set
t breakup velocity on the ZAMS. Angular momentum losses through
agnetic braking slow these stars in the first million years of their
ain-sequence evolution regardless of the tidal prescription used.
his competition between magnetic braking and tides is at the origin
f the spread seen in Figs 10 and 11 , and repeating this experiment
ith other initial rotation prescriptions confirms this result, with a
ichotomy between spun up stars in short-period systems and slowly
otating wide systems. 

Fig. 11 shows the model populations computed using MINT

ides for different initial rotation distributions. Setting a pseudo-
ynchronous angular frequency at the ZAMS, we would expect
he ratio �/ �sync to remain constant if only tides act on these
tars, but magnetic braking slows these stars and its competition
ith tides leads to short-period systems near synchronicity in the

ange −0.2 < log 10 �/ �sync < 0.2, and wide systems rotating more
lowly and distributed o v er the wider range −1.5 < log 10 �/ �sync 

 0. Signatures of magnetic braking are also found in the sample
tarting with v rot = 10 −4 km s −1 . While some stars spin up and reach
ynchronicity, about 80 per cent of them remain at very low rotation
ates, especially in wider orbits where tidal spin up is immediately
ompensated by magnetic braking. Similarly, systems forming at
reakup velocity are rapidly spun down by the combined effects of
ides and magnetic braking so that most signatures of the original
igh rotation rate vanish during the early cluster evolution. 
To quantify the effects of tides and their competition with magnetic

raking, we focus on close systems in Fig. 11 splitting them into two
ins. Retaining only close systems at log 10 ( P /d) < 1.5, we count the
raction of stars in the −0.2 < log 10 ( �/ �sync ) < 0.2 range that we
eem synchronized. 

Fig. 12 shows the fraction of stars near pseudo-synchronicity as a
unction of the population age, for log 10 ( P /d) < 1.5. The age of M35
s estimated at 150 Myr (Meibom & Mathieu 2005 ). These results
how that MINT tides synchronize stellar spins with the orbit faster
nd in more systems with respect to BSE tides, even when changing
etween slow, breakup or BSE initial rotation rates. This is the result of
he higher efficiency of MINT equilibrium tides discussed in Section
1.1 . On average, we find that MINT equilibrium tides predict 30 to
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Figure 11. Angular frequency in units of the pseudo-synchronous angular frequency for M35 with MINT tides and Moe & di Stefano initial distribution, 
assuming four different initial rotation profiles: (a) BSE rotation prescription, (b) v rot = 10 −4 km s −1 , (c) breakup velocity, (d) pseudo-synchronous rotation. 

Figure 12. Fraction of M35 stars rotating at pseudo-synchronicity normal- 
ized to the total number of stars at log 10 ( P /d) < 1.5, assuming Moe & di 
Stefano initial distributions. The solid and dotted lines are obtained with 
BSE and MINT tides, respectively, for initial BSE rotation rates (purple), 
v rot = 10 −4 km s −1 (green), and initial breakup rotations (blue). The shaded 
areas show the domains of MINT (blue) and BSE (orange) tidal prescriptions. 
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0 per cent pseudo-synchronized stars, while their BSE counterparts 
redict on average one pseudo-synchronized star for each five that are 
ot synchronized. This difference provides a simple criterion that can 
e tested through comprehensive surveys of clusters including solar- 
ype binaries. Including orbital parameters to determine the exact 
seudo-synchronous rotation period and individual stellar rotation 
eriods would therefore allow us to quantify the relative efficiency of
ides and magnetic braking and fa v our a prescription. For instance,
eibom, Mathieu & Stassun ( 2006 ) use joint observations of the

rbital and rotational parameters of M35 systems and find that two of
he four close systems they characterize are rotating synchronously. 
uch a result seems to fa v our the MINT tidal prescription, but needs to
e confirmed by more systems in M35 and other clusters containing
ate-type binaries. 

.2 Tarantula 

e repeat the abo v e e xperiment with the Tarantula cluster, whose
opulation of young and massive O stars differs significantly from 

hat of M35. Most importantly, as these stars have a thick radiative
nv elope, the y harbour dynamical tides that follow the formalism
aid out in Section A2 and angular momentum losses arise from
tellar winds rather than magnetic braking. We use the wind mass-
oss prescription of Schneider et al. ( 2018 ) that was derived from
bservations of the Tarantula cluster. 
In Fig. 13 , we present the rotation rates in units of the pseudo-

ynchronous rotation rate. As in Fig. 10 , the diagonal feature at
igh periods is the signature of the initial rotation rate. Systems
ith log 10 ( P /d) < 1.5 have a relatively high fraction of pseudo-

ynchronized systems in the four cases shown here, that lies between
0 per cent for systems started at breakup and evolved with MINT

ides and 60 per cent for systems started at BSE rotation rates with
SE tides. 
Fig. 14 quantifies the evolution of this fraction of synchronized 

tars as a function of age. The Tarantula population formed between
 and 7 Myr ago, with a peak of star formation 4 Myr ago. At
uch young ages, tides cannot be differentiated from synchronization 
MNRAS 524, 3978–3999 (2023) 
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M

Figure 13. As Fig. 10 for the Tarantula population. 

Figure 14. As Fig. 12 for Tarantula. 
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rocesses, as both tidal prescriptions have similar efficiencies near
he ZAMS. Ho we ver, MINT dynamical tides become less efficient
 v er time while BSE dynamical tides are not age-dependent. Winds
ause a loss of angular momentum for which MINT dynamical tides
annot compensate after a certain age, so that some systems fall out
f pseudo-synchronicity, and the fraction of pseudo-synchronous
tars drops from ∼45 per cent to ∼25 per cent. On the contrary, the
odel populations evolved with BSE tides have a steady ∼50 per cent

seudo-synchronous stars. As with equilibrium tides, this difference
nduced by tidal prescriptions depends only slightly on the choice
f initial rotation, the range co v ered using different prescriptions
s highlighted by the shaded areas in Fig. 14 . This would leave a
etectable signature in a 10 Myr old Tarantula twin cluster, as BSE

ynamical tides would predict as many pseudo-synchronized as non-
ynchronized systems while their MINT counterparts predict only
ne pseudo-synchronized system for every three that are not syn-
hronized. Appropriate measurements of the orbital and rotational
roperties of close systems in older, massive-star open clusters can
hus decide which prescription is more suitable for dynamical tides
etween BSE and MINT . 

 DISCUSSION  

ur model populations show that circularization depends much more
n the initial orbital parameter distribution than on the tidal efficiency
n the main sequence (MS), even when using an ad hoc multiplicative
NRAS 524, 3978–3999 (2023) 
actor, establishing that MS tides are inefficient. The presence of a
hort-period low-eccentricity clump (0.5 < log 10 ( P /d) < 1.3, e <
.1), surviving from the Moe & Di Stefano ( 2017 ) initial orbital
arameter distribution, confirms that PMS interactions are crucial to
escribe the current eccentricity and period distributions of observed
pen clusters. Such a hypothesis was proposed by Zahn & Bouchet
 1989 ) and recent theoretical developments match our conclusions.
erquem & Martin ( 2021 ) show, relying on the formalism of Terquem
 2021 ), that equilibrium tides are very efficient on the PMS but
nefficient on most of the MS. It is only when stars develop an
 xtensiv e conv ectiv e env elope upon reaching the very end of the
S or the subgiant phase (age � 10 Gyr for a 1 M � star) that

heir equilibrium tide efficiency increases to the same order of
agnitude as on the PMS. Calculations inv oking wa ve dissipation

hrough resonance-locking mechanisms usually yield increased tidal
ircularization rates, which could lead to significant tides on the main
equence. This is ho we ver not seen, as works such as Zanazzi &

u ( 2021 ) reach the same conclusion that MS dynamical tides
ontribute much less than PMS tides to circularization. An e xhaustiv e
mplementation of these mechanisms o v er the whole parameter range
s necessary for population synthesis which would offer a definitive
nswer. 

The PMS tide efficiency is included in our calculations through
he initial distributions, which we take from Moe & Di Stefano
 2017 ). Further work by Moe & Kratter ( 2018 ) investigates the
rigin of this distribution, and concludes that most of the close
inaries migrated to short periods during the PMS phase under
he associated action of the Kozai–Lidov mechanism (from a very
ong-period triple), dynamical instability, and tidal friction. Together,
hese formation channels explain the large number of close binaries
bserved (highlighted by the low-eccentricity short-period clumping
n our model populations). Our calculations also show that circular
nd eccentric systems coexist at intermediate periods (3 –20 d). PMS
igration explains this mixed population with inflated stars on the
ayashi track circularizing efficiently even at periods as long as a

ew weeks, and stars migrating later not circularizing fully. This
ituation would then remain generally the same throughout the MS.
nvestigating older populations, such as halo and field stars with
ges about 10 Gyr included in Meibom & Mathieu ( 2005 ), would
rovide insights on late-MS tidal dissipation. Recent developments
n asteroseismology and astrometry, ushered with the TESS and Gaia

issions, offer unprecedented statistics on binary systems in the field
hat can yield crucial insights on tidal efficiency on and beyond the

ain sequence (Beck et al. 2023 ). Ho we ver, such populations are not
s homogeneous as stellar clusters and their initial conditions and
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ges would raise numerous uncertainties on the population synthesis 
rocess. 
Unfortunately, the relative inefficiency of MS tides renders the 

nalysis of circularization and the e − log 10 ( P /d) distribution a
oor method of constraining tides in clusters. Defining a cut-off 
r circularization period from the observed orbital parameters is a 
omplicated task (Meibom & Mathieu 2005 ) that might be irrele v ant
ltogether. Zanazzi ( 2022 ) may offer a solution to this conundrum,
y shifting the focus from circular to eccentric short-period systems. 
ased on the combined study of clusters presented here and Kepler 
clipsing binaries, they divide the samples into two populations: 
early circular binaries whose periods extend higher than measured 
ircularization periods and an envelope of eccentric systems at 
eriods as low as ∼3 d. These populations also appear in the Moe &
i Stefano ( 2017 ) initial distributions we use in this work. Through
 fit similar to the one performed by Meibom & Mathieu ( 2005 ) to
btain circularization periods, but only applied to the most eccentric 
ystems at each orbital period, they derive the envelope period. This
ndicator yields a statistically significant difference between young 
 < 1 Gyr) and old clusters ( > 3 Gyr) and may carry the signature
f MS equilibrium tides. Another tentative explanation has been 
ffered by Bashi et al. ( 2023 ), which analysed 17 000 MS systems
rom the third Gaia data release, focussing on the eccentric systems
s well. They find that the envelope period scales linearly with the
tellar ef fecti ve temperature rather than age, leading to a decreasing
nvelope period with increasing stellar masses. While they highlight 
eeded observ ation adv ances, we contend population synthesis can 
ffer theoretical insights into the temperature dependence of tidal 
issipation. Studying the impact of various tidal mechanisms on 
he cut-off periods estimated on circular and eccentric systems by 
eans of population synthesis codes will be the focus of future 
ork. 
In this work, we also propose the study of the rotational properties

f cluster stars, as synchronization carries the signature of tidal 
fficiency well into the MS evolution of the stars in the system. We
uantify this signature in terms of the fraction of near-synchronous 
tars at short periods, which varies with tidal efficiency and cluster 
ge. This criterion can be tested observationally, by measuring 
oth orbital parameters and individual stellar spins through the 
ombination of spectroscopy and photometry. Early attempts at such 
n analysis include Giuricin, Mardirossian & Mezzetti ( 1984 , and 
eferences therein) who find synchronization rates compatible with 
ahn’s theory. State-of-the-art population studies that rely on modern 
tellar physics will be a key tool to better constrain main-sequence 
idal efficiency from surveys of rotational and orbital parameters. 
o we v er, such surv e ys are rare and sparse (Meibom et al. 2006 ;
ebull et al. 2017 ), and need to be completed and extended to more
lusters of main-sequence stars. 

The angular momentum changes of each star, and thus the fractions 
f pseudo-synchronized rotators, are the result of the competition 
etween equilibrium tides and magnetic braking in low-mass stars 
r between dynamical tides and stellar winds in massive stars. Both
inds and magnetic braking tend to push stars out of synchronicity 

nd explain why short-period systems can all be circularized but still
ot synchronized with the orbit. Investigating the magnetic braking 
nd wind mass-loss prescriptions in the literature and their impact 
n the modelled fraction of stars rotating synchronously will also be 
mportant to establish the measurability of tidal efficiency, and the 
opic of future work. 

The eccentricity-period distribution in open clusters is reminiscent 
f that of barium/CH/CEMP-s stars. These stars are in binary systems
nd present the same dichotomy between short-period circular 
ystems and longer period eccentric systems that tidal interactions do 
ot seem to explain (Jorissen et al. 1998 , 2016 ). The key to barium
tars can be tides acting during the red-giant phase. The calculations
e present here apply to other stages of stellar evolution than the MS,

nd the inclusion of red giant stars in the MINT evolution algorithm
long with the rele v ant tides will be at the core of upcoming work
nd is rele v ant to the study of numerous classes of stars. Beyond
arium stars, tides affect the fraction of synchronized systems and 
hus the angular momentum budget available for Wolf–Rayet stars 
o form a soft-long gamma-ray burst. If dynamical tides cannot 
ompensate for wind mass-loss in the late-MS phase and beyond, 
ost massive stars will not evolve into a collapsar that can form
 disc necessary to the burst (Izzard, Ramirez-Ruiz & Tout 2004a ;
etmers et al. 2008 ). Efficient dynamical tides are also necessary

o form chemically homogeneous stars that provide a channel to 
inary black holes in near-contact, low-metallicity massive binaries 
Mandel & de Mink 2016 ), while the competition between tides
nd wind mass-loss affects the number of mergers predicted by this
hannel (de Mink & Mandel 2016 ). Both these applications require
 thorough study at low metallicity including post-MS evolution. 

 C O N C L U S I O N S  

o summarize, we investigated the circularization process in open 
lusters, in which two populations of binary systems coexist: circular 
ystems with P < 10–20 d and eccentric systems with P > 6–10 d,
ith both circular and eccentric systems coexisting at intermediate 
eriods in what appears to be a tidally driven transition period. To
nvestigate the origin of this distribution, we implement and test 
etailed calculations of tidal dissipations for main-sequence stars. We 
ompute the coefficients E and E 2 using Zahn’s theory of equilibrium
nd dynamical tides, relying on e xtensiv e grids of MESA structures
co v ering M = 0 . 1 –320 M � and Z = 0–0.02), and implement them in
he BINARY C stellar population code. With respect to the ubiquitous
SE prescriptions, the MINT implementation yields equilibrium tides 

hree to six times more efficient and dynamical tides similar at the
AMS that then drop several orders of magnitude with age. The

mpact on individual systems is significant. The maximum period 
or circular systems at 1 + 0 . 5 M � is 6 or 15 d with BSE or MINT

quilibrium tides, respectively, for a 50 + 25 M � system it is 25 d or
.2 d with BSE or MINT tides, respectively. 
We then study e − log 10 ( P /d) distributions of binary stars in open

lusters o v er a wide range in age by modelling stellar populations
ith both BSE and MINT tidal prescriptions and initial distributions 
erived from bias-corrected observed properties (Moe & Di Stefano 
017 ). We assess the agreement between our model populations and
rbital parameters measured for binary stars in eight open clusters 
hrough a 2D KS estimation. The statistical agreement is excellent for

ost clusters, and mostly independent of the tidal prescription used 
both MINT and BSE tides typically lie within 0.3 σ of each other).
his is due to a concentration of systems around log 10 ( P /d) ∼ 0.8,
 = 0.05, a direct consequence of the Moe & di Stefano distributions
hat tides do not modify o v er the main-sequence cluster evolution.
his agreement does not change significantly even when multiplying 

ides by a constant factor between 0 and 1000, but changing the initial
istributions to ones that do not include primordial short-period low- 
ccentricity systems degrades the agreement very significantly for all 
lusters. We conclude that main-sequence tides have a very limited 
mpact on the statistical agreement between observations and model 
opulations, which makes the comparison between synthetic and 
bserved e − log 10 ( P /d) diagrams an unsuitable way of constraining
idal prescriptions. 
MNRAS 524, 3978–3999 (2023) 
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We then compute the synchronization of stellar spins with orbital
eriods and find that BSE and MINT tides efficiencies consistently
ield different fractions of stars rotating at pseudo-synchronicity. In
lusters of low-mass stars, MINT equilibrium tides are more efficient
nd lead to more synchronous rotators o v er time, while the situation
s reversed in clusters of massive stars. In M35 for instance, we expect
bout 40 per cent of the stars to rotate near pseudo-synchronicity if
INT tides apply, while BSE tides would only yield 20 per cent of

uch stars. For a massive-star cluster such as Tarantula, the fraction
f pseudo-synchronized O stars decreases with time as tides become
ess efficient and wind mass-loss remo v es angular momentum from
he stars. While the synchronized rotator fraction is similar for both
SE and MINT tides in Tarantula at its current age, a similar population
t age 10 Myr would have three times fewer synchronized stars if
INT tides apply in lieu of BSE tides. These effects are significant and
ield a workable criterion on the fraction of stars rotating at pseudo-
ynchronicity that could be tested through combined spectroscopic
nd photometric observations of the orbital parameters of the systems
nd the individual stellar spins. 
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PPENDI X  A :  MA  T H E M A  T I C A L  FORMALIS M  

he impact of tides on orbital parameters is usually expressed 
n terms of synchronization and circularization time-scales. The 
ormalism in this section is a summary of that of Zahn ( 1977 , 1989 )
ut ( 1981 ), and Siess et al. ( 2013 ). All equations presented in this

ection use masses, radii, and luminosities in Solar units unless 
therwise specified. The dominating tides, and the associated set 
f equations go v erning them, depend on whether the envelope of the
tar is conv ectiv e or radiative. 

1 Equilibrium tide: conv ecti v e damping 

1.1 Circularization and synchronization time-scales 

n stars with a conv ectiv e outer envelope, or fully conv ectiv e stars,
e use the formalism of Zahn ( 1989 ), 

1 

τcirc 
= 

| ̇e | 
e 

= 21 
λ10 

τconv 
˜ q ( 1 + ˜ q ) 

(
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)8 

, (A1) 

nd 
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τsync 
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| ̇�| 
� − ω 

= 6 
λ22 

τconv 
˜ q 2 

MR 
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(
R 

a 

)6 

. (A2) 

The o v erdot marks the time deri v ati ve, a and e are the semimajor
xis and eccentricity of the binary orbit, ˜ q is the ratio of the
ompanion mass to the mass of the star under consideration, and
 is the orbit angular velocity. M , R , and � are the mass, radius,
nd angular frequency of the star under consideration, respectively, 
hile I is its momentum of inertia. Finally, the conv ectiv e turno v er

ime τ conv is defined by Hurley et al. ( 2002 ) as 

conv = 0 . 4311 

[ 

M env R env 

(
R − 1 

2 R env 

)
3 L 

] 1 / 3 

yr , (A3) 

here L is in turn the stellar luminosity, M env the mass of the con-
 ectiv e env elope, and R env the depth of the core-env elope boundary. 
Note that this definition of τ conv is essentially similar to that of Zahn

 1977 ) but the conv ectiv e turno v er time is computed assuming a
ypical conv ectiv e element in the centre of the conv ectiv e env elope
ather than at its base. 

We present here the deri v ation of the λlm coefficients, where
he indices ( l , m ) = (0, 1) and ( l , m ) = (2, 2) correspond to the
pherical harmonics used for the expansion of the tide-generating 
otential (Zahn 1977 ; Polfliet & Smeyers 1990 ) for circularization
nd synchronization, respectively. These coefficients are defined as 

lm 

= 0 . 8725 
(
α′ )4 / 3 

E 

2 / 3 × S, (A4) 

here α
′ 

is related to the mixing length αMLT through α
′ = 

.762 αMLT , the coefficient E (not to be confused with E 2 ) depends
n the stellar structure at the core-envelope interface, and S includes
issipation via integrals on the stellar structure. We now detail the E
nd S terms. 

1.2 The E coefficient 

he structure parameter E is defined as 

 = ρb 
4 πR 

3 

M 

(
H P , b R 

r 2 b 

m b 

M 

)
, (A5) 

here H P is the pressure scale height and the index b denotes the
ase of the conv ectiv e env elope. Zahn ( 1989 ) pro vides the value E =
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M

Figure A1. The E coefficient (equation ( A5 )) for a selection of stellar masses 
(indicated at the left or bottom of the plot), as a function of the central 
hydrogen mass fraction which is a proxy of age along the main sequence. 
The horizontal black line indicates the reference for a fully conv ectiv e star 
from Zahn ( 1989 ). 

Figure A2. S from equation ( A9 ) as a function of x b for v arious v alues of 
γ , defined by x a = x b + γ (1 − x b ). When γ → 0, x a becomes undefined and 
the corresponding S is marked by the dotted black line. 
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Figure A3. S from equation ( A9 ) as a function of x b and x a . x a left of the 
black line ( x a = 7/16) or abo v e the red line ( x a = x b ) are not physical. 

Figure A4. Comparison between λlm obtained from MINT (solid lines), 
Claret & Cunha ( 1997 , dashed lines), and Zahn ( 1989 , dotted line) for a 
0.32 M � star at the ZAMS (pink), halfway through the MS (orange) and at 
the TAMS (blue). The Zahn ( 1989 ) prescription is independent of age. 

Figure A5. As Fig. A4 for a 1 M � star. 
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5.48 as a maximum only reached in fully conv ectiv e stars. Fig. A1
hows E computed from our MESA models for a selection of masses
indicated on the left or bottom of the plot). The solid black line is
ahn’s value which agrees with our early-main-sequence low-mass
tars that are fully conv ectiv e. We also find that v ery massiv e stars,
 > 90 M �, can have high E coefficients making equilibrium tides

fficient as massive stars develop an extensive surface convection
one towards the end of the main sequence. We note that in these
tars, E is larger than the maximum value of Zahn ( 1989 ). In his
nalysis of polytropes, Zahn focused on low-mass main-sequence
nd red giant stars, and did not consider such massive, inflated main-
equence stars. 

Claret & Cunha ( 1997 ) provide the prescription 

 = 

M env 

M 

×
[ ∫ 1 

x b 

(
2(1 − x) 

5 x 

)3 / 2 

x 2 d x 

] −1 

, (A6) 
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Figure A6. Comparison between λlm obtained from MINT (solid lines) and 
BSE (dash–dotted lines) for a 0.32 M � star at the ZAMS (pink), halfway 
through the MS (orange) and at the TAMS (blue). Both axes are in logarithmic 
scale. 

Figure A7. As Fig. A6 for a 1 M � star. 

Figure A8. The E 2 coefficient (equation ( A18 )) for a selection of stellar 
masses (indicated on the left of the plot), as a function of the central hydrogen 
mass fraction at Z = 0.02. The dots in the upper right corner give the age- 
and metallicity-independent value from BSE , based on a fit of Zahn ( 1975 ). 

Figure A9. Comparison between coefficients E 2 for a 10 M � star. Colours 
mark the various prescriptions. Two calculations using Siess’s prescriptions 
are presented (see the main text), while the Zahn prescription yields a constant 
v alue sho wn as a dot in the top-right corner. 

w  

r  

w

A

T  

v  

p  

t

�

a
 

o

S

w  

t  

s

a  

s

S

 

T  

(
<  

p  

v
(  

i  

a

x

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/524/3/3978/7221669 by U
niversidad de G

ranada - H
istoria de las C

iencias user on 06 Septem
ber 2023
here M env / M is the relative mass of the conv ectiv e env elope and x =
 / R is the relative radius throughout the star. Using this prescription
ill allow for comparison with our values of λlm in paragraph A1.4 . 

1.3 The integrals underlying S 

he S term is equation ( A4 ) quantifies the tidal efficiency through
iscous dissipation in the conv ectiv e env elope. F or the first time in a
opulation code, we implement the deri v ation of Zahn ( 1989 ) where
he viscous dissipation depends on the ratio between the tidal period 

 lm 

= 

2 π

| lω − m�| , (A7) 

nd the conv ectiv e turno v er time τ conv (equation ( A3 )). 
If � lm ≥ 2 τ conv throughout the conv ectiv e env elope, λlm depends

n the stellar structure through 

 = 

∫ 1 

x b 

x 22 / 3 (1 − x ) 2 d x , (A8) 

here x = r / R is the reduced radius. Note that λlm is, in this case,
he same for all indices l and m , thus for both circularization and
ynchronization. 

If the tidal and conv ectiv e turno v er time-scales satisfy � lm = 2 τ conv 

t a depth x a in the conv ectiv e env elope, the inte gral in equation ( A8 )
plits into two terms, so that 

 = 

∫ 1 

x a 

x 22 / 3 (1 − x) 2 d x + x 7 / 6 a (1 − x a ) 
3 / 2 

∫ x a 

x b 

x 37 / 6 (1 − x) 1 / 2 d x. 

(A9)

he first integral accounts for the viscous dissipation as in equation
 A8 ) where � lm > 2 τ conv . Where this criterion is not valid, at x b 
 x < x a , conv ectiv e cells cannot travel their expected mean free
ath before a reversal of the tidal excitation, which leads to a lower
iscous dissipation that is accounted for by the second integral in S 

Zahn 1989 ). The dependence on the tidal period, and therefore the
ndices l and m , is included in the integration limit x a . The existence
nd numerical value of x a is given by the roots of the equation 

 

7 / 6 
a (1 − x a ) 

3 / 2 = 

(
5 

2 

)3 / 2 (
α′ )−2 / 3 

E 

−1 / 3 � lm 

2 τconv 
. (A10) 
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he left-hand side of equation ( A10 ) describes a bell-shaped function
f x a that reaches its maximum, c ∼ 0.16, at x a = 7/16. The equation
as at most two roots, for the integral in equation ( A4 ) we only retain
he larger root if it is indeed inside the conv ectiv e env elope (that is,
 a > 7/16 and x a > x b ). We thus find that such a root exists if 

� lm 

τconv 
≤ 2 c 

(
2 

5 

)3 / 2 (
α′ )2 / 3 

E 

1 / 3 . (A11) 

We compute S from equation ( A9 ). Both integrals in S have formal
athematical solutions that rely on the hypergeometric function 2 F 1 , ∫ x max 

x min 

x a (1 − x ) b d x = 

[
x a+ 1 

a + 1 
2 F 1 ( a + 1 , −b; a + 2; x) 

]x max 

x min 

. 

(A12) 

n BINARY C , we compute the integrals numerically using the GNU
cientific Library ( GSL , Galassi 2018 ) and they agree with the formal
xpression within numerical precision. 

Fig. A2 shows S at various conv ectiv e interfaces x b and the critical
epths x a . In this figure, x a = x b + γ (1 − x b ), where γ is a constant
etween 0 and 1 that marks the limits and relative contributions of
he integrals in equation ( A9 ). γ tends to 1 when the tidal period is
horter than twice the conv ectiv e turno v er time ev erywhere in the star,
eading to λlm = 0, while γ = 0 corresponds to tidal periods longer
han twice the turno v er time anywhere in the star, in which case x a is
ormally undefined and equation ( A9 ) simplifies into equation ( A8 ).

e find that S → 0 and thus that λlm → 0 when the conv ectiv e
nv elope is v ery thin ( x b → 1) or if the tidal period is comparable
ith the conv ectiv e turno v er time throughout the env elope ( x a → 1).
he integral from x b to 1 dominates S, as the integral from x a to
 b accounts for a reduced viscosity and thus contributes less to the
idal torque. Finally, the entire range of S values o v er the accessible
 a and x b is shown in Fig. A3 . 

1.4 Putting equilibrium tides to g ether 

e have now detailed both E and S and can use them in equation
 A4 ). The coefficients λlm depend on the ratio η = 2 τ conv / � lm through
he limits of the integrals underlying S. 

In order to compare the MINT deri v ation with the literature, we
se E from Claret & Cunha ( 1997 ) (equation ( A6 )) and the fitting
ormula from Zahn ( 1989 ): 

lm 

= 0 . 019 α4 / 3 
MLT 

√ 

320 

320 + η2 
. (A13) 

igs A4 and A5 present the three calculations at Z = 0.02, for
.32 and 1 M �, respectively. Each of these plots presents λlm at the
eginning, the end, and halfway through the main sequence ( X c =
.35). As shown in Fig. A4 , we find a good agreement between
ur prescription and Zahn’s fit for M = 0 . 32 M � at the ZAMS as
he star is fully conv ectiv e there. The agreement deteriorates at later
ges as a radiative core expands in the star. On the contrary, the
atch between Claret & Cunha’s prescription impro v es as the star

ges and becomes more radiative. Closer inspection of equation ( A6 )
rovides an explanation. If the star is fully convective, M env / M →
 and x b → 0, thus yielding E = 20.13. This is much smaller than
oth Zahn’s and MINT ’s E . If the star is not fully conv ectiv e, Zahn’s
rescription becomes irrele v ant, while Claret & Cunha’s prescription
elying on the envelope mass yields a much better agreement with
NRAS 524, 3978–3999 (2023) 
ur full calculation. This is visible in Fig. A5 for a 1 M � star which
eatures a radiative core throughout its main-sequence evolution. 

In BSE prescriptions, equations ( A1 ) and ( A2 ) are cast in the
lightly different form given by Rasio et al. ( 1996 ) to depend on the
arameter ( k / T ) c . This parameter encompasses the dependence of the
ircularization and synchronization time-scales on the ratio between
onv ectiv e turno v er time and tidal period in the same way as λ22 and
01 . Comparing the BSE and MINT mathematical deri v ations yields

he equi v alence 

lm 

= 

τconv 

2 

(
k 

T 

)
c 

= 

1 

21 

M env 

M 

min 
(
1 , η2 

)
, (A14) 

here η = 2 τ conv / � lm with ( l , m ) = (2, 2) for synchronization and
 l , m ) = (0, 1) for circularization, and τ conv is given by equation 
 A3 ). 

We present in Figs A6 and A7 the comparison between our deri v a-
ion and the equi v alent BSE λlm obtained through equation ( A14 ).
hese plots are in logarithmic scale to emphasize the asymptotic
ehaviour of the coefficient at high and low η ratios. We see that
SE and MINT calculations agree at low η for the fully conv ectiv e
 = 0 . 32 M � model (Fig. A6 ), and diverge when a radiative core

uilds up. For the M = 1 M � model (Fig. A7 ), the disagreement
eaches one order of magnitude and changes only slightly throughout
he main-sequence evolution, as the core properties are not changed
ramatically. This difference is intrinsic to the prescription used in
urley et al. ( 2002 ) that scales linearly with the radiative core mass,
hile our estimate also takes the pressure scale height and core radius

nto account. We find that our MINT equilibrium tide prescriptions
ield significantly higher λlm and thus faster circularization and
ynchronization. 

The behaviour at large η displayed in Figs A6 and A7 is striking.
he sharp drop in the BSE calculation does not match the MINT

symptotic slower decrease, the MINT λlm is larger than BSE ’s by
everal orders of magnitude. Tidal time-scales derived from the MINT

rescription are shorter than BSE ’s by the same ratio. This difference
an be traced to the prescription used for the viscosity when the
onv ectiv e turno v er time and the tidal period are comparable. As
he tidal period becomes larger than twice the conv ectiv e turno v er
ime ( η > 1), conv ectiv e cells cannot travel their expected mean free
ath before a reversal of the tidal excitation. This results in a drop in
issipation at high η that is parametrized either by multiplying the
iscosity by a factor 1/ η (Zahn 1966 ) or by a factor 1/ η2 (Goldreich &
 eeley 1977 ). Our deri v ation relies on the Zahn scaling which yields
 matching −1 slope at high η, while BSE relies on the Goldreich &
eeley model through the min (1, η2 ) factor in equation ( A14 ) leading

o the steeper −2 slope in Figs A6 and A7 . In conclusion, our
eri v ation of the equilibrium tide coefficients yields more efficient
ides o v er both the mass and tidal period range. This is confirmed in
ection 2.5 . 

2 Dynamical tide: radiati v e damping 

2.1 Circularization and synchronization time-scales 

n stars with a radiative envelope, the circularization and synchro-
ization time-scales τ circ and τ sync are given by Zahn ( 1975 , 1977 ): 

1 

τcirc 
= 

| ̇e | 
e 

= 

21 

2 

(
GM 

R 

3 

)1 / 2 

˜ q ( 1 + ˜ q ) 11 / 6 E 2 

(
R 

a 

)21 / 2 

, (A15) 
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nd 

1 

τsync 
= 

| ̇�| 
� − ω 

= 5 
(
2 5 / 3 

)(GM 

R 

3 

)1 / 2 

˜ q 2 ( 1 + ˜ q ) 5 / 6 

× MR 

2 

I 
E 2 

(
R 

a 

)17 / 2 

, (A16) 

here most parameters follow the definitions given in equations 
 A1 ) and ( A2 ). The key parameter is the remaining quantity E 2 

not to be confused with E ) that depends on integrals of the stellar 
tructure. 

2.2 The coefficient E 2 

n the BSE implementation, E 2 is related to the stellar mass M through
 fit to data provided by Zahn ( 1975 ) 

 2 = 1 . 592 × 10 −9 M 

2 . 84 . (A17) 

ost notably, this relation is age- and metallicity-independent. 
here have been several attempts at including the age-dependent 
ore recession in the calculation of E 2 , developed by Zahn ( 1977 ),
laret & Cunha ( 1997 ), and Siess et al. ( 2013 ). This latter work
rovides an attempt at computing E 2 as a function of mass, age,
nd metallicity. Our detailed deri v ation follo ws theirs which we
ummarize here. 

 2 = γ2 
ρb R 

3 

M 

[
R 

g s 

d 

d x 

(−gB 

x 2 

)
b 

]−1 / 3 

( H 2 ) 
2 (A18) 

here the index b labels the convective core boundary and s the
tellar surface, x is the relative radius, and g the local gravity. The
onstant γ 2 is 

2 = 

3 8 / 3 [ �(4 / 3) ] 2 

5 · 6 4 / 3 
∼ 0 . 27384 ..., (A19) 

nd B is defined from stellar structure quantities through 

 = 

d 

d r 
ln ρ − 1 

� 1 

d 

d r 
ln P = 

δ

H P 

(
∇ − ∇ ad − ψ 

δ
∇ μ

)
. (A20) 

 is related to the Brunt–V ̈ais ̈al ̈a frequency N through N 

2 = −gB . The
runt–V ̈ais ̈al ̈a frequency is known to vary sharply at the interface
etween conv ectiv e and radiativ e zones in upper main-sequence stars. 
ssessing the exact location of the core boundary is thus key for the

alculation of E 2 . 
The last term remaining in the calculation of E 2 is H 2 , defined 

s 

 2 = 

1 

X( x b ) Y (1) 

∫ x b 

0 
X 

[
d 2 Y 

d x 2 
− 6 Y 

x 2 

]
d x, (A21) 

here X and Y are the solutions of the differential equations 

d 2 X 

d x 2 
− d ln ρ

d x 

d X 

d x 
− 6 

x 2 
X = 0 , (A22) 

nd 

d 2 Y 

d x 2 
− 6 

x 

(
1 − ρ

ρ̄

)
d Y 

d x 
− 6 

x 2 

(
2 
ρ

ρ̄
− 1 

)
Y = 0 , (A23) 

n which ρ̄ = 3 m/ (4 πr 3 ) is the density of the material included inside
adius r . The solutions of these equations are computed numerically 
ollowing the method presented in appendix B of Siess et al.
 2013 ). 

2.3 Comparison with prescriptions in the literature 

ithin the MINT framework, we estimate each of the terms con-
ributing to E 2 by e v aluating the necessary structure quantities and
ntegrals throughout grids of MESA models. We derive accurate E 2 

or a wide range of masses, ages, and metallicities. These are shown
n Fig. A8 for masses from 2 to 316 M � at Z = 0.02. These models
ll feature a conv ectiv e core surrounded by an e xtensiv e radiativ e
one in which low-frequency gravity waves dissipate energy. Points 
n the upper right corner of the plot show the age-independent BSE

 2 values (Hurley et al. 2002 ) for the same selection of masses. We
ote that the BSE prescription generally o v erestimates E 2 . It roughly
atches MINT at the ZAMS, but as evolution proceeds and the stellar

onv ectiv e core recedes, the MINT E 2 decreases by several orders
f magnitude. The most massive stars see their structure change on
he main sequence, starting with a conv ectiv e core and a radiative
urface, then developing a convective envelope as they inflate towards 
he end of the main sequence. This leads to a drop in E 2 in the late

ain-sequence matching the timing of the increase in E highlighted 
n Fig. A1 . In those stars, the main tidal dissipation mechanism shifts
rom radiative to convective damping. 

This is also an impro v ement on Siess et al. ( 2013 ), as their models
ielded numerically noisy values and the corresponding prescription 
as expressed in the form of a set of fitting formulae of the mass and

he metallicity. 
Other prescriptions for E 2 found in the literature rely on the radius

f the conv ectiv e core, through scaling relations of the form 

 2 = 10 a 
(

R conv 

R 

)b 

, (A24) 

here Yoon et al. ( 2010 ) recommend a = −1.37, b = 8, while Qin
t al. ( 2018 ) use a = −0.42, b = 7.5 for hydrogen-rich stars. 

Fig. A9 presents a comparison between these prescriptions and 
ur deri v ation for a 10 M � star. While the prescription from Zahn
 1989 ) matches our deri v ation of E 2 only at the ZAMS, other
rescriptions all offer an agreement within one order of magnitude. 
ost notably, prescriptions relying on the conv ectiv e core radius

ollow the same trend as our complete calculation and differ roughly
y a multiplicative constant. Fig. A9 also shows two calculations 
elying on Siess et al. ( 2013 ): the dotted blue line relies on their fitting
elation for the main-sequence lifetime (upon which E 2 strongly 
epends), while the solid blue line relies on the lifetimes obtained
rom our MESA runs. The difference in the lifetimes emerges from the
se of two different mixing-length parameters in the models ( αMLT =
.75 in the models of Siess et al. 2013 and 2 in ours), along with
pdated equations of state and opacity tables in the MESA code on
hich our calculations rely. 

PPENDI X  B:  P O P U L AT I O N  STUDIES  F O R  A  

A N G E  O F  OPEN  CLUSTERS  

n this appendix, we present the e − log 10 ( P /d) diagrams and statistics
ssociated with the open clusters studied in Section 3 . 
MNRAS 524, 3978–3999 (2023) 
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(a) (b)

Figure B1. Comparison between Pleiades observations (red crosses) and the stellar counts calculated populations at the documented cluster age, normalized at 
the highest bin count (colour map). Starting from Moe & Di Stefano ( 2017 ) initial distributions, we test both BSE (a) and MINT (b) tidal prescriptions. 

(a) (b)

Figure B2. As Fig. B1 for the Hyades and Praesepe twin clusters. 

(a) (b)

Figure B3. As Fig. B1 for the NGC 7789 cluster. 
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(a) (b)

Figure B4. As Fig. B1 for the NGC 6819 cluster. 

(a) (b)

Figure B5. As Fig. B1 for the M67 cluster. 

(a) (b)

Figure B6. As Fig. B1 for the NGC 188 cluster. 
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