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Abstract
We study traces of weighted Triebel–Lizorkin spaces 𝐹𝑠

𝑝,𝑞(ℝ
𝑛, 𝑤) on hyperplanes

ℝ𝑛−𝑘, where the weight is of Muckenhoupt type. We concentrate on the example
weight 𝑤𝛼(𝑥) = ||𝑥𝑛||𝛼 when ||𝑥𝑛|| ≤ 1, 𝑥 ∈ ℝ𝑛, and 𝑤𝛼(𝑥) = 1 otherwise, where
𝛼 > −1. Here we use some refined atomic decomposition argument as well
as an appropriate wavelet representation in corresponding (unweighted) Besov
spaces. The second main outcome is the description of the real interpolation
space

(
𝐵
𝑠1
𝑝1,𝑝1

(
ℝ𝑛−𝑘

)
, 𝐵

𝑠2
𝑝2,𝑝2

(
ℝ𝑛−𝑘

))
𝜃,𝑟
, 0 < 𝑝1 < 𝑝2 < ∞, 𝑠𝑖 = 𝑠 − (𝛼 + 𝑘)∕𝑝𝑖 ,

𝑖 = 1, 2, 𝑠 > 0 sufficiently large, 0 < 𝜃 < 1, 0 < 𝑟 ≤ ∞. Apart from the case
1∕𝑟 = (1 − 𝜃)∕𝑝1 + 𝜃∕𝑝2 the question seems to be open for many years. Based
on our first result we can now quickly solve this long-standing problem. Here we
benefit from some very recent finding of Besoy, Cobos and Triebel.
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1 INTRODUCTION

We study functions which belong to some weighted spaces of Besov and Triebel–Lizorkin type, 𝐵𝑠
𝑝,𝑞(ℝ

𝑛, 𝑤) and
𝐹𝑠
𝑝,𝑞(ℝ

𝑛, 𝑤), thus including Sobolev spaces, where the weight function belongs to some Muckenhoupt class. Such spaces
have been treated systematically by Bui et al. in [7–10]. Later this topic was revived and extended by Rychkov in [28],
including also approaches for locally regular weights.
Our main attention here is to determine the traces of such weighted spaces on hyperplanes. Trace questions are of par-

ticular interest in view of boundary value problems of elliptic operators, where some singular behaviour near the boundary
(characterised by the appropriate Muckenhoupt weight) may occur. A standard approach is to start with assertions about
traces on hyperplanes and then to transfer these findings to spaces defined on bounded domains with sufficiently smooth
boundary. Further studies may concern compactness or regularity results, leading to the investigation of spectral proper-
ties. First partial results can be found in [24, 31] for domainsΩwith smooth boundaries 𝜕Ω and Muckenhoupt weights of
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type 𝑤(𝑥) = (dist(𝑥, 𝜕Ω))
𝛾, 𝛾 > −1. This was further extended to fractal 𝑑-sets Γ in [27], using the atomic approach [16]

and based on ideas for the unweighted case in [34]. Parallel observations for special weights can be found in [15, 17].
The example weight we are interested in here is the weight 𝑤𝛼(𝑥), 𝛼 > −1, defined by 𝑤𝛼(𝑥) = ||𝑥𝑛||𝛼 when ||𝑥𝑛|| ≤ 1,

and 𝑤𝛼(𝑥) = 1 otherwise. As it is well-known, 𝑤𝛼 belongs to the largest Muckenhoupt class ∞ when 𝛼 > −1. We can
prove that, appropriately interpreted,

trℝ𝑛−𝑘𝐹𝑠
𝑝,𝑞

(
ℝ𝑛,𝑤𝛼

)
= 𝐵

𝑠−(𝛼+𝑘)∕𝑝
𝑝,𝑝

(
ℝ𝑛−𝑘

)
,

where 0 < 𝑝 < ∞, 0 < 𝑞 ≤ ∞, 𝑘 ∈ {1, … , 𝑛 − 1}, 𝛼 > −1, and 𝑠 − (𝛼 + 𝑘)∕𝑝 > (𝑛 − 𝑘)max{(1∕𝑝) − 1, 0}. In particular, we
construct a linear and bounded extension operator ext from 𝐵

𝑠−(𝛼+𝑘)∕𝑝
𝑝,𝑝

(
ℝ𝑛−𝑘

)
to 𝐹𝑠

𝑝,𝑞

(
ℝ𝑛,𝑤𝛼

)
such that trℝ𝑛−𝑘◦ ext is the

identity in 𝐵𝑠−(𝛼+𝑘)∕𝑝
𝑝,𝑝

(
ℝ𝑛−𝑘

)
. We refer to Sections 2 and 3 for the details and definitions. This result extends previous find-

ings in [15, 26]. We prove it based on an atomic decomposition result [16] in combination with the wavelet decomposition
of (unweighted) Besov spaces in [36, Theorem 1.20]. In that way everything is shifted to the argument on the sequence
space side.
Our secondmain goal is the answer to a long-standing problem in real interpolation theory,mentioned already by Peetre

in [25, p. 110]. It is well known, that the real interpolation space(
𝐵
𝑠−1∕𝑝1
𝑝1,𝑝1

(ℝ𝑛), 𝐵
𝑠−1∕𝑝2
𝑝2,𝑝2

(ℝ𝑛)
)
𝜃,𝑝

= 𝐵
𝑠−1∕𝑝
𝑝,𝑝 (ℝ𝑛),

where 0 < 𝑝1 < 𝑝2 < ∞, 0 < 𝜃 < 1, 1∕𝑝 = (1 − 𝜃)∕𝑝1 + 𝜃∕𝑝2, and 𝑠 − 1∕𝑝𝑗 > 𝑛max
{(

1∕𝑝𝑗
)
− 1, 0

}
, 𝑗 = 1, 2. But what

is the resulting space in the more general situation(
𝐵
𝑠−𝛼∕𝑝1
𝑝1,𝑝1

(ℝ𝑛), 𝐵
𝑠−𝛼∕𝑝2
𝑝2,𝑝2

(ℝ𝑛)
)
𝜃,𝑟
,

where 𝛼 > 0, and 0 < 𝑟 ≤ ∞, but 𝑟 ≠ 𝑝? It seems that no answer has been obtained so far. Based on our results in Section 3
we can now easily describe the resulting space via its wavelet representation.Herewe benefit from the very recent outcome
in [5]. In the very end we present an alternative argument which works for all 𝛼 ∈ ℝ.
The paper is organised as follows. In Section 2we collect some notation, and the basic facts aboutMuckenhoupt weights

and function spaces of Besov and Triebel–Lizorkin type, as far as needed in the sequel. In Section 3 we concentrate on the
trace space trℝ𝑛−𝑘𝐹𝑠

𝑝,𝑞

(
ℝ𝑛,𝑤𝛼

)
, whereas Section 4 is devoted to the new result in real interpolation of Besov spaces.

2 WEIGHTS AND FUNCTION SPACES

We start with a brief introduction of the Muckenhoupt classes 𝑝. For a Lebesgue measurable set 𝐸 ⊂ ℝ𝑛, we denote
by |𝐸| the Lebesgue measure of the set 𝐸 on ℝ𝑛 and by a weight 𝑤 we shall always mean a locally integrable function
𝑤 ∈ 𝐿loc

1
(ℝ𝑛) and positive almost everywhere. Let𝑀 stand for the Hardy–Littlewood maximal operator given by

𝑀𝑓(𝑥) = sup
𝑟>0

1|𝐵(𝑥, 𝑟)| ∫𝐵(𝑥,𝑟) |𝑓(𝑦)| d𝑦, 𝑥 ∈ ℝ𝑛, (2.1)

where 𝐵(𝑥, 𝑟) = {𝑦 ∈ ℝ𝑛 ∶ |𝑦 − 𝑥| < 𝑟} and |𝐵(𝑥, 𝑟)| denotes the Lebesgue measure of the ball 𝐵(𝑥, 𝑟).
Definition 2.1. Let 𝑤 be a weight on ℝ𝑛.

(i) We say that𝑤 belongs to the Muckenhoupt class𝑝, 1 < 𝑝 < ∞, if there exists a constant 𝐶 > 0 such that for all balls
𝐵 the following inequality holds,(

1|𝐵| ∫𝐵 𝑤(𝑥) d𝑥
)1∕𝑝(

1|𝐵| ∫𝐵 𝑤(𝑥)−𝑝′∕𝑝 d𝑥
)1∕𝑝′

≤ 𝐶

where 1∕𝑝 + 1∕𝑝′ = 1.
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(ii) We say that 𝑤 belongs to the Muckenhoupt class1 if there exists a constant 𝐶 > 0 such that

𝑀𝑤(𝑥) ≤ 𝐶𝑤(𝑥)

for almost every 𝑥 ∈ ℝ𝑛.
(iii) The Muckenhoupt class∞ is defined as

∞ =
⋃

1<𝑝<∞

𝑝.

During the rest of the paper we are going to focus mostly on the following well-known Muckenhoupt weights.

Remark 2.2. Since the pioneering work of Muckenhoupt [21–23], these classes of weight functions have been studied
in great detail, we refer, in particular, to the monographs [13, 29, 30] for a complete account on the theory of Mucken-
houpt weights. Among the various features of such weights we would like to mention a somehow surprising one, the
so-called “reverse Hölder inequality”: if 𝑤 ∈ 𝑝 with 𝑝 > 1, then there exists some number 𝑟 < 𝑝 such that 𝑤 ∈ 𝑟 (the
monotonicity in the other direction is clear). In our case this fact will re-emerge in the number

𝑟0(𝑤) ∶= inf
{
𝑟 ≥ 1 ∶ 𝑤 ∈ 𝑟

}
, 𝑤 ∈ ∞, (2.2)

that plays an essential rôle later on.

Example 2.3. Let 𝛼 ∈ ℝ and define the weight 𝑤𝛼 for 𝑥 =
(
𝑥1, … , 𝑥𝑛

)
∈ ℝ𝑛 by

𝑤𝛼(𝑥) =

{||𝑥𝑛||𝛼 if ||𝑥𝑛|| ≤ 1,

1 if ||𝑥𝑛|| > 1.
(2.3)

For 1 < 𝑝 < ∞, the weight 𝑤𝛼 ∈ 𝑝 if, and only if, −1 < 𝛼 < 𝑝 − 1 and 𝑤𝛼 ∈ 1 if, and only if, −1 < 𝛼 ≤ 0. We write

𝑟0
(
𝑤𝛼

)
= inf

{
𝑟 ≥ 1 ∶ 𝑤𝛼 ∈ 𝑟

}
= max{𝛼 + 1, 1} =

{
1 if − 1 < 𝛼 ≤ 0,

𝛼 + 1 if 𝛼 > 0.

(See [16, Proposition 2.8 and Remark 2.9/(b)]).

Let (Ω, 𝜇) be a measure space, let 0 < 𝑝 < ∞ and 0 < 𝑟 ≤ ∞. We recall that the Lorentz space 𝐿𝑝,𝑟(Ω, 𝜇) is the set of all
measurable functions 𝑓 ∶ Ω ⟶ ℂ with finite quasi-norm

‖‖𝑓|𝐿𝑝,𝑟(Ω, 𝜇)‖‖ =

⎧⎪⎨⎪⎩
(
∫

∞

0

[
𝑡𝜇𝑓(𝑡)

1∕𝑝
]𝑟 d𝑡

𝑡

)1∕𝑟

if 0 < 𝑟 < ∞,

sup
𝑡>0

𝑡𝜇𝑓(𝑡)
1∕𝑝 if 𝑟 = ∞,

where

𝜇𝑓(𝑡) = 𝜇
(
{𝜔 ∈ Ω ∶ |𝑓(𝜔)| > 𝑡}

)
.

For 𝑝 = 𝑟, the Lorentz space 𝐿𝑝,𝑝(Ω, 𝜇) coincides with the Lebesgue space

𝐿𝑝(Ω, 𝜇) =

{
𝑓 ∶ Ω → ℂmeasurable ∶ ‖‖𝑓|𝐿𝑝(Ω, 𝜇)‖‖ =

(
∫
Ω

|𝑓(𝜔)|𝑝 d𝜇)1∕𝑝

< ∞

}
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with equivalent quasi-norms. (See, for example, [37, Theorem 3.15], [14, Proposition 1.4.9], or [2, Chapter 2, Proposition
1.8]). If 𝑤 is a weight on ℝ𝑛 we simply write 𝐿𝑝,𝑟(ℝ𝑛, 𝑤) for Lorentz spaces defined on the measure space (ℝ𝑛, 𝑤(𝑥) d𝑥)

and 𝐿𝑝(ℝ𝑛, 𝑤) for the related Lebesgue spaces.

Remark 2.4. Note that for 𝑝 = ∞ one obtains the classical (unweighted) Lebesgue space, 𝐿∞(ℝ𝑛,𝑤) = 𝐿∞(ℝ𝑛),𝑤 ∈ ∞,
which explains that we restrict ourselves to 𝑝 < ∞ in what follows.

Definition 2.5. Let (𝐴, ‖ ⋅ |𝐴‖) be a quasi-Banach space, let (Ω, 𝜇) be ameasure space, and let 0 < 𝑝 < ∞ and 0 < 𝑟 ≤ ∞.
We define 𝐿𝑝,𝑟(𝐴;Ω, 𝜇) as the space of all (equivalence classes of) strongly measurable functions 𝑓 ∶ Ω ⟶ 𝐴which have
finite quasi-norm

‖‖𝑓|𝐿𝑝,𝑟(𝐴;Ω, 𝜇)‖‖ = ‖‖‖𝑓(⋅)|𝐴‖ |𝐿𝑝,𝑟(Ω, 𝜇)‖‖.
See, for example, [3, 19, 31].

Example 2.6. Now we collect some concrete examples of these spaces that will appear later.

∙ If 𝐴 = ℂ, then 𝐿𝑝,𝑟(𝐴;Ω, 𝜇) = 𝐿𝑝,𝑟(Ω, 𝜇).
∙ If 𝑝 = 𝑟, then 𝐿𝑝,𝑝(𝐴;Ω, 𝜇) is the Lebesgue space

𝐿𝑝(𝐴;Ω, 𝜇) =
{
𝑓 ∶ Ω ⟶ 𝐴measurable ∶ ‖‖𝑓|𝐿𝑝(𝐴;Ω, 𝜇)‖‖ = ‖‖‖𝑓(⋅)|𝐴‖|𝐿𝑝(Ω, 𝜇)‖‖ < ∞

}
with equivalent quasi-norms.

∙ If Ω = ℝ𝑛 and 𝜇 is the Lebesgue measure, we put 𝐿𝑝,𝑟(𝐴) ∶= 𝐿𝑝,𝑟(𝐴;Ω, 𝜇).
∙ If 𝑤 is a weight on ℝ𝑛, we put 𝐿𝑝,𝑟(𝐴,𝑤) ∶= 𝐿𝑝,𝑟(𝐴;ℝ

𝑛, 𝑤(𝑥) d𝑥).
∙ Let Ω = ℕ0 = ℕ ∪ {0}, 𝑠 ∈ ℝ, 𝐴 = ℂ, and let 𝜇 =

∑
𝑗∈ℕ0

2𝑗𝑠𝛿{𝑗} be the (weighted) counting measure, that is, where

𝛿{𝑗}(𝐵) =

{
1, 𝑗 ∈ 𝐵,

0, 𝑗 ∉ 𝐵,
and 𝐵 ⊆ Ωmeasurable. Then

𝓁𝑠𝑝 ∶= 𝐿𝑝
(
ℂ,ℕ0, 𝜇

)
=

⎧⎪⎨⎪⎩𝜆 =
(
𝜆𝑗

)
𝑗∈ℕ0

⊂ ℂ ∶ ‖‖𝜆|𝓁𝑠𝑝‖‖ =

( ∑
𝑗∈ℕ0

2𝑗𝑠𝑝||𝜆𝑗||𝑝
)1∕𝑝

< ∞

⎫⎪⎬⎪⎭.
If 𝑠 = 0 we just write 𝓁𝑝.

∙ If Ω = ℤ𝑛, 𝜇 =
∑

𝑚∈ℤ𝑛 𝛿{𝑚} and 𝐴 = ℂ, then

𝓵𝐩 ∶= 𝐿𝑝
(
ℂ,ℤ𝑛, 𝜇

)
∶=

⎧⎪⎨⎪⎩𝜆 =
(
𝜆𝑚

)
𝑚∈ℤ𝑛

⊂ ℂ ∶ ‖‖𝜆|𝓵𝐩
‖‖ =

( ∑
𝑚∈ℤ𝑛

||𝜆𝑚||𝑝
)1∕𝑝

< ∞

⎫⎪⎬⎪⎭.
∙ If Ω = ℕ0, 𝑠 ∈ ℝ, 𝜇 =

∑
𝑗∈ℕ0

2𝑗𝑠𝛿{𝑗} and 𝐴 = 𝓵𝐩, then we denote by 𝓁𝑠𝑞
(
𝓵𝐩

)
the space

𝓁𝑠𝑞
(
𝓵𝐩

)
∶= 𝐿𝑞

(
𝓵𝐩;ℕ0, 𝜇

)
=

⎧⎪⎨⎪⎩
(
𝜆𝑗,𝑚

)
⊂ ℂ ∶ ‖‖(𝜆𝑗,𝑚)|𝓁𝑠𝑞(𝓵𝐩

)‖‖ =

⎛⎜⎜⎝
∑
𝑗∈ℕ0

2𝑗𝑠𝑞

( ∑
𝑚∈ℤ𝑛

||𝜆𝑗,𝑚||𝑝
)𝑞∕𝑝⎞⎟⎟⎠

1∕𝑞

< ∞

⎫⎪⎬⎪⎭,
with the usual modification in case of 𝑞 = ∞.
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We recall here two well-known assertions related to the boundedness of the Hardy–Littlewood maximal operator in
(2.1) that will be useful later. The first one corresponds to [1, Formula (1.5)].

Lemma 2.7. Let 1 < 𝑣 < ∞. Then there is a constant 𝐶𝑣 > 0 such that

(
∫
ℝ𝑛

|𝑀𝑓(𝑥)|𝑣𝑤(𝑥) d𝑥)1∕𝑣

≤ 𝐶𝑣

(
∫
ℝ𝑛

|𝑓(𝑥)|𝑣𝑤(𝑥) d𝑥)1∕𝑣

,

for all 𝑓 ∈ 𝐿𝑣(ℝ
𝑛, 𝑤) if, and only if, 𝑤 ∈ 𝑣 .

The next one can be found in [1, Theorem 3.1/b] or [13, Remark V.6.5].

Lemma 2.8. Let 1 < 𝑟, 𝑣 < ∞. Then there is a constant 𝐶𝑟,𝑣 > 0 such that

⎛⎜⎜⎝∫ℝ𝑛

( ∑
𝑗∈ℕ0

||𝑀𝑓𝑗(𝑥)||𝑟
)𝑣∕𝑟

𝑤(𝑥) d𝑥

⎞⎟⎟⎠
1∕𝑣

≤ 𝐶𝑟,𝑣

⎛⎜⎜⎝∫ℝ𝑛

( ∑
𝑗∈ℕ0

||𝑓𝑗(𝑥)||𝑟
)𝑣∕𝑟

𝑤(𝑥) d𝑥

⎞⎟⎟⎠
1∕𝑣

,

for all
(
𝑓𝑗
)
∈ 𝐿𝑣

(
𝓁𝑟, 𝑤

)
if, and only if, 𝑤 ∈ 𝑣 .

Now we deal with the function spaces we have in mind, i.e., Besov and Triebel–Lizorkin spaces. Let (ℝ𝑛) be the
Schwartz space of all complex-valued rapidly decreasing infinitely differentiable functions on ℝ𝑛. By  ′(ℝ𝑛) we denote
the space of all tempered distributions on ℝ𝑛 and for any 𝑓 ∈  ′(ℝ𝑛) we put 𝑓 for its Fourier transform and 𝑓∨ for its
inverse Fourier transform.
Let 𝜑0 ∈ (ℝ𝑛) with

𝜑0(𝑥) = 1 if |𝑥| ≤ 1 and 𝜑0(𝑥) = 1 if |𝑥| ≥ 3∕2,

and for 𝑗 ∈ ℕ put 𝜑𝑗(𝑥) = 𝜑0

(
2−𝑗𝑥

)
− 𝜑0

(
2−𝑗+1𝑥

)
, 𝑥 ∈ ℝ𝑛. Since

∞∑
𝑗=0

𝜑𝑗(𝑥) = 1 for all 𝑥 ∈ ℝ𝑛,

the sequence
(
𝜑𝑗

)
𝑗∈ℕ0

forms a dyadic resolution of unity.

Definition 2.9. Let 𝑠 ∈ ℝ, 0 < 𝑝, 𝑞 ≤ ∞. TheBesov space𝐵𝑠
𝑝,𝑞(ℝ

𝑛) is formed by all𝑓 ∈  ′(ℝ𝑛)having a finite quasi-norm

‖‖𝑓|𝐵𝑠
𝑝,𝑞(ℝ

𝑛)‖‖ =

(
∞∑
𝑗=0

2𝑗𝑠𝑞
‖‖‖(𝜑𝑗𝑓

)∨|𝐿𝑝(ℝ𝑛)
‖‖‖𝑞

)1∕𝑞

< ∞,

with the usual modifications if 𝑝 = ∞ and/or 𝑞 = ∞.

Convention. If 𝑝 = 𝑞, sometimes we simply write 𝐵𝑠
𝑝(ℝ

𝑛) instead of 𝐵𝑠
𝑝,𝑝(ℝ

𝑛).

Remark 2.10. The spaces𝐵𝑠
𝑝,𝑞(ℝ

𝑛) are independent of the particular choice of the smooth dyadic resolution of unity appear-
ing in their definition. They are quasi-Banach spaces (Banach spaces for 𝑝, 𝑞 ≥ 1), and (ℝ𝑛) ↪ 𝐵𝑠

𝑝,𝑞(ℝ
𝑛) ↪  ′(ℝ𝑛),

where the first embedding is dense if 0 < 𝑝, 𝑞 < ∞; we refer, in particular, to the series of monographs [32, 33, 35] for
a comprehensive treatment of the spaces. There is a parallel approach when interchanging in the above norm the 𝐿𝑝
and 𝓁𝑞 norm, this leads to the scale of Triebel–Lizorkin spaces 𝐹𝑠

𝑝,𝑞(ℝ
𝑛). We postpone their formal definition to the next

section when we shall deal with their weighted counterparts.

Now we review some results related to the wavelet representation of Besov spaces 𝐵𝑠
𝑝,𝑞(ℝ

𝑛). We follow mainly the
notation in [36, Section 1.2.2] and [18].
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For 𝑢 ∈ ℕ, let 𝐶𝑢(ℝ𝑛) be the space of all complex-valued continuous functions on ℝ having continuous bounded
derivatives up to order 𝑢 inclusively. Let 𝜓𝐹 ∈ 𝐶𝑢(ℝ) and 𝜓𝑀 ∈ 𝐶𝑢(ℝ) be real compactly supported Daubechies wavelets
with

∫
ℝ

𝜓𝑀(𝑥)𝑥𝑣 d𝑥 = 0 for all 𝑣 ∈ ℕ0, 𝑣 < 𝑢.

We enumerate the set {𝐹,𝑀}𝑛 =
{
𝐺1,… , 𝐺2𝑛

}
with 𝐺1 = (𝐹, 𝐹, … , 𝐹) and 𝐺𝓁 =

(
𝐺1
𝓁
, … , 𝐺𝑛

𝓁

)
where 𝐺𝑟

𝓁
∈ {𝐹,𝑀} for all

𝑟 = 1,… , 𝑛 and 𝓁 = 2, 3, … , 2𝑛. Put

𝜓𝑚(𝑥) =

𝑛∏
𝑟=1

𝜓𝐹

(
𝑥𝑟 − 𝑚𝑟

)
and 𝜓

𝑗

𝓁,𝑚
(𝑥) = 2𝑗𝑛∕2

𝑛∏
𝑟=1

𝜓𝐺𝑟
𝓁

(
2𝑗𝑥𝑟 − 𝑚𝑟

)
, (2.4)

for 𝑗 ∈ ℕ0,𝑚 =
(
𝑚1,… ,𝑚𝑛

)
∈ ℤ𝑛, 𝓁 = 2, 3, … , 2𝑛 and 𝑥 ∈ ℝ𝑛.

For any 𝑗 ∈ ℕ0 and𝑚 ∈ ℤ𝑛 we define

𝑄𝑗,𝑚 = 𝑄
(𝑛)

𝑗,𝑚
= 2−𝑗𝑚 + 2−𝑗−1(−1, 1)𝑛 =

𝑛∏
𝑟=1

(
2−𝑗𝑚𝑟 − 2−𝑗−1, 2−𝑗𝑚𝑟 + 2−𝑗−1

)
,

that is to say, dyadic cubes centered at 2−𝑗𝑚 of side length 2−𝑗 . We denote by 𝜒𝑗,𝑚 the characteristic function of 𝑄𝑗,𝑚.

Remark 2.11. Observe that as 𝜓𝐹 and 𝜓𝑀 are compactly supported, there exists 𝐶 > 0 such that supp𝜓𝐹 ⊂ (−𝐶, 𝐶) and
supp𝜓𝑀 ⊂ (−𝐶, 𝐶). Therefore

supp𝜓𝑚 ⊂ 2𝐶𝑄0,𝑚 and supp𝜓
𝑗

𝓁,𝑚
⊂ 2𝐶𝑄𝓁

𝑗,𝑚
,

for every 𝑗 ∈ ℕ0,𝑚 ∈ ℤ𝑛 and 𝓁 = 2, 3, … , 2𝑛.

Now we introduce the sequence space related to the wavelet representation of 𝐵𝑠
𝑝,𝑞(ℝ

𝑛).

Definition 2.12. Let 𝑠 ∈ ℝ and 0 < 𝑝, 𝑞 ≤ ∞. We define 𝑏𝑠𝑝,𝑞(ℝ𝑛) as the collection of all sequences

𝜆 =

((
𝜆𝑚

)
𝑚∈ℤ𝑛

,
(
𝜆
𝑗,2
𝑚

)
𝑗∈ℕ0
𝑚∈ℤ𝑛

, … ,
(
𝜆
𝑗,2𝑛

𝑚

)
𝑗∈ℕ0
𝑚∈ℤ𝑛

)
,

quasi-normed by

‖‖𝜆|𝑏𝑠𝑝,𝑞(ℝ𝑛)‖‖ =

( ∑
𝑚∈ℤ𝑛

||𝜆𝑚||𝑝
)1∕𝑝

+

2𝑛∑
𝓁=2

⎛⎜⎜⎝
∑
𝑗∈ℕ0

2𝑗(𝑠−𝑛∕𝑝)𝑞

( ∑
𝑚∈ℤ𝑛

|||𝜆𝑗,𝓁𝑚 |||𝑝
)𝑞∕𝑝⎞⎟⎟⎠

1∕𝑞

with the usual modifications if 𝑝 = ∞ and/or 𝑞 = ∞.

For 𝛼 ∈ ℝwe put 𝛼+ = max{𝛼, 0}. The following characterization of Besov spaces 𝐵𝑠
𝑝,𝑞(ℝ

𝑛) in terms of wavelets can be
found in [36, Theorem 1.20].

Theorem 2.13. Let 𝑠 ∈ ℝ, 0 < 𝑝, 𝑞 ≤ ∞ and let
{
𝜓𝑚, 𝜓

𝑗

𝓁,𝑚
∶ 𝑚 ∈ ℤ𝑛, 𝑗 ∈ ℕ0, 𝓁 = 2, 3, … , 2𝑛

}
be the wavelets in (2.4) with

𝑢 > max
{
𝑠, 𝑛(1∕𝑝 − 1)+ − 𝑠

}
. Let 𝑓 ∈  ′(ℝ𝑛). Then 𝑓 ∈ 𝐵𝑠

𝑝,𝑞(ℝ
𝑛) if, and only if, it can be represented as

𝑓 =
∑

𝑚∈ℤ𝑛

𝜆𝑚𝜓𝑚 +

2𝑛∑
𝓁=2

∑
𝑗∈ℕ0

∑
𝑚∈ℤ𝑛

𝜆
𝑗,𝓁
𝑚 2−𝑗𝑛∕2𝜓

𝑗

𝓁,𝑚
, with 𝜆 ∈ 𝑏𝑠𝑝,𝑞(ℝ

𝑛),

unconditional convergence being in  ′(ℝ𝑛). The representation is unique with 𝜆𝑚 =
(
𝑓, 𝜓𝑚

)
and 𝜆𝑗,𝓁𝑚 = 2𝑗𝑛∕2

(
𝑓, 𝜓

𝑗

𝓁,𝑚

)
and

the operator
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𝐼 ∶ 𝑓 →

((
𝜆𝑚

)
𝑚∈ℤ𝑛

,
(
𝜆
𝑗,2
𝑚

)
𝑗∈ℕ0
𝑚∈ℤ𝑛

, … ,
(
𝜆
𝑗,2𝑛

𝑚

)
𝑗∈ℕ0
𝑚∈ℤ𝑛

)

is an isomorphism from 𝐵𝑠
𝑝,𝑞(ℝ

𝑛) onto 𝑏𝑠𝑝,𝑞(ℝ𝑛).

3 TRIEBEL–LIZORKIN SPACESWITHWEIGHT𝑾𝜶

Weighted Triebel–Lizorkin spaces have been systematically studied in [7, 8] with subsequent papers [9, 10]. We focus
here on Triebel–Lizorkin spaces 𝐹𝑠

𝑝,𝑞

(
ℝ𝑛,𝑤𝛼

)
where𝑤𝛼 is the weight defined in (2.3). The spaces 𝐹𝑠

𝑝,𝑞

(
ℝ𝑛,𝑤𝛼

)
are also a

particular case of the spaces studied in [16, 26].

Definition 3.1. Let 0 < 𝑝 < ∞, 0 < 𝑞 ≤ ∞, 𝛼 > −1, 𝑠 ∈ ℝ and let
(
𝜑𝑗

)
be a smooth dyadic resolution of unity. The

weighted Triebel–Lizorkin space𝐹𝑝,𝑞

(
ℝ𝑛,𝑤𝛼

)
is the set of all distributions 𝑓 ∈  ′(ℝ𝑛) such that

‖‖𝑓|𝐹𝑠
𝑝,𝑞

(
ℝ𝑛,𝑤𝛼

)‖‖ =

‖‖‖‖‖‖‖
(

∞∑
𝑗=0

2𝑗𝑠𝑞
|||(𝜑𝑗𝑓

)∨
(⋅)

|||𝑞
)1∕𝑞|𝐿𝑝(ℝ𝑛,𝑤𝛼

)‖‖‖‖‖‖‖ < ∞

with the usual modification if 𝑞 = ∞.

Remark 3.2. The spaces 𝐹𝑠
𝑝,𝑞(ℝ

𝑛, 𝑤) (as well as their Besov space counterparts) are independent of the particular choice of
the chosen smooth dyadic resolution of unity, they are quasi-Banach spaces (Banach spaces for 𝑝, 𝑞 ≥ 1), and the embed-
ding of (ℝ𝑛) is dense in 𝐹𝑠

𝑝,𝑞(ℝ
𝑛, 𝑤) for 𝑞 < ∞. In case of 𝑤 ∈ ∞ these spaces have been studied first by Bui in [7,

8], with subsequent papers [9, 10]. It turned out that many of the results from the unweighted situation have weighted
counterparts: e.g., we have 𝐹0

𝑝,2
(ℝ𝑛, 𝑤) = ℎ𝑝(ℝ

𝑛, 𝑤), 0 < 𝑝 < ∞, where the latter are Hardy spaces, see [7], and, in partic-
ular, ℎ𝑝(ℝ𝑛, 𝑤) = 𝐿𝑝(ℝ

𝑛, 𝑤) = 𝐹0
𝑝,2

(ℝ𝑛, 𝑤), 1 < 𝑝 < ∞, 𝑤 ∈ 𝑝. Concerning (classical) Sobolev spaces𝑊𝑘
𝑝(ℝ

𝑛,𝑤) (built
upon 𝐿𝑝(ℝ

𝑛, 𝑤) in the usual way) it holds𝑊𝑘
𝑝(ℝ

𝑛,𝑤) = 𝐹𝑘
𝑝,2

(ℝ𝑛, 𝑤), 𝑘 ∈ ℕ0, 1 < 𝑝 < ∞, 𝑤 ∈ 𝑝, cf. [7].
Observe that if 𝛼 = 0, the spaces 𝐹𝑠

𝑝,𝑞

(
ℝ𝑛,𝑤0

)
coincide with the classical Triebel–Lizorkin spaces 𝐹𝑠

𝑝,𝑞(ℝ
𝑛), briefly

mentioned in Remark 2.10 already.

3.1 Atomic decomposition of spaces 𝑭𝒔
𝒑,𝒒

(
ℝ𝒏,𝒘𝜶

)

Now we recall the atomic decomposition of spaces 𝐹𝑠
𝑝,𝑞

(
ℝ𝑛,𝑤𝛼

)
given in [16].

Definition 3.3.

(a) Suppose that 𝐾 ∈ ℕ0 and 𝑏 > 1. The complex-valued function 𝑎 ∈ 𝐶𝐾(ℝ𝑛) is said to be an 1𝐾-atom if the following
assumptions are satisfied:
(i) supp 𝑎 ⊂ 𝑏𝑄0,𝑚 for some𝑚 ∈ ℤ𝑛,
(ii) ||D𝛽𝑎(𝑥)|| ≤ 1 for |𝛽| ≤ 𝐾, 𝑥 ∈ ℝ𝑛.

(b) Suppose that 𝑠 ∈ ℝ, 0 < 𝑝 ≤ ∞, 𝐾, 𝐿 ∈ ℕ0 and 𝑏 > 1. The complex valued function 𝑎 ∈ 𝐶𝐾(ℝ𝑛) is said to be an
(𝑠, 𝑝)𝐾,𝐿-atom if for some 𝑗 ∈ ℕ0 the following assumptions are satisfied
(i) supp 𝑎 ⊂ 𝑏𝑄𝑗,𝑚 for some𝑚 ∈ ℤ𝑛,
(ii) ||D𝛽𝑎(𝑥)|| ≤ 2−𝑗(𝑠−𝑛∕𝑝)+|𝛽|𝑗 for |𝛽| ≤ 𝐾 and 𝑥 ∈ ℝ𝑛,
(iii) ∫

ℝ𝑛 𝑥
𝛾𝑎(𝑥) d𝑥 = 0 for |𝛾| < 𝐿.

In the sequel we write 𝑎𝑗,𝑚 instead of 𝑎 if the atom is located at 𝑄𝑗,𝑚, i.e., supp 𝑎𝑗,𝑚 ⊂ 𝑏𝑄𝑗,𝑚, 𝑗 ∈ ℕ0,𝑚 ∈ ℤ𝑛.

Our aim is some decomposition of elements from 𝐹𝑠
𝑝,𝑞

(
ℝ𝑛,𝑤𝛼

)
by atoms, similar to the wavelet decomposition recalled

in Theorem 2.13. For that reason we also need:
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Definition 3.4. Let 0 < 𝑝 < ∞, 0 < 𝑞 ≤ ∞ and 𝛼 > −1. We define 𝑓𝑝,𝑞
(
ℝ𝑛,𝑤𝛼

)
as the set of all sequences

(
𝜆𝑗,𝑚

)
of

complex numbers with finite quasi-norm

‖‖𝜆|𝑓𝑝,𝑞(ℝ𝑛,𝑤𝛼

)‖‖ =

‖‖‖‖‖‖‖
( ∑

𝑗∈ℕ0

∑
𝑚∈ℤ𝑛

||𝜆𝑗,𝑚𝜒(𝑝)

𝑗,𝑚
(⋅)||𝑞

)1∕𝑞|𝐿𝑝(ℝ𝑛,𝑤𝛼

)‖‖‖‖‖‖‖
where 𝜒(𝑝)

𝑗,𝑚
(𝑥) = 2𝑗𝑛∕𝑝𝜒𝑗,𝑚(𝑥).

Subsequently, given an arbitrary index set 𝐼 and two sets of positive numbers
{
𝑎𝑖 ∶ 𝑖 ∈ 𝐼

}
and

{
𝑏𝑖 ∶ 𝑖 ∈ 𝐼

}
, we write

𝑎𝑖 ≲ 𝑏𝑖 if there is a positive constant 𝑐 such that 𝑎𝑖 ≤ 𝑐𝑏𝑖 for all 𝑖 ∈ 𝐼. We put 𝑎𝑖 ∼ 𝑏𝑖 if 𝑎𝑖 ≲ 𝑏𝑖 and 𝑏𝑖 ≲ 𝑎𝑖 . Recall our
notation 𝑟0

(
𝑤𝛼

)
as introduced in (2.2), see also Example 2.3.

Theorem 3.5. Let 0 < 𝑝 < ∞, 0 < 𝑞 ≤ ∞, 𝑠 ∈ ℝ and 𝛼 > −1. Let 𝐾, 𝐿 ∈ ℕ0 with 𝐾 > 𝑠 and
𝐿 > 𝑛(1∕min (𝑝∕(𝑟0(𝑤𝛼)), 𝑞) − 1)+. A tempered distribution 𝑓 ∈  ′(ℝ𝑛) belongs to 𝐹𝑠

𝑝,𝑞

(
ℝ𝑛,𝑤𝛼) if, and only if, it can

be written as a series

𝑓(𝑥) =
∑
𝑗∈ℕ0

∑
𝑚∈ℤ𝑛

𝜆𝑗,𝑚𝑎𝑗,𝑚(𝑥) converging in  ′(ℝ𝑛), (3.1)

where 𝑎𝑗,𝑚(𝑥) are 1𝐾-atoms (𝑗 = 0) or (𝑠, 𝑝)𝐾,𝐿-atoms (𝑗 ∈ ℕ) and 𝜆 ∈ 𝑓𝑝,𝑞
(
ℝ𝑛,𝑤𝛼

)
. Furthermore

‖‖𝑓|𝐹𝑠
𝑝,𝑞

(
ℝ𝑛,𝑤𝛼

)‖‖ ∼ inf
{‖‖𝜆|𝑓𝑝,𝑞(ℝ𝑛,𝑤𝛼

)‖‖},
where the infimum is taken over all admissible representations (3.1).

We refer to [16, Theorem 3.10] for a proof, see also [6].

Proposition 3.6. Let 0 < 𝑝 < ∞, 0 < 𝑞 ≤ ∞, 𝛼 > −1 and let
(
𝐸𝑗,𝑚

)
be a sequence of Lebesgue measurable sets onℝ𝑛 each

of them included in the corresponding dyadic cube 𝑄𝑗,𝑚 and satisfying that ||𝐸𝑗,𝑚
|| ∼ ||𝑄𝑗,𝑚

|| for every 𝑗 ∈ ℕ0 and 𝑚 ∈ ℤ𝑛.
Then

‖‖𝜆|𝑓𝑝,𝑞(ℝ𝑛,𝑤𝛼

)‖‖ ∼

‖‖‖‖‖‖‖
( ∑

𝑗∈ℕ0

∑
𝑚∈ℤ𝑛

||𝜆𝑗,𝑚||𝑞2𝑗𝑛𝑞∕𝑝𝜒𝐸𝑗,𝑚
(⋅)

)1∕𝑞|𝐿𝑝(ℝ𝑛,𝑤𝛼

)‖‖‖‖‖‖‖,
where 𝜒𝐸𝑗,𝑚

stands for the characteristic function of the set 𝐸𝑗,𝑚.

Proof. We follow the ideas in the proof of [12, Proposition 2.7]. As 𝐸𝑗,𝑚 ⊂ 𝑄𝑗,𝑚 for every 𝑗 ∈ ℕ0 and 𝑚 ∈ ℤ𝑛, it is
straightforward that ‖‖‖‖‖‖‖

( ∑
𝑗∈ℕ0

∑
𝑚∈ℤ𝑛

||𝜆𝑗,𝑚||𝑞2𝑗𝑛𝑞∕𝑝𝜒𝐸𝑗,𝑚
(⋅)

)1∕𝑞|𝐿𝑝(ℝ𝑛,𝑤𝛼

)‖‖‖‖‖‖‖ ≤ ‖‖𝜆|𝑓𝑝,𝑞(ℝ𝑛,𝑤𝛼

)‖‖.
We prove now the reverse inequality. Note that for every 𝑗 ∈ ℕ0 and 𝑚 ∈ ℤ𝑛, 𝜒𝑗,𝑚 ≲ 𝑀

(
𝜒𝐸𝑗,𝑚

)
. We assume first that

0 < 𝑞 < ∞. Taking 0 < 𝐴 < min(𝑝∕(𝑟0(𝑤𝛼)), 𝑞) and applying Lemma 2.8, we obtain‖‖‖‖‖‖‖
( ∑

𝑗∈ℕ0

∑
𝑚∈ℤ𝑛

||𝜆𝑗,𝑚||𝑞2𝑗𝑛𝑞∕𝑝𝜒𝑗,𝑚(⋅)

)1∕𝑞|𝐿𝑝(ℝ𝑛,𝑤𝛼

)‖‖‖‖‖‖‖
=

‖‖‖‖‖‖‖
( ∑

𝑗∈ℕ0

∑
𝑚∈ℤ𝑛

(||𝜆𝑗,𝑚||𝐴2𝑗𝑛𝐴∕𝑝)𝑞∕𝐴

𝜒𝑗,𝑚(⋅)

)𝐴∕𝑞|𝐿𝑝∕𝐴(ℝ𝑛,𝑤𝛼

)‖‖‖‖‖‖‖
1∕𝐴
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≲

‖‖‖‖‖‖‖
( ∑

𝑗∈ℕ0

∑
𝑚∈ℤ𝑛

(||𝜆𝑗,𝑚||𝐴2𝑗𝑛𝐴∕𝑝)𝑞∕𝐴

𝑀𝜒𝐸𝑗,𝑚
(⋅)

)𝐴∕𝑞|𝐿𝑝∕𝐴(ℝ𝑛,𝑤𝛼

)‖‖‖‖‖‖‖
1∕𝐴

=

‖‖‖‖‖‖‖
( ∑

𝑗∈ℕ0

∑
𝑚∈ℤ𝑛

𝑀
((||𝜆𝑗,𝑚||𝐴2𝑗𝑛𝐴∕𝑝)𝑞∕𝐴

𝜒𝐸𝑗,𝑚

)
(⋅)

)𝐴∕𝑞|𝐿𝑝∕𝐴(ℝ𝑛,𝑤𝛼

)‖‖‖‖‖‖‖
1∕𝐴

≲

‖‖‖‖‖‖‖
( ∑

𝑗∈ℕ0

∑
𝑚∈ℤ𝑛

(||𝜆𝑗,𝑚||𝐴2𝑗𝑛𝐴∕𝑝)𝑞∕𝐴

𝜒𝐸𝑗,𝑚
(⋅)

)𝐴∕𝑞|𝐿𝑝∕𝐴(ℝ𝑛,𝑤𝛼

)‖‖‖‖‖‖‖
1∕𝐴

=

‖‖‖‖‖‖‖
( ∑

𝑗∈ℕ0

∑
𝑚∈ℤ𝑛

||𝜆𝑗,𝑚||𝑞2𝑗𝑛𝑞∕𝑝𝜒𝐸𝑗,𝑚
(⋅)

)1∕𝑞|𝐿𝑝(ℝ𝑛,𝑤𝛼

)‖‖‖‖‖‖‖.
Now we study the case 𝑞 = ∞. For 0 < 𝐴 < 𝑝∕

(
𝑟0
(
𝑤𝛼

))
,

‖‖𝜆|𝑓𝑝,∞(
ℝ𝑛,𝑤𝛼

)‖‖ =
‖‖‖‖‖sup𝑗,𝑚

||𝜆𝑗,𝑚||2𝑗𝑛∕𝑝𝜒𝑗,𝑚(⋅)|𝐿𝑝(ℝ𝑛,𝑤𝛼

)‖‖‖‖‖
=

‖‖‖‖‖sup𝑗,𝑚

||𝜆𝑗,𝑚||𝐴2𝑗𝑛𝐴∕𝑝𝜒𝑗,𝑚(⋅)|𝐿𝑝∕𝐴(ℝ𝑛,𝑤𝛼

)‖‖‖‖‖
1∕𝐴

≲
‖‖‖‖‖sup𝑗,𝑚

||𝜆𝑗,𝑚||𝐴2𝑗𝑛𝐴∕𝑝𝑀𝜒𝐸𝑗,𝑚
(⋅)|𝐿𝑝∕𝐴(ℝ𝑛,𝑤𝛼

)‖‖‖‖‖
1∕𝐴

≤ ‖‖‖‖‖𝑀(
sup
𝑗,𝑚

||𝜆𝑗,𝑚||𝐴2𝑗𝑛𝐴∕𝑝𝜒𝐸𝑗,𝑚

)
(⋅)|𝐿𝑝∕𝐴(ℝ𝑛,𝑤𝛼

)‖‖‖‖‖
1∕𝐴

≲
‖‖‖‖‖sup𝑗,𝑚

||𝜆𝑗,𝑚||𝐴2𝑗𝑛𝐴∕𝑝𝜒𝐸𝑗,𝑚
(⋅)|𝐿𝑝∕𝐴(ℝ𝑛,𝑤𝛼

)‖‖‖‖‖
1∕𝐴

=
‖‖‖‖‖sup𝑗,𝑚

||𝜆𝑗,𝑚||2𝑗𝑛∕𝑝𝜒𝐸𝑗,𝑚
(⋅)|𝐿𝑝(ℝ𝑛,𝑤𝛼

)‖‖‖‖‖,
where we have used Lemma 2.7. □

3.2 Trace and extension operators on 𝑭𝒔
𝒑,𝒒

(
ℝ𝒏,𝒘𝜶

)

Let 𝑛 ∈ ℕ and 𝑘 = 1, 2, … , 𝑛 − 1. If 𝑥 =
(
𝑥1, … , 𝑥𝑛

)
∈ ℝ𝑛 and 𝜑 ∈ (ℝ𝑛), the trace operator trℝ𝑛−𝑘 is defined as

trℝ𝑛−𝑘 ∶ 𝜑(𝑥) ⟶ 𝜑
(
𝑥1, … , 𝑥𝑛−𝑘, 0, 0, … , 0

)
.

Let 𝐴 and 𝐵 be two-quasi Banach spaces such that

(ℝ𝑛) ↪ 𝐴 ↪  ′(ℝ𝑛) and (
ℝ𝑛−𝑘

)
↪ 𝐵 ↪  ′

(
ℝ𝑛−𝑘

)
.

Suppose that there exists 𝑐 > 0 satisfying

‖‖trℝ𝑛−𝑘𝜑|𝐵‖‖ ≤ 𝑐‖𝜑|𝐴‖ for every 𝜑 ∈ (ℝ𝑛). (3.2)
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Although the punctual definition of the trace operator might not make sense in general on 𝐴, if (ℝ𝑛) is dense, the
inequality (3.2) can be uniquely extended by completion to thewhole space𝐴. Due to the density of(

ℝ𝑛
)
in𝐹𝑠

𝑝,𝑞(ℝ
𝑛, 𝑤𝛼)

if 0 < 𝑝, 𝑞 < ∞ (see [7]), this is howwe are going to understand the operator trℝ𝑛−𝑘 acting on spaces 𝐹𝑠
𝑝,𝑞

(
ℝ𝑛,𝑤𝛼

)
. In case

of 𝑞 = ∞ one may strengthen an embedding argument as explained in some detail in [35, Rem. 1.170], but using now that
if 𝜀 > 0, then 𝐹𝑠

𝑝,∞

(
ℝ𝑛,𝑤𝛼

)
↪ 𝐹𝑠−𝜀

𝑝,𝑝

(
ℝ𝑛,𝑤𝛼

)
(see [7, Theorem 2.6/(i)]).

Theorem 3.7. Let 0 < 𝑝 < ∞, 0 < 𝑞 ≤ ∞, 𝛼 > −1 and 𝑠 − (𝛼 + 1)∕𝑝 > (𝑛 − 1)((1∕𝑝) − 1)+. Then

trℝ𝑛−1𝐹𝑠
𝑝,𝑞

(
ℝ𝑛,𝑤𝛼

)
= trℝ𝑛−1𝐵

𝑠−(𝛼∕𝑝)
𝑝 (ℝ𝑛) = 𝐵

𝑠−(𝛼+1)∕𝑝
𝑝

(
ℝ𝑛−1

)
.

Proof. This result corresponds to [15, Proposition 2.4]with a correction in the values that 𝑠 can take, regarding [26, Theorem
4.4] with 𝑑 = 𝑛 − 1 and Γ = ℝ𝑛−1 and [33, Section 4.4.1/(i)]. □

Here trℝ𝑛−1𝐹𝑠
𝑝,𝑞

(
ℝ𝑛,𝑤𝛼

)
= 𝐵

𝑠−(𝛼+1)∕𝑝
𝑝

(
ℝ𝑛−1

)
means that, firstly, the trace operator acts linear and bounded from

𝐹𝑠
𝑝,𝑞

(
ℝ𝑛,𝑤𝛼

)
into 𝐵

𝑠−(𝛼+1)∕𝑝
𝑝

(
ℝ𝑛−1

)
, and, secondly, that for any 𝑔 ∈ 𝐵

𝑠−(𝛼+1)∕𝑝
𝑝

(
ℝ𝑛−1

)
there exists an 𝑓 ∈ 𝐹𝑠

𝑝,𝑞

(
ℝ𝑛,𝑤𝛼

)
such that trℝ𝑛−1𝑓 = 𝑔 and

‖‖‖𝑔|𝐵𝑠−(𝛼+1)∕𝑝
𝑝

(
ℝ𝑛−1

)‖‖‖ ∼ inf
{‖‖𝑓|𝐹𝑠

𝑝,𝑞

(
ℝ𝑛,𝑤𝛼

)‖‖ ∶ trℝ𝑛−1𝑓 = 𝑔
}
.

Theorem 3.8. Let 0 < 𝑝 < ∞, 0 < 𝑞 ≤ ∞, 𝑘 ∈ {1, … , 𝑛 − 1}, 𝛼 > −1 and 𝑠 − (𝛼 + 𝑘)∕𝑝 > (𝑛 − 𝑘)((1∕𝑝) − 1)+. Then

(i) trℝ𝑛−𝑘 ∶ 𝐹𝑠
𝑝,𝑞

(
ℝ𝑛,𝑤𝛼

)
↪ 𝐵

𝑠−(𝛼+𝑘)∕𝑝
𝑝

(
ℝ𝑛−𝑘

)
is linear and bounded, and

(ii) there exists a linear and bounded extension operator

ext ∶ 𝐵
𝑠−(𝛼+𝑘)∕𝑝
𝑝

(
ℝ𝑛−𝑘

)
→ 𝐹𝑠

𝑝,𝑞

(
ℝ𝑛,𝑤𝛼

)
such that trℝ𝑛−𝑘◦ ext = id ∶ 𝐵

𝑠−(𝛼+𝑘)∕𝑝
𝑝

(
ℝ𝑛−𝑘

)
→ 𝐵

𝑠−(𝛼+𝑘)∕𝑝
𝑝

(
ℝ𝑛−𝑘

)
.

In particular,

trℝ𝑛−𝑘𝐹𝑠
𝑝,𝑞

(
ℝ𝑛,𝑤𝛼

)
= 𝐵

𝑠−(𝛼+𝑘)∕𝑝
𝑝

(
ℝ𝑛−𝑘

)
.

Proof. As for the trace result (i) we combine Theorem 3.7 with the iterative application of the well-known trace assertion
for the unweighted spaces as formulated in [33, Section 4.4.1] based on 𝑠 − 𝛼∕𝑝 > 𝑛((1∕𝑝) − 1) + 𝑘 if 𝑝 < 1. One may also
consult [38, Theorem 2.13]. There one finds some further (historical) references.
For proving (ii), we are going to build the extension operator using the wavelet representation of Besov spaces given in

Theorem 2.13 and the atomic decomposition of weighted Triebel–Lizorkin spaces in Theorem 3.5. We follow some of the
ideas in [38, Section 2.2.2], based on [36, Section 5.1.3].
Take 𝑓 ∈ 𝐵

𝑠−(𝛼+𝑘)∕𝑝
𝑝

(
ℝ𝑛−𝑘

)
and consider its wavelet representation of order

𝑢 > max{𝑠, (𝑛 − 𝑘)((1∕𝑝) − 1)+ − 𝑠 + (𝛼 + 𝑘)∕𝑝, 𝑛(1∕(min(𝑝∕(𝑟0(𝑤𝛼)), 𝑞)) − 1)+ − 𝑠},

𝑓(𝑥) =
∑

𝑚∈ℤ𝑛−𝑘

𝜆𝑚𝜓𝑚(𝑥) +

2𝑛−𝑘∑
𝓁=2

∑
𝑗∈ℕ0

∑
𝑚∈ℤ𝑛−𝑘

𝜆
𝑗,𝓁
𝑚 2−𝑗(𝑛−𝑘)∕2𝜓

𝑗

𝓁,𝑚
(𝑥), for every 𝑥 ∈ ℝ𝑛−𝑘,

where

𝜓𝑚(𝑥) =

𝑛−𝑘∏
𝑟=1

𝜓𝐹

(
𝑥𝑟 − 𝑚𝑟

)
and 𝜓

𝑗

𝓁,𝑚
(𝑥) = 2𝑗(𝑛−𝑘)∕2

𝑛−𝑘∏
𝑟=1

𝜓𝐺𝑟
𝓁

(
2𝑗𝑥𝑟 − 𝑚𝑟

)
,

𝜆𝑚 = 𝜆𝑚(𝑓) =
(
𝑓, 𝜓𝑚

)
and 𝜆

𝑗,𝓁
𝑚 = 𝜆

𝑗,𝓁
𝑚 (𝑓) = 2𝑗(𝑛−𝑘)∕2

(
𝑓, 𝜓

𝑗

𝓁,𝑚

)
,



BESOY et al. 1679

and

‖‖‖𝑓|𝐵𝑠−(𝛼+𝑘)∕𝑝
𝑝

(
ℝ𝑛−𝑘

)‖‖‖ ∼
‖‖‖𝜆|𝑏𝑠−(𝛼+𝑘)∕𝑝𝑝,𝑝

(
ℝ𝑛−𝑘

)‖‖‖ (3.3)

in view of Theorem 2.13.
Take 𝜒 ∈ 𝐶∞

0

(
ℝ𝑘

)
with supp𝜒 ⊂ (−1, 1)𝑘 and 𝜒(𝑦) = 1 if 𝑦 ∈ [−1∕2, 1∕2]𝑘. For every 𝑥 ∈ ℝ𝑛−𝑘 and 𝑦 ∈ ℝ𝑘 we define

ext 𝑓(𝑥, 𝑦) =
∑

𝑚∈ℤ𝑛−𝑘

𝜆𝑚𝜓𝑚(𝑥)𝜒(𝑦) +

2𝑛−𝑘∑
𝓁=2

∑
𝑗∈ℕ0

∑
𝑚∈ℤ𝑛−𝑘

𝜆
𝑗,𝓁
𝑚 2−𝑗(𝑛−𝑘)∕2𝜓

𝑗

𝓁,𝑚
(𝑥)𝜒

(
2𝑗𝑦

)
.

We can rewrite it as ext 𝑓(𝑥, 𝑦) =
∑2𝑛−𝑘

𝓁=1
𝑔𝓁(𝑥, 𝑦) with

𝑔𝓁(𝑥, 𝑦) =
∑
𝑗∈ℕ0

∑
(𝑚,𝑀)∈ℤ𝑛−𝑘×ℤ𝑘

�̃�𝓁
𝑗,(𝑚,𝑀)

𝑎𝓁
𝑗,(𝑚,𝑀)

(𝑥, 𝑦), 𝓁 = 1,… , 2𝑛−𝑘,

and being

𝑎𝓁
𝑗,(𝑚,𝑀)

(𝑥, 𝑦) =

⎧⎪⎨⎪⎩
𝜓𝑚(𝑥)𝜒(𝑦) if 𝓁 = 1, 𝑗 = 0 and𝑀 = 0,

2−𝑗(𝑠−𝑛∕𝑝)2−𝑗(𝑛−𝑘)∕2𝜓
𝑗

𝓁,𝑚
(𝑥)𝜒

(
2𝑗𝑦

)
if 𝓁 = 2,… , 2𝑛−𝑘 and𝑀 = 0,

0 otherwise,

and

�̃�𝓁
𝑗,(𝑚,𝑀)

=

⎧⎪⎨⎪⎩
𝜆𝑚 if 𝓁 = 1, 𝑗 = 0 and𝑀 = 0,

2𝑗(𝑠−𝑛∕𝑝)𝜆
𝑗,𝓁
𝑚 if 𝓁 = 2,… , 2𝑛−𝑘 and𝑀 = 0,

0 otherwise.

Now we prove that these are atomic decompositions of 𝑔𝓁 in 𝐹𝑠
𝑝,𝑞

(
ℝ𝑛,𝑤𝛼

)
according to Theorem 3.5.

1. Let 𝓁 = 1. Then
(i) supp 𝑎1

0,(𝑚,0)
⊂ supp𝜓𝑚 × (−1, 1)𝑘 ⊂ 𝑏𝑄0,(𝑚,0) using Remark 2.11, and

(ii) ||D𝛽𝑎1
0,(𝑚,0)

(𝑥, 𝑦)|| = |||∏𝑛−𝑘

𝑟=1
D𝛽𝑟𝜓𝐹

(
𝑥𝑟 − 𝑚𝑟

)
D(𝛽𝑛−𝑘+1,…,𝛽𝑛)𝜒(𝑦)

||| ≤ 𝐶 for all (𝑥, 𝑦) ∈ ℝ𝑛 and |𝛽| ≤ 𝑢.
2. Let 𝓁 = 2,… , 2𝑛−𝑘. Then

(i) supp 𝑎𝓁
𝑗,(𝑚,0)

⊂ supp𝜓
𝑗

𝓁,𝑚
× (−2−𝑛, 2−𝑛)𝑘 ⊂ 𝑏𝑄𝑗,(𝑚,0) using Remark 2.11, and

(ii) ||D𝛽𝑎𝓁
𝑗,(𝑚,0)

(𝑥, 𝑦)|| = 2−𝑗(𝑠−(𝑛∕𝑝))+𝑗|𝛽| ||||||
𝑛−𝑘∏
𝑟=1

D𝛽𝑟𝜓𝐺𝑟
𝓁

(
2𝑗𝑥𝑟 − 𝑚𝑟

)
D(𝛽𝑛−𝑘+1,…,𝛽𝑛)𝜒

(
2𝑗𝑦

)||||||
≤ 𝐶2−𝑗(𝑠−(𝑛∕𝑝))+𝑗|𝛽|, for all (𝑥, 𝑦) ∈ ℝ𝑛 and |𝛽| ≤ 𝑢.

(iii) ∫
ℝ𝑛 𝑧

𝛾𝑎𝓁
𝑗,(𝑚,0)

(𝑧) d𝑧 = 0, for every |𝛾| < 𝑢, in view of the vanishing moments for the wavelets.

Thus we get

‖‖𝑔1|𝐹𝑠
𝑝,𝑞(ℝ

𝑛, 𝑤𝛼)‖‖ ≲ ‖‖�̃�1|𝑓𝑝,𝑞(ℝ𝑛,𝑤𝛼

)‖‖ =

‖‖‖‖‖‖‖
( ∑

𝑚∈ℤ𝑛−𝑘

||𝜆𝑚||𝑞𝜒𝑄0,(𝑚,0)
(⋅)

)1∕𝑞|𝐿𝑝(ℝ𝑛,𝑤𝛼

)‖‖‖‖‖‖‖
∼

( ∑
𝑚∈ℤ𝑛−𝑘

||𝜆𝑚||𝑝 ∫
𝑄0,(𝑚,0)

𝑤𝛼(𝑧) d𝑧

)1∕𝑝

∼

( ∑
𝑚∈ℤ𝑛−𝑘

||𝜆𝑚||𝑝
)1∕𝑝

, (3.4)

since 𝛼 > −1.
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Let 𝐸𝑗,𝑚 = 𝑄
(𝑛−𝑘)

𝑗,𝑚
×
(
2−𝑗−2, 2−𝑗−1

)𝑘
⊂ 𝑄

(𝑛)

𝑗,(𝑚,0)
. For 𝓁 = 2,… , 2𝑛−𝑘, using Proposition 3.6, the fact that 𝐸𝑗,𝑚 are disjoint

and ∫
𝐸𝑗,𝑚

𝑤𝛼(𝑧) d𝑧 ∼ 2−𝑗(𝛼+𝑛), we have

‖‖𝑔𝓁|𝐹𝑠
𝑝,𝑞

(
ℝ𝑛,𝑤𝛼

)‖‖ ≲ ‖‖�̃�𝓁|𝑓𝑝,𝑞(ℝ𝑛,𝑤𝛼

)‖‖
=

‖‖‖‖‖‖‖
( ∑

𝑚∈ℤ𝑛−𝑘

∑
𝑗∈ℕ0

|||𝜆𝑗,𝓁𝑚 |||𝑞2𝑗(𝑠−𝑛∕𝑝)𝑞2𝑗𝑛𝑞∕𝑝𝜒𝑄𝑗,(𝑚,0)

)1∕𝑞||𝐿𝑝(ℝ𝑛,𝑤𝛼

)‖‖‖‖‖‖‖
∼

‖‖‖‖‖‖‖
( ∑

𝑚∈ℤ𝑛−𝑘

∑
𝑗∈ℕ0

2𝑗𝑠𝑞
|||𝜆𝑗,𝓁𝑚 |||𝑞𝜒𝐸𝑗,𝑚

)1∕𝑞|𝐿𝑝(ℝ𝑛,𝑤𝛼

)‖‖‖‖‖‖‖
∼

( ∑
𝑗∈ℕ0

∑
𝑚∈ℤ𝑛−𝑘

2𝑗𝑠𝑝
|||𝜆𝑗,𝓁𝑚 |||𝑝2−𝑗(𝑛+𝛼)

)1∕𝑝

=

( ∑
𝑗∈ℕ0

∑
𝑚∈ℤ𝑛−𝑘

2𝑗𝑝(𝑠−(𝑛−𝑘)∕𝑝−(𝛼+𝑘)∕𝑝)
|||𝜆𝑗,𝓁𝑚 |||𝑝

)1∕𝑝

. (3.5)

And from here, we can prove

‖‖ext 𝑓|𝐹𝑠
𝑝,𝑞

(
ℝ𝑛,𝑤𝛼

)‖‖ ≲

( ∑
𝑚∈ℤ𝑛−𝑘

||𝜆𝑚||𝑝
)1∕𝑝

+

2𝑛−𝑘∑
𝓁=2

( ∑
𝑗∈ℕ0

∑
𝑚∈ℤ𝑛−𝑘

2𝑗𝑝(𝑠−(𝑛−𝑘)∕𝑝−(𝛼+𝑘)∕𝑝)
|||𝜆𝑗,𝓁𝑚 |||𝑝

)1∕𝑝

∼
‖‖‖𝑓|𝐵𝑠−(𝛼+𝑘)∕𝑝

𝑝

(
ℝ𝑛−𝑘

)‖‖‖
in view of (3.3). Thus

ext ∶ 𝐵
𝑠−(𝛼+𝑘)∕𝑝
𝑝

(
ℝ𝑛−𝑘

)
↪ 𝐹𝑠

𝑝,𝑞

(
ℝ𝑛,𝑤𝛼

)
is bounded,

and trℝ𝑛−𝑘◦ ext = id ∶ 𝐵
𝑠−(𝛼+𝑘)∕𝑝
𝑝

(
ℝ𝑛−𝑘

)
→ 𝐵

𝑠−(𝛼+𝑘)∕𝑝
𝑝

(
ℝ𝑛−𝑘

)
. □

For the particular case of weighted Sobolev spaces the previous result reads as follows.

Corollary 3.9. Let 1 < 𝑝 < ∞,𝑚 ∈ ℕ, 𝑘 ∈ {1, … , 𝑛 − 1} and −1 < 𝛼 < 𝑝 − 1 such that𝑚 > (𝛼 + 𝑘)∕𝑝. Then

(i) trℝ𝑛−𝑘 ∶ 𝑊𝑚
𝑝

(
ℝ𝑛,𝑤𝛼

)
↪ 𝐵

𝑚−(𝛼+𝑘)∕𝑝
𝑝

(
ℝ𝑛−𝑘

)
is linear and bounded, and

(ii) there exists a linear and bounded extension operator

ext ∶ 𝐵
𝑚−(𝛼+𝑘)∕𝑝
𝑝

(
ℝ𝑛−𝑘

)
→ 𝑊𝑚

𝑝

(
ℝ𝑛,𝑤𝛼

)
such that trℝ𝑛−𝑘◦ ext = id ∶ 𝐵

𝑚−(𝛼+𝑘)∕𝑝
𝑝

(
ℝ𝑛−𝑘

)
→ 𝐵

𝑚−(𝛼+𝑘)∕𝑝
𝑝

(
ℝ𝑛−𝑘

)
.

In particular,

trℝ𝑛−𝑘𝑊𝑚
𝑝

(
ℝ𝑛,𝑤𝛼

)
= 𝐵

𝑚−(𝛼+𝑘)∕𝑝
𝑝

(
ℝ𝑛−𝑘

)
.

Remark 3.10. Here we recover the result which has been first obtained in [31, Theorem 2.9.2] for 𝑘 = 1 and all spaces
𝑊𝑚

𝑝

(
ℝ𝑛,𝑤𝛼

)
with 1 < 𝑝 < ∞ and −1 < 𝛼 < 𝑚𝑝 − 1, using quite different techniques. It can be found as well in [27,

Proposition 4.10] in the context of traces on fractals. However, if 1 < 𝑝 < ∞ and 𝑝 − 1 ≤ 𝛼 < 𝑚𝑝 − 1, then it is not clear
whether one still has the Littlewood–Paley assertion𝑊𝑚

𝑝

(
ℝ𝑛,𝑤𝛼

)
= 𝐹𝑚

𝑝,2

(
ℝ𝑛,𝑤𝛼

)
, mentioned in Remark 3.2.
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Remark 3.11. Let 0 < 𝑝 < ∞ and 0 < 𝑞0, 𝑞1 ≤ ∞. Assume 𝑠0 − 𝑠1 = (1∕𝑝)
(
𝛼0 − 𝛼1

)
and−1 < 𝛼1 < 𝛼0 < ∞. It follows from

[20, Theorem 1.2] that

𝐹
𝑠0
𝑝,𝑞0

(
ℝ𝑛,𝑤𝛼0

)
↪ 𝐹

𝑠1
𝑝,𝑞1

(
ℝ𝑛,𝑤𝛼1

)
,

in particular,

𝐵
𝑠0
𝑝

(
ℝ𝑛,𝑤𝛼0

)
↪ 𝐹𝑠

𝑝,𝑞

(
ℝ𝑛,𝑤𝛼

)
↪ 𝐵

𝑠1
𝑝

(
ℝ𝑛,𝑤𝛼1

)
, (3.6)

if, in addition, 𝑠, 𝑝 and 𝛼 are chosen such that 𝑠0 − 𝑠 = (1∕𝑝)(𝛼0 − 𝛼), 𝑠 − 𝑠1 = (1∕𝑝)(𝛼 − 𝛼1), −1 < 𝛼1 < 𝛼 < 𝛼0 < ∞,
and 0 < 𝑞 ≤ ∞. Assume, furthermore, that 𝑠 − (𝛼 + 1)∕𝑝 > (𝑛 − 1)((1∕𝑝) − 1)+. Then Theorems 3.7 and 3.8 imply that
all spaces in (3.6) have the same trace space 𝐵𝑠−(𝛼+1)∕𝑝

𝑝

(
ℝ𝑛−1

)
and a common extension operator. In particular, it would

be sufficient to prove both theorems for the spaces 𝐵𝑠
𝑝

(
ℝ𝑛,𝑤𝛼

)
first, and to apply afterwards (3.6). But we prefer the above

direct approach. This will be also of some service for us later on.

4 INTERPOLATION OF BESOV SPACES

By a quasi-Banach couple
(
𝐴1,𝐴2

)
we mean two quasi-Banach spaces 𝐴1, 𝐴2 which are continuously embedded in the

same Hausdorff topological vector space.
For a quasi-Banach couple

(
𝐴1,𝐴2

)
, 0 < 𝜃 < 1 and 0 < 𝑟 ≤ ∞ the real interpolation space

(
𝐴1,𝐴2

)
𝜃,𝑟

consists of all
𝑎 ∈ 𝐴1 + 𝐴2 having finite quasi-norm

‖‖‖𝑎|(𝐴1,𝐴2

)
𝜃,𝑟

‖‖‖ =

(
∫

∞

0

[
𝑡−𝜃𝐾(𝑡, 𝑎)

]𝑟 d𝑡

𝑡

)1∕𝑟

,

changing the integral by the supremum if 𝑟 = ∞. Here, 𝐾(𝑡, 𝑎) is the Peetre’s 𝐾-functional defined by

𝐾(𝑡, 𝑎) = 𝐾
(
𝑡, 𝑎; 𝐴1, 𝐴2

)
= inf

{‖‖𝑎1|𝐴1
‖‖ + 𝑡‖‖𝑎2|𝐴2

‖‖ ∶ 𝑎 = 𝑎1 + 𝑎2, 𝑎𝑗 ∈ 𝐴𝑗

}
, 𝑡 > 0, 𝑎 ∈ 𝐴1 + 𝐴2.

If 𝑡 = 1, the 𝐾-functional 𝐾
(
1, ⋅; 𝐴1, 𝐴2

)
coincides with the usual quasi-norm on 𝐴1 + 𝐴2. The spaces

(
𝐴1,𝐴2

)
𝜃,𝑞

are
quasi-Banach spaces and they satisfy the interpolation property, that is to say, if

(
𝐵1, 𝐵2

)
is another quasi-Banach couple

and 𝑇 is a linear operator bounded from 𝐴𝑗 into 𝐵𝑗 for 𝑗 = 1, 2, then 𝑇 is also bounded from
(
𝐴1,𝐴2

)
𝜃,𝑟

into
(
𝐵1, 𝐵2

)
𝜃,𝑟
.

See, for example, [3, 31] for more details about interpolation theory.
Let 𝐴 be a quasi-Banach space, (Ω, 𝜇) a measure space, 0 < 𝑝1 < 𝑝2 < ∞, 0 < 𝑟 ≤ ∞ and 0 < 𝜃 < 1, then(

𝐿𝑝1(𝐴;Ω, 𝜇), 𝐿𝑝2(𝐴;Ω, 𝜇)
)
𝜃,𝑟

= 𝐿𝑝,𝑟(𝐴;Ω, 𝜇) with 1∕𝑝 = (1 − 𝜃)∕𝑝1 + 𝜃∕𝑝2, (4.1)

(see [31, Section 1.18.6, Theorem 2 and Remark 5]). This formula is the key for proving that under the previous hypothesis(
𝐹𝑠
𝑝1,𝑞

(ℝ𝑛), 𝐹𝑠
𝑝2,𝑞

(ℝ𝑛)
)
𝜃,𝑟

= 𝐹𝑠
𝑞𝐿𝑝,𝑟(ℝ

𝑛), 𝑠 ∈ ℝ, 0 < 𝑞 ≤ ∞, (4.2)

where 𝐹𝑠
𝑞𝐿𝑝,𝑟(ℝ

𝑛) is the set of all 𝑓 ∈  ′(ℝ𝑛) with finite quasi-norm

‖‖𝑓|𝐹𝑠
𝑞𝐿𝑝,𝑟(ℝ

𝑛)‖‖ =

‖‖‖‖‖‖‖
( ∑

𝑗∈ℕ0

2𝑗𝑠𝑞
|||(𝜑𝑗𝑓

)∨
(⋅)

|||𝑞
)1∕𝑞|𝐿𝑝,𝑟(ℝ𝑛)

‖‖‖‖‖‖‖.
Formula (4.2) was proven by Triebel in [31, Theorem 2.4.2/(c)] in the Banach case using the retract and coretractmethod

and for the quasi-Banach case a new approach was given by Yang, Cheng and Peng [39, Theorem 6] based on the wavelet
characterization of spaces 𝐹𝑠

𝑞𝐿𝑝,𝑟(ℝ
𝑛). In [33, Chapter 4] and [38, Section 2.2.1], Triebel describes four key-problems for

Triebel–Lizorkin and Besov spaces 𝐴𝑠
𝑝,𝑞(ℝ

𝑛), 𝐴 ∈ {𝐵, 𝐹}: traces on hyperplanes, invariance with respect to diffeomor-
phisms of ℝ𝑛 onto itself, the existence of linear extension operators of the corresponding spaces 𝐴𝑠

𝑝,𝑞

(
ℝ𝑛

+

)
on ℝ𝑛

+ to
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𝐴𝑠
𝑝,𝑞(ℝ

𝑛) and several types of pointwise multipliers. For 𝐹𝑠
𝑞𝐿𝑝,𝑟(ℝ

𝑛), three of these key-problems can be treated satis-
factorily using the interpolation formula (4.2) (see [5]). However, this is not the case for the problem of traces as we are
going to see now.
Let 0 < 𝑝 < ∞, 0 < 𝑞, 𝑟 ≤ ∞, 𝑠 − 1∕𝑝 > (𝑛 − 1)((1∕𝑝) − 1)+. Then, for 0 < 𝑝1 < 𝑝 < 𝑝2 < ∞ and 0 < 𝜃 < 1 such that

1∕𝑝 = (1 − 𝜃)∕𝑝1 + 𝜃∕𝑝2 and 𝑠 − 1∕𝑝𝑗 > (𝑛 − 1)
((
1∕𝑝𝑗

)
− 1

)
+
, 𝑗 = 1, 2, applying Theorem 3.8 with 𝑘 = 1 and 𝛼 = 0 we

get

trℝ𝑛−1 ∶ 𝐹𝑠
𝑝𝑗,𝑞

(ℝ𝑛) ⟶ 𝐵
𝑠−1∕𝑝𝑗
𝑝𝑗

(
ℝ𝑛−1

)
,

for 𝑗 = 1, 2 and using the interpolation property and (4.2) we have

trℝ𝑛−1 ∶ 𝐹𝑠
𝑞𝐿𝑝,𝑟(ℝ

𝑛) ⟶
(
𝐵
𝑠−1∕𝑝1
𝑝1

(
ℝ𝑛−1

)
, 𝐵

𝑠−1∕𝑝2
𝑝2

(
ℝ𝑛−1

))
𝜃,𝑟
.

Analogously, ext ∶
(
𝐵
𝑠−1∕𝑝1
𝑝1

(
ℝ𝑛−1

)
, 𝐵

𝑠−1∕𝑝2
𝑝2

(
ℝ𝑛−1

))
𝜃,𝑟

⟶ 𝐹𝑠
𝑞𝐿𝑝,𝑟(ℝ

𝑛) and

trℝ𝑛−1◦ ext = id ∶
(
𝐵
𝑠−1∕𝑝1
𝑝1

(
ℝ𝑛−1

)
, 𝐵

𝑠−1∕𝑝2
𝑝2

(
ℝ𝑛−1

))
𝜃,𝑟

⟶
(
𝐵
𝑠−1∕𝑝1
𝑝1

(
ℝ𝑛−1

)
, 𝐵

𝑠−1∕𝑝2
𝑝2

(
ℝ𝑛−1

))
𝜃,𝑟
.

If 𝑟 = 𝑝, then (
𝐵
𝑠−1∕𝑝1
𝑝1

(
ℝ𝑛−1

)
, 𝐵

𝑠−1∕𝑝2
𝑝2

(
ℝ𝑛−1

))
𝜃,𝑝

= 𝐵
𝑠−1∕𝑝
𝑝

(
ℝ𝑛−1

)
,

see [32, Theorem 2.4.3]. But for 𝑟 ≠ 𝑝 the characterization of this interpolation space is an open problem already stated
by Peetre in his monograph on Besov spaces [25, p. 110]. However, some of the ideas of the construction of the extension
operator in Theorem 3.8 will allow us to get a description of these spaces and, more generally, we are going to get a
description of the interpolation space (

𝐵
𝑠−𝛼∕𝑝1
𝑝1

(ℝ𝑛), 𝐵
𝑠−𝛼∕𝑝2
𝑝2

(ℝ𝑛)
)
𝜃,𝑟
,

for 0 < 𝑝1 < 𝑝2 < ∞, 𝛼 ∈ ℝ, 0 < 𝜃 < 1 and 0 < 𝑟 ≤ ∞. As a consequence, this gives a characterization of the trace of the
Triebel–Lizorkin–Lorentz spaces 𝐹𝑠

𝑞𝐿𝑝,𝑟(ℝ
𝑛).

We will need first some technical results.

Definition 4.1. Let 0 < 𝑝 < ∞, 0 < 𝑞, 𝑟 ≤ ∞ and 𝛼 > −1. We define 𝐟𝑞𝐿𝑝,𝑟
(
ℝ𝑛,𝑤𝛼

)
as the set of all sequences

𝜆 =
(
𝜆𝑗,𝑚

)
⊂ ℂ such that

‖‖𝜆|𝐟𝑞𝐿𝑝,𝑟(ℝ𝑛,𝑤𝛼

)‖‖ ∶=

‖‖‖‖‖‖‖
( ∑

𝑗∈ℕ0

∑
𝑚∈ℤ𝑛

||𝜆𝑗,𝑚𝜒𝑗,𝑚(⋅)||𝑞
)1∕𝑞|𝐿𝑝,𝑟(ℝ𝑛,𝑤𝛼

)‖‖‖‖‖‖‖ < ∞.

If 𝑝 = 𝑟, we use the notation 𝐟𝑝,𝑞
(
ℝ𝑛,𝑤𝛼

)
∶= 𝐟𝑞𝐿𝑝,𝑝

(
ℝ𝑛,𝑤𝛼

)
= 𝐟𝑞𝐿𝑝

(
ℝ𝑛,𝑤𝛼

)
.

Remark 4.2. Under the hypothesis of Proposition 3.6, we can also prove that

‖‖𝜆|𝐟𝑝,𝑞(ℝ𝑛,𝑤𝛼

)‖‖ ∼

‖‖‖‖‖‖‖
( ∑

𝑗∈ℕ0

∑
𝑚∈ℤ𝑛

||𝜆𝑗,𝑚||𝑞𝜒𝐸𝑗,𝑚
(⋅)

)1∕𝑞|𝐿𝑝(ℝ𝑛,𝑤𝛼

)‖‖‖‖‖‖‖.
Proposition 4.3. Let 0 < 𝑝1 < 𝑝2 < ∞, 0 < 𝜃 < 1, 1∕𝑝 = (1 − 𝜃)∕𝑝1 + 𝜃∕𝑝2, 0 < 𝑞, 𝑟 ≤ ∞, and −1 < 𝛼. Then(

𝐟𝑝1,𝑞
(
ℝ𝑛,𝑤𝛼

)
, 𝐟𝑝2,𝑞

(
ℝ𝑛,𝑤𝛼

))
𝜃,𝑟

= 𝐟𝑞𝐿𝑝,𝑟
(
ℝ𝑛,𝑤𝛼

)
,

with equivalent quasi-norms.
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Proof. For the case of unweighted spaces this result can be found in [5, Theorem 3.5]. Let 𝑖 = 1, 2. Given any
𝜆 ∈ 𝐟𝑝𝑖,𝑞

(
ℝ𝑛,𝑤𝛼

)
, let 𝑅(𝜆) be the sequence of functions defined as

𝑅(𝜆)(𝑥) =
(
𝜆𝑗,𝑚𝜒𝑗,𝑚(𝑥)

)
.

Then 𝑅 ∶ 𝐟𝑝𝑖,𝑞
(
ℝ𝑛,𝑤𝛼

)
→ 𝐿𝑝𝑖

(
𝓁𝑞

(
𝓵𝐪

)
, 𝑤𝛼

)
is bounded and ‖‖𝑅(𝜆)|𝐿𝑝𝑖(𝓁𝑞(𝓵𝐪

)
, 𝑤𝛼

)‖‖ = ‖‖𝜆|𝐟𝑝𝑖 ,𝑞(ℝ𝑛,𝑤𝛼

)‖‖, 𝑖 = 1, 2.
Let 0 < 𝐴 < min(𝑝1∕(𝑟0(𝑤𝛼)), 𝑝2∕(𝑟0(𝑤𝛼)), 𝑞). We consider now the operator

𝑃𝐴 ∶ 𝐿𝑝𝑖
(
𝓁𝑞

(
𝓵𝐪

)
, 𝑤𝛼

)
→ 𝐟𝑝𝑖,𝑞

(
ℝ𝑛,𝑤𝛼

)
defined as

𝑃𝐴
(
𝑔𝑗,𝑚

)
∶=

⎛⎜⎜⎝
(

1||𝑄𝑗,𝑚
|| ∫𝑄𝑗,𝑚

||𝑔𝑗,𝑚||𝐴(𝑦) d𝑦
)1∕𝐴⎞⎟⎟⎠.

Applying Lemma 2.8, one obtains

‖‖𝑃𝐴(𝑔𝑗,𝑚)|𝐟𝑝𝑖 ,𝑞(ℝ𝑛,𝑤𝛼

)‖‖ =

‖‖‖‖‖‖‖‖‖
⎛⎜⎜⎜⎝
∑
𝑗∈ℕ0,
𝑚∈ℤ𝑛

(
1||𝑄𝑗,𝑚

|| ∫𝑄𝑗,𝑚

||𝑔𝑗,𝑚||𝐴(𝑦) d𝑦
)𝑞∕𝐴

𝜒𝑗,𝑚(⋅)

⎞⎟⎟⎟⎠
𝐴∕𝑞

|𝐿𝑝𝑖∕𝐴(ℝ𝑛,𝑤𝛼

)‖‖‖‖‖‖‖‖‖

1∕𝐴

≤
‖‖‖‖‖‖‖‖‖
⎛⎜⎜⎜⎝
∑
𝑗∈ℕ0,
𝑚∈ℤ𝑛

(
𝑀||𝑔𝑗,𝑚||𝐴)𝑞∕𝐴

⎞⎟⎟⎟⎠
𝐴∕𝑞

|𝐿𝑝𝑖∕𝐴(ℝ𝑛,𝑤𝛼

)‖‖‖‖‖‖‖‖‖

1∕𝐴

≲

‖‖‖‖‖‖‖‖‖
⎛⎜⎜⎜⎝
∑
𝑗∈ℕ0,
𝑚∈ℤ𝑛

(||𝑔𝑗,𝑚||𝐴)𝑞∕𝐴
⎞⎟⎟⎟⎠
𝐴∕𝑞

|𝐿𝑝𝑖∕𝐴(ℝ𝑛,𝑤𝛼

)‖‖‖‖‖‖‖‖‖

1∕𝐴

= ‖‖(𝑔𝑗,𝑚)|𝐿𝑝𝑖(𝓁𝑞(𝓵𝐪

)
, 𝑤𝛼

)‖‖.
Note also that 𝑃𝐴◦𝑅(𝜆) = |𝜆|, for every 𝜆 ∈ 𝐟𝑝𝑖,𝑞

(
ℝ𝑛,𝑤𝛼

)
.

The linearity and boundedness of 𝑅 imply that for every 𝜆 ∈ 𝐟𝑝1,𝑞
(
ℝ𝑛,𝑤𝛼

)
+ 𝐟𝑝2,𝑞

(
ℝ𝑛,𝑤𝛼

)
𝐾
(
𝑡, 𝑅(𝜆); 𝐿𝑝1

(
𝓁𝑞

(
𝓵𝐪

)
, 𝑤𝛼

)
, 𝐿𝑝2

(
𝓁𝑞

(
𝓵𝐪

)
, 𝑤𝛼

))
≲ 𝐾

(
𝑡, 𝜆; 𝐟𝑝1,𝑞

(
ℝ𝑛,𝑤𝛼

)
, 𝐟𝑝2,𝑞

(
ℝ𝑛,𝑤𝛼

))
. (4.3)

On the other hand, due to the lattice properties of 𝐟𝑝𝑖 ,𝑞
(
ℝ𝑛,𝑤𝛼

)
, we can rewrite its 𝐾-functional as

𝐾
(
𝑡, 𝜆; 𝐟𝑝1,𝑞

(
ℝ𝑛,𝑤𝛼

)
, 𝐟𝑝2,𝑞

(
ℝ𝑛,𝑤𝛼

))
= inf

{‖‖𝜆1|𝐟𝑝1,𝑞(ℝ𝑛,𝑤𝛼

)‖‖ + 𝑡‖‖𝜆2|𝐟𝑝2,𝑞(ℝ𝑛,𝑤𝛼

)‖‖ ∶ ||𝜆𝑗,𝑚|| ≤ 𝜆1
𝑗,𝑚

+ 𝜆2
𝑗,𝑚

, 𝜆1
𝑗,𝑚

, 𝜆2
𝑗,𝑚

≥ 0
}
,

(see, for example, [11, Lemma 3.1]). This together with the fact that |𝑃𝐴𝑔| ≤ 𝐶𝐴(𝑃𝐴(|𝑔1|) + 𝑃𝐴(|𝑔2|)) if 𝑔 = 𝑔1 + 𝑔2, imply
that

𝐾
(
𝑡, 𝑃𝐴𝑔; 𝐟𝑝1,𝑞

(
ℝ𝑛,𝑤𝛼

)
, 𝐟𝑝2,𝑞

(
ℝ𝑛,𝑤𝛼

))
≲ ‖‖𝑃𝐴(|𝑔1|)|𝐟𝑝1,𝑞(ℝ𝑛,𝑤𝛼

)‖‖ + 𝑡‖‖𝑃𝐴(|𝑔2|)|𝐟𝑝2,𝑞(ℝ𝑛,𝑤𝛼

)‖‖
≲ ‖‖𝑔1|𝐿𝑝1(𝓁𝑞(𝓵𝐪

)
, 𝑤𝛼

)‖‖ + 𝑡‖‖𝑔2|𝐿𝑝2(𝓁𝑞(𝓵𝐪

)
, 𝑤𝛼

)‖‖
and taking the infimum over all possible decompositions we obtain that

𝐾
(
𝑡, 𝑃𝐴𝑔; 𝐟𝑝1,𝑞

(
ℝ𝑛,𝑤𝛼

)
, 𝐟𝑝2,𝑞

(
ℝ𝑛,𝑤𝛼

))
≲ 𝐾

(
𝑡, 𝑔; 𝐿𝑝1

(
𝓁𝑞

(
𝓵𝐪

)
, 𝑤𝛼

)
, 𝐿𝑝2

(
𝓁𝑞

(
𝓵𝐪

)
, 𝑤𝛼

))
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for every 𝑔 =
(
𝑔𝑗,𝑚

)
∈ 𝐿𝑝1

(
𝓁𝑞

(
𝓵𝐪

)
, 𝑤𝛼

)
+ 𝐿𝑝2

(
𝓁𝑞

(
𝓵𝐪

)
, 𝑤𝛼

)
. Thus

𝐾
(
𝑡, 𝜆; 𝐟𝑝1,𝑞

(
ℝ𝑛,𝑤𝛼

)
, 𝐟𝑝2,𝑞

(
ℝ𝑛,𝑤𝛼

))
= 𝐾

(
𝑡, |𝜆|; 𝐟𝑝1,𝑞(ℝ𝑛,𝑤𝛼

)
, 𝐟𝑝2,𝑞

(
ℝ𝑛,𝑤𝛼

))
= 𝐾

(
𝑡, 𝑃𝐴◦𝑅(𝜆); 𝐟𝑝1,𝑞

(
ℝ𝑛,𝑤𝛼

)
, 𝐟𝑝2,𝑞

(
ℝ𝑛,𝑤𝛼

))
≲ 𝐾

(
𝑡, 𝑅(𝜆); 𝐿𝑝1

(
𝓁𝑞

(
𝓵𝐪

)
, 𝑤𝛼

)
, 𝐿𝑝2

(
𝓁𝑞

(
𝓵𝐪

)
, 𝑤𝛼

))
. (4.4)

From (4.3), (4.4) and (4.1), we derive‖‖‖𝜆|(𝐟𝑝1,𝑞(ℝ𝑛,𝑤𝛼

)
, 𝐟𝑝2,𝑞

(
ℝ𝑛,𝑤𝛼

))
𝜃,𝑟

‖‖‖ ∼
‖‖‖𝑅(𝜆)|(𝐿𝑝1(𝓁𝑞(𝓵𝐪

)
, 𝑤𝛼

)
, 𝐿𝑝2

(
𝓁𝑞

(
𝓵𝐪

)
, 𝑤𝛼

))
𝜃,𝑟

‖‖‖
= ‖‖𝑅(𝜆)|𝐿𝑝,𝑟(𝓁𝑞(𝓵𝐪

)
, 𝑤𝛼

)‖‖
= ‖‖𝜆|𝐟𝑞𝐿𝑝,𝑟(ℝ𝑛,𝑤𝛼

)‖‖. □

Remark 4.4. In the hypothesis of Definition 4.1, if 𝐸𝑗,𝑚 ⊂ 𝑄𝑗,𝑚 and ||𝐸𝑗,𝑚
|| ∼ ||𝑄𝑗,𝑚

||, 𝑗 ∈ ℕ0 and 𝑚 ∈ ℤ𝑛, then applying
Remark 4.2 and Proposition 4.3, we have the following equivalence of quasi-norms:

‖‖𝜆|𝐟𝑞𝐿𝑝,𝑟(ℝ𝑛,𝑤𝛼

)‖‖ ∼

‖‖‖‖‖‖‖
( ∑

𝑗∈ℕ0

∑
𝑚∈ℤ𝑛

||𝜆𝑗,𝑚||𝑞𝜒𝐸𝑗,𝑚
(⋅)

)1∕𝑞|𝐿𝑝,𝑟(ℝ𝑛,𝑤𝛼

)‖‖‖‖‖‖‖,
for every 𝜆 ∈ 𝐟𝑞𝐿𝑝,𝑟

(
ℝ𝑛,𝑤𝛼

)
.

Let 𝑘 ∈ ℕ and let
(
𝐴𝓁

)𝑘
𝓁=1

be a finite sequence of quasi-Banach spaces. We consider the space
∏𝑘

𝓁=1
𝐴𝓁 = 𝐴1 ×⋯ × 𝐴𝑘

quasi-normed by ‖‖‖‖‖‖
(
𝑎1, … , 𝑎𝑘

)| 𝑘∏
𝓁=1

𝐴𝓁

‖‖‖‖‖‖ =

𝑘∑
𝓁=1

‖‖𝑎𝓁|𝐴𝓁
‖‖, 𝑎𝓁 ∈ 𝐴𝓁, 𝓁 = 1,… , 𝑘.

Proposition 4.5. Let
((
𝐴1
𝓁
, 𝐴2

𝓁

))𝑘
𝓁=1

be a finite sequence of quasi-Banach couples and put 𝐵𝑖 =
∏𝑘

𝓁=1
𝐴𝑖
𝓁
, 𝑖 = 1, 2. Then(

𝐵1, 𝐵2

)
is a quasi-Banach couple and for any 0 < 𝜃 < 1 and 0 < 𝑟 ≤ ∞,

(
𝐵1, 𝐵2

)
𝜃,𝑟

=

𝑘∏
𝓁=1

(
𝐴1
𝓁
, 𝐴2

𝓁

)
𝜃,𝑟
,

with equivalent quasi-norms.

Proof. First note that

𝐵𝑖 ↪

𝑘∏
𝓁=1

(
𝐴1
𝓁
+ 𝐴2

𝓁

)
, for 𝑖 = 1, 2.

Indeed, let 𝑎 =
(
𝑎1, … , 𝑎𝑘

)
∈ 𝐵𝑖 , then‖‖‖‖‖‖𝑎|

𝑘∏
𝓁=1

(
𝐴1
𝓁
+ 𝐴2

𝓁

)‖‖‖‖‖‖ =

𝑘∑
𝓁=1

‖‖‖𝑎𝓁|𝐴1
𝓁
+ 𝐴2

𝓁

‖‖‖ ≤
𝑘∑

𝓁=1

‖‖‖𝑎𝓁|𝐴𝑖
𝓁

‖‖‖ = ‖‖𝑎|𝐵𝑖
‖‖.

Now we prove that
(
𝐵1, 𝐵2

)
𝜃,𝑟

↪
∏𝑘

𝓁=1

(
𝐴1
𝓁
, 𝐴2

𝓁

)
𝜃,𝑟

. Fix 𝑡 > 0 and let 𝑎 =
(
𝑎1, … , 𝑎𝑘

)
∈ 𝐵1 + 𝐵2. For every 𝜀 > 0 we can

decompose 𝑎 = 𝑎1 + 𝑎2 with 𝑎𝑖 =
(
𝑎𝑖
1
, … , 𝑎𝑖

𝑘

)
∈ 𝐵𝑖 , 𝑖 = 1, 2, and such that

‖‖𝑎1|𝐵1
‖‖ + 𝑡‖‖𝑎2|𝐵2

‖‖ =

𝑘∑
𝓁=1

(‖‖‖𝑎1𝓁|𝐴1
𝓁

‖‖‖ + 𝑡
‖‖‖𝑎2𝓁|𝐴2

𝓁

‖‖‖) ≤ 𝐾(𝑡, 𝑎; 𝐵1, 𝐵2) + 𝜀.
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Then,
∑𝑘

𝓁=1
𝐾
(
𝑡, 𝑎𝓁; 𝐴

1
𝓁
, 𝐴2

𝓁

) ≤ ∑𝑘

𝓁=1

(‖‖‖𝑎1𝓁|𝐴1
𝓁

‖‖‖ + 𝑡
‖‖‖𝑎2𝓁|𝐴2

𝓁

‖‖‖) ≤ 𝐾
(
𝑡, 𝑎; 𝐵1, 𝐵2

)
+ 𝜀, for every 𝜀 > 0. From here we deduce

that ‖‖‖‖‖‖𝑎|
𝑘∏

𝓁=1

(
𝐴1
𝓁
, 𝐴2

𝓁

)
𝜃,𝑟

‖‖‖‖‖‖ =

𝑘∑
𝓁=1

‖‖‖𝑎𝓁|(𝐴1
𝓁
, 𝐴2

𝓁

)
𝜃,𝑟

‖‖‖ ∼

⎛⎜⎜⎝∫
∞

0

𝑡−𝜃𝑟

(
𝑘∑

𝓁=1

𝐾
(
𝑡, 𝑎𝓁; 𝐴

1
𝓁
, 𝐴2

𝓁

))𝑟

d𝑡

𝑡

⎞⎟⎟⎠
1∕𝑟

≤
(
∫

∞

0

𝑡−𝜃𝑟𝐾
(
𝑡, 𝑎; 𝐵1, 𝐵2

)𝑟 d𝑡

𝑡

)1∕𝑟

=
‖‖‖𝑎|(𝐵1, 𝐵2

)
𝜃,𝑟

‖‖‖.
An analogous argument works for the other direction. □

Let 𝐸𝑗,𝑚 = 𝑄
(𝑛−𝑘)

𝑗,𝑚
×
(
2−𝑗−2, 2−𝑗−1

)𝑘
be as in the proof of Theorem 3.8.

Proposition 4.6. Let 0 < 𝑝1 < 𝑝2 < ∞, 𝛼 > −1, 𝑛 ∈ ℕ, 𝑘 = 1, 2, … , 𝑛 − 1, 𝑠 − (𝛼 + 𝑘)∕𝑝𝑖 > (𝑛 − 𝑘)((1∕𝑝𝑖) − 1)+ for
𝑖 = 1, 2, 0 < 𝜃 < 1 and 0 < 𝑟 ≤ ∞. Then(

𝐵
𝑠−(𝛼+𝑘)∕𝑝1
𝑝1

(
ℝ𝑛−𝑘

)
, 𝐵

𝑠−(𝛼+𝑘)∕𝑝2
𝑝2

(
ℝ𝑛−𝑘

))
𝜃,𝑟

is the set of all 𝑓 ∈  ′
(
ℝ𝑛−𝑘

)
that admit a wavelet representation onℝ𝑛−𝑘

𝑓(𝑥) =
∑

𝑚∈ℤ𝑛−𝑘

𝜆𝑚𝜓𝑚(𝑥) +

2𝑛−𝑘∑
𝓁=2

∑
𝑗∈ℕ0

∑
𝑚∈ℤ𝑛−𝑘

𝜆
𝑗,𝓁
𝑚 2−𝑗(𝑛−𝑘)∕2𝜓

𝑗

𝓁,𝑚
(𝑥) for every 𝑥 ∈ ℝ𝑛−𝑘 (4.5)

and ‖‖‖𝑓|(𝐵𝑠−(𝛼+𝑘)∕𝑝1
𝑝1

(
ℝ𝑛−𝑘

)
, 𝐵

𝑠−(𝛼+𝑘)∕𝑝2
𝑝2

(
ℝ𝑛−𝑘

))
𝜃,𝑟

‖‖‖ ∼ ‖‖Λ𝑠(𝜆)|𝐿𝑝,𝑟(ℝ𝑛,𝑤𝛼

)‖‖ < ∞,

where

Λ𝑠(𝜆)(𝑥) =
∑

𝑚∈ℤ𝑛−𝑘

||𝜆𝑚||𝜒𝐸0,𝑚
(𝑥) +

2𝑛−𝑘∑
𝓁=2

∑
𝑚∈ℤ𝑛−𝑘

∞∑
𝑗=0

2𝑗𝑠
|||𝜆𝑗,𝓁𝑚 |||𝜒𝐸𝑗,𝑚

(𝑥), 𝑥 ∈ ℝ𝑛.

Proof. By Theorem 2.13, we know that
(
𝐵
𝑠−(𝛼+𝑘)∕𝑝1
𝑝1

(
ℝ𝑛−𝑘

)
, 𝐵

𝑠−(𝛼+𝑘)∕𝑝2
𝑝2

(
ℝ𝑛−𝑘

))
𝜃,𝑟
is the set of all 𝑓 ∈  ′

(
ℝ𝑛−𝑘

)
that can

be represented as in (4.5) and

‖‖‖‖𝑓|(𝐵𝑠−(𝛼+𝑘)∕𝑝1
𝑝1

(
ℝ𝑛−𝑘

)
, 𝐵

𝑠−(𝛼+𝑘)∕𝑝2
𝑝2

(
ℝ𝑛−𝑘

))
𝜃,𝑟

‖‖‖‖ ∼
‖‖‖‖𝜆|(𝑏𝑠−(𝛼+𝑘)∕𝑝1𝑝1

(
ℝ𝑛−𝑘

)
, 𝑏

𝑠−(𝛼+𝑘)∕𝑝2
𝑝2

(
ℝ𝑛−𝑘

))
𝜃,𝑟

‖‖‖‖.
Let 𝑖 = 1, 2. Consider the operator 𝑇 ∶ 𝑏

𝑠−(𝛼+𝑘)∕𝑝𝑖
𝑝𝑖

(
ℝ𝑛−𝑘

)
→

∏2𝑛−𝑘

𝓁=1
𝐟𝑝𝑖,1

(
ℝ𝑛,𝑤𝛼

)
defined as

𝑇
((

𝜆𝑚
)
,
(
𝜆
𝑗,2
𝑚

)
, … ,

(
𝜆
𝑗,2𝑛−𝑘

𝑚

))
=

(
�̂�𝓁
𝑗,(𝑚,𝑀)

)
=

⎧⎪⎨⎪⎩
𝜆𝑚 if 𝓁 = 1, 𝑗 = 0 and𝑀 = 0,

2𝑗𝑠𝜆
𝑗,𝓁
𝑚 if 𝓁 = 2,… , 2𝑛−𝑘 and𝑀 = 0,

0 otherwise,

with 𝑗 ∈ ℕ0, (𝑚,𝑀) ∈ ℝ𝑛−𝑘 × ℝ𝑘 and 𝓁 = 1, 2, … , 2𝑛−𝑘. From (3.4) and (3.5) with 𝑞 = 1, we deduce that 𝑇 is bounded.
Now we consider the operator

𝑃 ∶

2𝑛−𝑘∏
𝓁=1

𝐟𝑝𝑖,1
(
ℝ𝑛,𝑤𝛼

)
⟶ 𝑏

𝑠−(𝛼+𝑘)∕𝑝𝑖
𝑝𝑖

(
ℝ𝑛−𝑘

)
(
𝜆𝓁
𝑗,(𝑚,𝑀)

)
⟶

((
𝜆0,(𝑚,0)

)
,
(
2−𝑗𝑠𝜆1

𝑗,(𝑚,0)

)
, … ,

(
2−𝑗𝑠𝜆2

𝑛−𝑘

𝑗,(𝑚,0)

))
.



1686 BESOY et al.

Observe that 𝑃◦𝑇 = id ∶ 𝑏
𝑠−(𝛼+𝑘)∕𝑝𝑖
𝑝𝑖

(
ℝ𝑛−𝑘

)
→ 𝑏

𝑠−(𝛼+𝑘)∕𝑝𝑖
𝑝𝑖

(
ℝ𝑛−𝑘

)
, 𝑖 = 1, 2, and using Remark 4.2,

‖‖‖𝑃(𝜆)|𝑏𝑠−(𝛼+𝑘)∕𝑝𝑖𝑝𝑖

(
ℝ𝑛−𝑘

)‖‖‖ =

( ∑
𝑚∈ℤ𝑛

|||𝜆10,(𝑚,0)

|||𝑝𝑖
)1∕𝑝𝑖

+

2𝑛−𝑘∑
𝓁=2

( ∞∑
𝑗=0

∑
𝑚∈ℤ𝑛

|||𝜆𝓁𝑗,(𝑚,1)

|||𝑝𝑖 2−𝑗(𝛼+𝑘))
1∕𝑝𝑖

∼
‖‖‖‖‖

∑
𝑚∈ℤ𝑛

|||𝜆10,(𝑚,0)

|||𝜒𝐸0,(𝑚,0)
| 𝐿𝑝𝑖(ℝ𝑛,𝑤𝛼

)‖‖‖‖‖ +
2𝑛−𝑘∑
𝓁=2

‖‖‖‖‖‖
∞∑
𝑗=0

∑
𝑚∈ℤ𝑛

|||𝜆𝓁𝑗,(𝑚,0)

|||𝜒𝐸𝑗,(𝑚,0)
| 𝐿𝑝𝑖(ℝ𝑛,𝑤𝛼

)‖‖‖‖‖‖
∼ ‖‖𝜆| 2𝑛−𝑘∏

𝓁=1

𝐟𝑝𝑖,1
(
ℝ𝑛,𝑤𝛼

)‖‖.
Then, applying Proposition 4.5, Proposition 4.3 and Remark 4.4, we have

‖‖‖𝜆|(𝑏𝑠−(𝛼+𝑘)∕𝑝1𝑝1

(
ℝ𝑛−𝑘

)
, 𝑏

𝑠−(𝛼+𝑘)∕𝑝2
𝑝2

(
ℝ𝑛−𝑘

))
𝜃,𝑟

‖‖‖ ∼
‖‖‖‖‖𝑇(𝜆)

|||||
(

2𝑛−𝑘∏
𝓁=1

𝐟𝑝1,1
(
ℝ𝑛,𝑤𝛼

)
,

2𝑛−𝑘∏
𝓁=1

𝐟𝑝2,1
(
ℝ𝑛,𝑤𝛼

))
𝜃,𝑟

‖‖‖‖‖
∼

‖‖‖‖‖𝑇(𝜆)|
2𝑛−𝑘∏
𝓁=1

𝐟1𝐿𝑝,𝑟
(
ℝ𝑛,𝑤𝛼

)‖‖‖‖‖
∼ ‖‖Λ𝑠(𝑓)|𝐿𝑝,𝑟(ℝ𝑛,𝑤𝛼

)‖‖. □

Corollary 4.7. Let 0 < 𝑝1 < 𝑝2 < ∞, 𝛼 > 0, 𝑛 ∈ ℕ, 0 < 𝜃 < 1, 0 < 𝑟 ≤ ∞ and 𝑠 ∈ ℝ. Then(
𝐵
𝑠−𝛼∕𝑝1
𝑝1

(ℝ𝑛), 𝐵
𝑠−𝛼∕𝑝2
𝑝2

(ℝ𝑛)
)
𝜃,𝑟

is the set of all 𝑓 ∈  ′(ℝ𝑛) that admit a wavelet representation onℝ𝑛

𝑓(𝑥) =
∑

𝑚∈ℤ𝑛

𝜆𝑚𝜓𝑚(𝑥) +

2𝑛∑
𝓁=2

∞∑
𝑗=0

∑
𝑚∈ℤ𝑛

𝜆
𝑗,𝓁
𝑚 2−𝑗𝑛∕2𝜓

𝑗

𝓁,𝑚
(𝑥), 𝑥 ∈ ℝ𝑛, (4.6)

and ‖‖‖𝑓|(𝐵𝑠−𝛼∕𝑝1
𝑝1

(ℝ𝑛), 𝐵
𝑠−𝛼∕𝑝2
𝑝2

(ℝ𝑛)
)
𝜃,𝑟

‖‖‖ ∼ ‖‖Λ𝑠(𝜆)|𝐿𝑝,𝑟(ℝ𝑛+1, 𝑤𝛼−1

)‖‖ < ∞, where

Λ𝑠(𝜆)(𝑥) =
∑

𝑚∈ℤ𝑛

||𝜆𝑚||𝜒𝐸0,𝑚
(𝑥) +

2𝑛∑
𝓁=2

∑
𝑚∈ℤ𝑛

∞∑
𝑗=0

2𝑗𝑠
|||𝜆𝑗,𝓁𝑚 |||𝜒𝐸𝑗𝑚

(𝑥), 𝑥 ∈ ℝ𝑛+1.

Now 𝐸𝑗,𝑚 = 𝑄
(𝑛)

𝑗,𝑚
×
(
2−𝑗−2, 2−𝑗−1

)
⊂ ℝ𝑛+1.

Proof. By Theorem 2.13, we know that
(
𝐵
𝑠−𝛼∕𝑝1
𝑝1

(ℝ𝑛), 𝐵
𝑠−𝛼∕𝑝2
𝑝2

(ℝ𝑛)
)
𝜃,𝑟

is the set of all 𝑓 ∈  ′(ℝ𝑛) that can be represented
as in (4.6) and

‖‖‖𝑓|(𝐵𝑠−𝛼∕𝑝1
𝑝1

(ℝ𝑛), 𝐵
𝑠−𝛼∕𝑝2
𝑝2

(ℝ𝑛)
)
𝜃,𝑟

‖‖‖ ∼
‖‖‖𝜆|(𝑏𝑠−𝛼∕𝑝1𝑝1

(ℝ𝑛), 𝑏
𝑠−𝛼∕𝑝2
𝑝2

(ℝ𝑛)
)
𝜃,𝑟

‖‖‖.
Let 𝑠 > max{𝛼∕(𝑝1) + 𝑛(1∕(𝑝1) − 1)+, 𝛼∕(𝑝2) + 𝑛(1∕(𝑝2) − 1)+} = 𝛼∕(𝑝1) + 𝑛(1∕(𝑝1) − 1)+. Then

𝐼 ∶ 𝑏
𝑠−𝛼∕𝑝𝑖
𝑝𝑖

(ℝ𝑛) ⟶ 𝑏
𝑠−𝛼∕𝑝𝑖
𝑝𝑖

(ℝ𝑛)

𝜆 =
((

𝜆𝑚
)
,
(
𝜆
𝑗,1
𝑚

)
, … ,

(
𝜆
𝑗,2𝑛

𝑚

))
⟶

((
𝜆𝑚

)
,
(
2𝑗(𝑠−𝑠)𝜆

𝑗,1
𝑚

)
, … ,

(
2𝑗(𝑠−𝑠)𝜆

𝑗,2𝑛

𝑚

))
,
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is an isometry for 𝑖 = 1, 2 and applying Proposition 4.6 we get‖‖‖𝜆|(𝑏𝑠−𝛼∕𝑝1𝑝1
(ℝ𝑛), 𝑏

𝑠−𝛼∕𝑝2
𝑝2

(ℝ𝑛)
)
𝜃,𝑟

‖‖‖ ∼
‖‖‖𝐼(𝜆)|(𝑏𝑠−𝛼∕𝑝1𝑝1

(ℝ𝑛), 𝑏
𝑠−𝛼∕𝑝2
𝑝2

(ℝ𝑛)
)
𝜃,𝑟

‖‖‖
∼ ‖‖Λ𝑠(𝐼𝜆)|𝐿𝑝,𝑟(ℝ𝑛+1, 𝑤𝛼−1

)‖‖
= ‖‖Λ𝑠(𝜆)|𝐿𝑝,𝑟(ℝ𝑛+1, 𝑤𝛼−1

)‖‖. □

Remark 4.8. Using directly results of interpolation theory,we can also obtainCorollary 4.7. Assume first that 𝑠 = 0. Observe
that 𝑏−𝛼∕𝑝𝑖𝑝𝑖

(ℝ𝑛) = 𝓁𝑝𝑖 ×
∏2𝑛

𝓁=2
𝓁
−(𝛼+𝑛)∕𝑝𝑖
𝑝𝑖

(
𝓵𝐩𝐢

)
for 𝑖 = 1, 2 and notice also that

𝓁𝑝𝑖 = 𝐿𝑝𝑖 (ℤ
𝑛, 𝜇) with 𝜇 =

∑
𝑚∈ℤ𝑛

𝛿{𝑚},

𝓁
−(𝛼+𝑛)∕𝑝𝑖
𝑝𝑖

(
𝓵𝐩𝐢

)
= 𝐿𝑝𝑖

(
ℕ0 × ℤ𝑛, �̂�

)
with �̂� =

∞∑
𝑗=0

∑
𝑚∈ℤ𝑛

2−𝑗(𝛼+𝑛)𝛿{(𝑗,𝑚)}.

By Proposition 4.5, we have

(
𝑏
−𝛼∕𝑝1
𝑝1

(ℝ𝑛), 𝑏
−𝛼∕𝑝2
𝑝2

(ℝ𝑛)
)
𝜃,𝑟

= 𝐿𝑝,𝑟(ℤ
𝑛, 𝜇) ×

2𝑛∏
𝓁=2

𝐿𝑝,𝑟
(
ℕ0 × ℤ𝑛, �̂�

)
.

Now for any 𝑠 ∈ ℝ,

𝐼𝑠 ∶ 𝑏
𝑠−𝛼∕𝑝𝑖
𝑝𝑖

(ℝ𝑛) ⟶ 𝑏
−𝛼∕𝑝𝑖
𝑝𝑖

(ℝ𝑛),

𝜆 =
((

𝜆𝑚
)
,
(
𝜆
𝑗,1
𝑚

)
, … ,

(
𝜆
𝑗,2𝑛

𝑚

))
⟶

((
𝜆𝑚

)
,
(
2𝑗𝑠𝜆

𝑗,1
𝑚

)
, … ,

(
2𝑗𝑠𝜆

𝑗,2𝑛

𝑚

))
is an isometry for 𝑖 = 1, 2 and using Theorem 2.13 we get‖‖‖𝑓||(𝐵𝑠−𝛼∕𝑝1

𝑝1
(ℝ𝑛), 𝐵

𝑠−𝛼∕𝑝2
𝑝2

(ℝ𝑛)
)
𝜃,𝑟

‖‖‖ ∼
‖‖‖𝜆|(𝑏𝑠−𝛼∕𝑝1𝑝1

(ℝ𝑛), 𝑏
𝑠−𝛼∕𝑝2
𝑝2

(ℝ𝑛)
)
𝜃,𝑟

‖‖‖
∼

‖‖‖𝐼𝑠(𝜆)|(𝑏−𝛼∕𝑝1𝑝1
(ℝ𝑛), 𝑏

−𝛼∕𝑝2
𝑝2

(ℝ𝑛)
)
𝜃,𝑟

‖‖‖
∼ ‖‖(𝜆𝑚)|𝐿𝑝,𝑟(ℤ𝑛, 𝜇)‖‖ + 2𝑛∑

𝓁=2

‖‖(2𝑗𝑠𝜆𝑗,𝓁𝑚 )|𝐿𝑝,𝑟(ℕ0 × ℤ𝑛, �̂�
)‖‖

=
‖‖‖𝑡1−1∕𝑟card{𝑚 ∈ ℤ𝑛 ∶ ||𝜆𝑚|| > 𝑡

}1∕𝑝|𝐿𝑟(ℝ)
‖‖‖

+

2𝑛∑
𝓁=2

‖‖‖‖‖‖‖𝑡
1−1∕𝑟

(
∞∑
𝑗=0

2−𝑗(𝑛+𝛼)card
{
𝑚 ∈ ℤ𝑛 ∶

|||2𝑗𝑠𝜆𝑗,𝓁𝑚 ||| > 𝑡
})1∕𝑝|𝐿𝑟(ℝ)

‖‖‖‖‖‖‖.
This quasi-norm is equivalent to the one given in Corollary 4.7. Indeed, as 𝐸𝑗,𝑚 in Corollary 4.7 are disjoint sets with
∫
ℝ𝑛+1 𝜒𝐸𝑗,𝑚

(𝑥)𝑤𝛼−1(𝑥) d𝑥 ∼ 2−𝑗(𝛼+𝑛), then for d�̃� = 𝑤𝛼−1 d𝑥 in ℝ𝑛+1, it is clear that

�̃�
({

𝑥 ∈ ℝ𝑛+1 ∶ |Λ𝑠(𝑓)| > 𝑡
})

= card
{
𝑚 ∈ ℤ𝑛 ∶ ||𝜆𝑚|| > 𝑡

}
+

2𝑛∑
𝓁=2

∞∑
𝑗=0

2−𝑗(𝑛+𝛼)card
{
𝑚 ∈ ℤ𝑛 ∶

|||2𝑗𝑠𝜆𝑗,𝓁𝑚 ||| > 𝑡
}
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and

‖‖Λ𝑠(𝜆)|𝐿𝑝,𝑟(ℝ𝑛+1, 𝑤𝛼−1

)‖‖ ∼
‖‖‖𝑡1−1∕𝑟card{𝑚 ∈ ℤ𝑛 ∶ ||𝜆𝑚|| > 𝑡

}1∕𝑝|𝐿𝑟(ℝ)
‖‖‖

+

2𝑛∑
𝓁=2

‖‖‖‖‖‖‖𝑡
1−1∕𝑟

(
∞∑
𝑗=0

2−𝑗(𝑛+𝛼)card
{
𝑚 ∈ ℤ𝑛 ∶

|||2𝑗𝑠𝜆𝑗,𝓁𝑚 ||| > 𝑡
})1∕𝑝|𝐿𝑟(ℝ)

‖‖‖‖‖‖‖ .
Finally, notice that with the interpolation approach, the argument works for any 𝛼 ∈ ℝ, we do not need to assume

that 𝛼 > 0. One might understand this, at first glance, astonishing fact in the way that for smaller 𝛼 the corresponding
smoothness of the involved Besov spaces 𝐵𝑠−𝛼∕𝑝𝑖

𝑝𝑖
(ℝ𝑛), 𝑖 = 1, 2, increases such that the Besov spaces themselves are getting

smaller. Accordingly the assumptions to the sequences representing them become more and more restrictive as can be
observed from the argument including the cardinality above.

Remark 4.9. Peetre’s request in [25, p. 110] to study the real interpolation space(
𝐵
𝑠1
𝑝1,𝑞1

(ℝ𝑛), 𝐵
𝑠2
𝑝2,𝑞2

(ℝ𝑛)
)
𝜃,𝑟

for 𝑝1 ≠ 𝑝2, without any coupling of 𝑟with the other parameters, seems to be a rather tricky problem. Usingwavelet repre-
sentations one can transfer nowadays this problem to the real interpolation of corresponding sequence spaces. But beyond
the well-known classical assertions this appears to be a rather hopeless task in general. Corollary 4.7 might be considered
as the first non-standard assertion in the literature. The additional assumptions 𝑝1 = 𝑞1, 𝑝2 = 𝑞2, 𝑠1 + 𝛼∕𝑝1 = 𝑠2 + 𝛼∕𝑝2,
and 𝛼 > 0 in Corollary 4.7, or 𝛼 ∈ ℝ in Remark 4.8, respectively, are essential for themethod. The question arises whether
this type of argument can be extended to further cases. We do not know of any other non-standard results yet. But it
is clear now that Lorentz spaces and Lorentz smoothness spaces appear naturally. More recent results about wavelet
characterizations and real interpolation of the Besov–Lorentz spaces 𝐵𝑠

𝑞𝐿𝑝,𝑟(ℝ
𝑛)may be found in the recent paper [4].
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