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## 1. Introduction

The study of electron and nuclear dynamics is a central focus in atomic and chemical physics and is motivated by the desire to understand the behaviour of atoms and molecules on a fundamental level. Within the framework of quantum mechanics, we describe atoms and molecules by stationary eigenstates. If we superpose these states coherently, we create a wave packet that evolves dynamically on a timescale determined by the states' energy difference. Thus, the superposition of rotational, vibrational and electronic states, leads to, respectively, rotational dynamics on the picosecond ( $1 \mathrm{ps}=10^{-12} \mathrm{~s}$ ), vibrational dynamics on the femtosecond ( $1 \mathrm{fs}=10^{-15} \mathrm{~s}$ ), and electron dynamics on the attosecond ( 1 as $=10^{-18} \mathrm{~s}$ ) timescale. One way to create these wave packets and, thus, initiate dynamics is via light-matter interaction. For example, electronic excitation creates a nuclear wave packet in an excited electronic state, or sudden ionisation leads to an electron wave packet in the cation. Hence, the interplay of light-matter interaction with electron and nuclear dynamics is a fundamental question in atomic and chemical physics.

In addition, unravelling electron and nuclear dynamics has implications beyond the fundamental interest since the motion of electrons and nuclei is at the heart of lightinduced processes in chemistry and biology. Understanding them better is essential to explore processes, such as photosynthesis, radiation damage, and vitamin $D$ formation, and to make progress in important industrial and medical areas, such as photocatalysis, solar energy harvesting, and photodynamic therapy ${ }^{[11]}$.
The first step to observing dynamics is the development of light technologies with pulse durations capable of resolving the intrinsic time scale of molecular particles. Historically, the first such light technology came in the second half of the 20th century with the discovery of the laser that, subsequently, allowed the generation of femtosecond light pulses in the ultraviolet (UV) ( $100 \mathrm{~nm}-400 \mathrm{~nm}$ ) to near-infrared (NIR) ( $700 \mathrm{~nm}-2500 \mathrm{~nm}$ ). These light pulses can be used in time-resolved pump-probe experiments. Here, the pump pulse excites the system and a second delayed probe pulse detects the pump-induced dynamics. Such setups have been used to resolve the nuclear motion on the femtosecond timescale and gave rise to the now well-established femtochemistry research field ${ }^{[78]}$. At the advent of the 21st century, the construction of X-ray Free-Electron Laser (XFEL) facilities 9 [12] extended the spectral range of femtosecond pulses, opening up the the extreme ultraviolet (XUV) ( $10 \mathrm{~nm}-124 \mathrm{~nm}$ or $10 \mathrm{eV}-124 \mathrm{eV}$ ) to hard x-ray ( $0.01 \mathrm{~nm}-0.25 \mathrm{~nm}$ or $5 \mathrm{keV}-100 \mathrm{keV}$ ) regime. Consequently, new methods, such as non-resonant x-ray scattering, could be used to track nuclear dynamics ${ }^{[13]}$. At the same time, major scientific discoveries and tech-
nological advances, such as chirped pulse amplification ${ }^{[14]}$, pulse compression and spectral broadening via self-phase modulation ${ }^{[1516]}$, carrier-envelope phase stabilisation ${ }^{[17]}$, and chirped multilayer coatings ${ }^{[18}$, culminated in the creation of isolated attosecond light pulses via high harmonic generation (HHG) ${ }^{\frac{1920}{120}}$ in the XUV to soft x-ray (SXR) $(124 \mathrm{eV}-$ $5 \mathrm{keV})$ spectral region ${ }^{[2122]}$. Additionally to resolving nuclear dynamics, the investigation of electron motion on its natural timescale of attoseconds was now in reach and created the new research field of attosecond science ${ }^{[23+25]}$. In the future, $x$-ray pulses from XFELs are poised to enter the attosecond time duration, expanding the methods capable of tracking electron dynamics ${ }^{[26]-30]}$.

Applying the aforementioned light technologies specifically to ultrafast electron dynamics in molecules is often summarized under the term attosecond chemistry or short attochemistry ${ }^{112131]}$. Here, attosecond electron dynamics plays a crucial role in understanding the early stages of light-induced processes. Moreover, correlation processes, i.e. the coupling between the particles in molecules, become pivotal. The initial light interaction leads to electron dynamics governed by the interaction and correlation of all electrons in the system. Subsequently, the rearrangement of electrons triggers nuclear motion on the femtosecond timescale, which in turn can influence electron dynamics and can lead to coupled electron and nuclear motion. Of particular interest are conical intersections (CIs), nuclear geometry points where electronic states cross and strong nuclear-electron coupling occurs ${ }^{[32]}$. These are ubiquitous drivers of light-induced chemistry and biology, seen in processes like the retinal isomerisation of the vision process and the photostability of DNA bases ${ }^{33334}$. Therefore, the long-term goal of attochemistry is to understand and subsequently manipulate electron dynamics in molecules to steer nuclear dynamics and photochemical processes. This could open opportunities for the rational design of new molecules with specific properties and reactivity.

While such attosecond quantum control schemes are yet out of reach and necessitate substantial technological and theoretical advances, current research focuses on developing experimental tools to monitor electron and nuclear dynamics, and on understanding the fundamentals behind coupled electron and nuclear motion. Experimental techniques can be broadly divided into two approaches: (i) attosecond measurements without attosecond pulses and (ii) attosecond pump-probe spectroscopy. In (i), techniques known from strong-field physics ${ }^{35}$ are employed, such as laser-induced electron diffraction ${ }^{36-38}$, holography ${ }^{[3940]}$, attoclock ${ }^{[4142]}$, or high-harmonic spectroscopy ${ }^{433}{ }^{45]}$. These methods are based on the recollision process upon ionisation by intense NIR pulses ${ }^{20]}$. While these light pulses have a duration of tens of femtoseconds, the ionisation process is highly non-linear and sensitive to the instantaneous value of the electric field. This allows a subcycle time resolution on the attosecond timescale. However, the non-linearity of strong light pulses leads to complex, non-perturbative dynamics that are difficult to simulate and analyse. Moreover, competing processes, such as ionisation from deeper-lying molecular orbitals, have to be considered ${ }^{[43 / 44]}$. Attosecond pump-probe spectroscopy (ii) is based
on the analogy with femtochemistry pump-probe spectroscopy. Instead of isolated femtosecond pulses, isolated attosecond pulses (IAPs) are employed to obtain an attosecond time resolution. Naturally, light pulses in the XUV to x-ray spectral region can facilitate attosecond pulse duration and are obtained experimentally either via HHG or at XFELs. Crucially, IAPs with high intensity and photon flux are needed due to the low cross section of high-frequency light-matter interactions. However, attosecond pulses by HHG lack intensity and photon flux for attosecond pump, attosecond probe experiments, and pulses from XFELs are just about to enter attosecond time duration. Therefore, instead of a sequence of two IAPs, most attosecond pump-probe experiments use one IAP and one few-cycle NIR pulse. Depending on the setup and the measured observable, either pulse can serve as a pump or probe. The specific combination of XUV pump and NIR probe is termed attosecond streaking. It is a regularly employed technique in attosecond science, e.g. to characterise attosecond pulses or to measure photoionisation time delays ${ }^{[2346]}$.

The first pump-probe experiment with attosecond temporal resolution was performed by Sansone et al. in $2010{ }^{\boxed{47} \text {. They used an XUV IAP and a time-delayed few-cycle NIR }}$ pulse to ionise molecular hydrogen. Detecting the asymmetry in the formation of charged atomic fragments revealed electron localisation between the two protons in $\mathrm{H}_{2}^{+}$with sub-fs resolution. Subsequent experiments have targeted electron and nuclear dynamics in diatomic and small polyatomic molecules, such as $\mathrm{O}_{2}, \mathrm{~N}_{2}, \mathrm{CO}, \mathrm{CO}_{2}$, and $\mathrm{C}_{2} \mathrm{H}_{4}{ }^{48 / 54]}$. Larger systems have also been investigated, most prominently in 2014, when Calegari et al. observed charge migration in the amino acid phenylalanine ${ }^{55]}$. Charge migration is initiated by an ionising attosecond pump pulse that creates a superposition of hole states, i.e. an electronic wave packet, that manifests as attosecond modulation of the electron density ${ }^{56]}$. Calegari's experimental approach used a NIR pulse to probe the intrinsic charge migration initiated by the pump by measuring the quantum yield of a particular molecular fragment with attosecond resolution. Motivated by these early results, several pioneering experiments have followed that investigated various attosecond phenomena. Apart from charge migration, experiments looked into correlation dynamics trying to understand the exact nature of the photoionisation processes under the influence of coupled particles ${ }^{57}$, photoionisation time delays aiming at measuring the intrinsic time needed to liberate an electron from a molecule ${ }^{[46]}$, the effect of chirality and non-dipole interactions on the dynamics ${ }^{[5859}$, and autoionisation decays ${ }^{[52160]}$.
While these studies were experimental milestones facilitated by novel light technologies, they also relied strongly on theoretical and computational insight to analyse and understand the experimental observables. Therefore, apart from the discussed developments in light technologies and experimental approaches, advancements in theory are pivotal for understanding dynamics and attochemistry. The accurate theoretical description of attosecond processes that combines light-matter interactions with coupled electron and nuclear dynamics represents a formidable challenge and is still in its early stages. As outlined in the beginning, the processes induced by attosecond pulses require a description
of electron-electron and nuclear-electron correlation in multi-particle molecular systems. Crucially, these correlations occur not only in bound states but also in the continuum that must be included in simulations. Additionally, the light pulses of pump-probe experiments must be incorporated explicitly. In the case of NIR pulses or high-intensity XUV pulses, non-perturbative treatments are needed. Currently, a complete description of these processes is only possible for $\mathrm{H}_{2}$. Thus, common theoretical approaches have to rely on approximations. For example, in the single active electron approximation, only one electron interacts with the light pulse and is described quantum dynamically, the frozen nuclei approximation disregards the nuclear degrees of freedom, and the sudden approximation and first-order perturbation theory limit the exact nature of the light pulse interaction in the ionisation process. Consequently, significant efforts are underway to derive new approximated methods to model electron dynamics in bound and continuum states with coupling to nuclear degrees of freedom ${ }^{[2]}$.
In this work, a different approach is chosen. Instead of applying approximated methods, we employ a reduced-dimensionality molecular quantum model system. This allows for numerically exact electron-electron and nuclear-electron correlation, an explicit lightmolecule interaction and a grid-based continuum. The model is applied to current problems in attochemistry and gives qualitative conclusions beyond any of the aforementioned theoretical approximations. In this context, we study molecular correlation dynamics, photoionisation time delays, and post-ionisation dynamics, which are light-induced processes that strongly rely on particle correlation. Furthermore, we investigate few-cycle, high-intensity effects beyond first-order perturbation treatments.
Since attosecond science is a fast-evolving research field, new technology developments are poised to spark new methods and experiments. In this regard, we look into core-level spectroscopy and transient absorption in the attosecond regime ${ }^{[61]}$ as a novel experimental tool that allows the observation of attosecond dynamics in neutral molecules. This is an important milestone for translating attochemistry to biologically relevant systems since, so far, most experiments rely on an initial photoionisation step and track cationic dynamics. Furthermore, with XFELs coming ever closer to attosecond pulses in the hard x-ray regime, time-resolved x -ray scattering could combine the extreme temporal resolution of attosecond pulses with picometer spatial resolution ${ }^{[62163]}$. We contribute to understanding how x-ray scattering can be used in the future for attosecond experiments and evaluate the role of ionising transitions in the scattering signal.

## 2. Theory

This chapter covers the theoretical background and methods used for the research in chapter 4. First, a brief summary of quantum dynamics is given involving state vectors, operators, and different ways to treat the time evolution of a quantum system. Moreover, we introduce perturbation theory and the spectral representation in the basis of time-independent solutions. Second, semi-classical light-matter interaction is presented. Maxwell's equations, gauge transformations, dipole approximation and pulse chirping are discussed in this context. Third, the molecular Hamiltonian is introduced, and common concepts of quantum chemistry and molecular excited-state dynamics referenced. Throughout this chapter - unless stated otherwise - atomic units are used. Vectors in three-dimensional space are indicated in bold.

### 2.1. Quantum dynamics

The following section introduces some of the fundamental aspects of quantum dynamics. For more details and a general overview of (time-dependent) quantum mechanics, we refer to established literature 64 , which is also the basis of this section.

The dynamics of a quantum system is governed by the time-dependent Schrödinger equation (TDSE),

$$
\begin{equation*}
i \frac{\partial}{\partial t}|\Psi(t)\rangle=\hat{H}(t)|\Psi(t)\rangle \tag{2.1}
\end{equation*}
$$

Here, $i$ is the imaginary unit, $\hat{H}(t)$ the system's Hamiltonian, and $|\Psi(t)\rangle$ a time-dependent state vector in Hilbert space - a complex and linear vector space with an inner product that completely describes the system.

The Hamiltonian is the quantum mechanical analogue to the classical Hamiltonian function and contains expressions for the system's energy and possible (time-dependent) interactions. For now, we keep its form general and focus on time evolution before discussing the Hamiltonian for light-matter interaction and the molecular Hamiltonian in section 2.2 and section 2.3 , respectively.

### 2.1.1. State vector and operator

The state vector, $|\Psi(t)\rangle$, can be expanded in any basis of eigenstates. A common expansion is in terms of position and momentum eigenstates, $\{|\boldsymbol{x}\rangle\}$ and $\{|\boldsymbol{p}\rangle\}$, and gives for a single
particle in three dimensions

$$
\begin{align*}
& |\Psi(t)\rangle=\int \mathrm{d}^{3} x|\boldsymbol{x}\rangle\langle\boldsymbol{x} \mid \Psi(t)\rangle=\int \mathrm{d}^{3} x \Psi(\boldsymbol{x}, t)|\boldsymbol{x}\rangle  \tag{2.2}\\
& |\Psi(t)\rangle=\int \mathrm{d}^{3} p|\boldsymbol{p}\rangle\langle\boldsymbol{p} \mid \Psi(t)\rangle=\int \mathrm{d}^{3} p \Psi(\boldsymbol{p}, t)|\boldsymbol{p}\rangle . \tag{2.3}
\end{align*}
$$

This yields, respectively, the position and momentum wave function,

$$
\begin{align*}
& \Psi(\boldsymbol{x}, t)=\langle\boldsymbol{x} \mid \Psi(t)\rangle  \tag{2.4}\\
& \Psi(\boldsymbol{p}, t)=\langle\boldsymbol{p} \mid \Psi(t)\rangle . \tag{2.5}
\end{align*}
$$

These are related by Fourier transform (FT) as evident by inserting, respectively, unity in momentum and position space:

$$
\begin{align*}
& \Psi(\boldsymbol{x}, t)=\int \mathrm{d}^{3} p\langle\boldsymbol{x} \mid \boldsymbol{p}\rangle\langle\boldsymbol{p} \mid \Psi(t)\rangle=(2 \pi)^{3 / 2} \int \mathrm{~d}^{3} p \mathrm{e}^{+i \boldsymbol{p} x} \Psi(\boldsymbol{p}, t),  \tag{2.6}\\
& \Psi(\boldsymbol{p}, t)=\int \mathrm{d}^{3} x\langle\boldsymbol{p} \mid \boldsymbol{x}\rangle\langle\boldsymbol{x} \mid \Psi(t)\rangle=(2 \pi)^{3 / 2} \int \mathrm{~d}^{3} x \mathrm{e}^{-i \boldsymbol{p} x} \Psi(\boldsymbol{x}, t) . \tag{2.7}
\end{align*}
$$

Here, we use the position eigenstate in momentum representation, $\langle\boldsymbol{p} \mid \boldsymbol{x}\rangle=(2 \pi)^{3 / 2} \mathrm{e}^{-i \boldsymbol{p} x}$, and the momentum eigenstates in position representation, $\langle\boldsymbol{x} \mid \boldsymbol{p}\rangle=(2 \pi)^{3 / 2} \mathrm{e}^{+i \boldsymbol{p} \boldsymbol{x}}$. These representations and their relation prove useful for numerical implementations and are discussed further in chapter 3.

While the state vector contains all information about the system, its interpretation is not straightforward. The established approach to the abstract vector is the Born interpretation ${ }^{688}$. It defines the probability density as

$$
\begin{equation*}
P(\boldsymbol{x}, t)=|\Psi(\boldsymbol{x}, t)|^{2} \tag{2.8}
\end{equation*}
$$

and states that the probability of finding a particle in the volume element $\mathrm{d}^{3} x$, centred at point $\boldsymbol{x}$ and at time $t$ is proportional to $P(\boldsymbol{x}, t) \mathrm{d}^{3} x$. This frames the probabilistic approach to quantum mechanics where - contrary to classical mechanics - only statements about the probabilities of results are possible.

A general way to extract information from a state vector is by applying an operator, $\hat{O}$, and calculating the expectation value,

$$
\begin{equation*}
\langle\hat{O}(t)\rangle=\langle\Psi(t)| \hat{O}|\Psi(t)\rangle \tag{2.9}
\end{equation*}
$$

Experimentally measurable quantities, i.e. observables, are real-valued and represented by Hermitian operators ${ }^{69}$. These are defined as operators that are equal to their conjugate transpose (or adjoint),

$$
\begin{equation*}
\hat{O}_{\mathrm{H}}=\hat{O}_{\mathrm{H}}^{\dagger} . \tag{2.10}
\end{equation*}
$$

It can be shown that the eigenvalues, $\left\{w_{\alpha}\right\}$, of a Hermitian operator, $\hat{O}_{\mathrm{H}}$, are real and its
eigenstates, $\left\{\left|\phi_{\alpha}\right\rangle\right\}$, with different eigenvalues, $w_{\alpha} \neq w_{\beta}$, are orthogonal, i.e. $\left\langle\phi_{\alpha} \mid \phi_{\beta}\right\rangle=0$. If the system, $|\Psi(t)\rangle$, is in an eigenstate of a Hermitian operator, i.e. $|\Psi(t)\rangle=\left|\phi_{\alpha}\right\rangle$, the probability of measuring the corresponding real eigenvalue, $w_{\alpha}$, equals one. If the system is in a superposition of eigenstates, i.e. $|\Psi(t)\rangle=\sum_{i} c_{i}(t)\left|\phi_{i}\right\rangle$, the average value is given by the sum of all eigenvalues, $w_{i}$, weighted by corresponding probabilities, $\left|c_{i}(t)\right|^{2}$,

$$
\begin{align*}
\left\langle\hat{O}_{\mathrm{H}}(t)\right\rangle & =\langle\Psi(t)| \hat{O}_{\mathrm{H}}|\Psi(t)\rangle  \tag{2.11}\\
& =\sum_{i} c_{i}^{*}(t) \sum_{j=0}^{\infty} c_{j}(t)\left\langle\phi_{i}\right| \hat{O}_{\mathrm{H}}\left|\phi_{j}\right\rangle  \tag{2.12}\\
& =\sum_{i}\left|c_{i}(t)\right|^{2} w_{i} . \tag{2.13}
\end{align*}
$$

A system's Hamiltonian, $\hat{H}(t)$, is an example for a Hermitian operator.

### 2.1.2. Time evolution

The time evolution of a quantum system is determined by its equation of motion as presented in Eq. 2.1. A formal solution for an initial state, $\left|\Psi\left(t_{0}\right)\right\rangle$, can be obtained as

$$
\begin{equation*}
|\Psi(t)\rangle=\hat{U}\left(t, t_{0}\right)\left|\Psi\left(t_{0}\right)\right\rangle \tag{2.14}
\end{equation*}
$$

by using the time-evolution operator or propagator, $\hat{U}\left(t, t_{0}\right)$, as defined in the Schrödinger picture of quantum mechanics ${ }^{[70]}$. This operator is defined by its
i) unitarity: $\hat{U}=\hat{U}^{-1}$,
ii) identity: $\hat{U}(t, t)=1$, and
iii) closure: $\hat{U}\left(t, t_{0}\right)=\hat{U}\left(t, t_{1}\right) \hat{U}\left(t_{1}, t_{0}\right)$.

Inserting Eq. 2.14 into Eq. 2.1 yields

$$
\begin{equation*}
i \frac{\partial}{\partial t} \hat{U}\left(t, t_{0}\right)\left|\Psi\left(t_{0}\right)\right\rangle=\hat{H}(t) \hat{U}\left(t, t_{0}\right)\left|\Psi\left(t_{0}\right)\right\rangle \tag{2.15}
\end{equation*}
$$

which holds for any state $\left|\Psi\left(t_{0}\right)\right\rangle$ giving, subsequently, the operator relation

$$
\begin{equation*}
i \frac{\partial}{\partial t} \hat{U}\left(t, t_{0}\right)=\hat{H}(t) \hat{U}\left(t, t_{0}\right) . \tag{2.16}
\end{equation*}
$$

For the trivial case of a time-independent Hamiltonian, $\hat{H}_{0}$, the differential equation is solved by

$$
\begin{equation*}
\hat{U}\left(t, t_{0}\right)=\mathrm{e}^{-i \hat{H}_{0}\left(t-t_{0}\right)} . \tag{2.17}
\end{equation*}
$$

Otherwise, integration over time from $t_{0}$ to $t$ and using the identity condition results in

$$
\begin{equation*}
\hat{U}\left(t, t_{0}\right)=1-i \int_{t_{0}}^{t} \mathrm{~d} t_{1} \hat{H}\left(t_{1}\right) \hat{U}\left(t_{1}, t_{0}\right) \tag{2.18}
\end{equation*}
$$

This integral equation is solved iteratively by subsequent integrations,

$$
\begin{equation*}
\hat{U}\left(t, t_{0}\right)=1+\sum_{n=1}^{\infty}(-i)^{n} \int_{t_{0}}^{t} \mathrm{~d} t_{1} \hat{H}\left(t_{1}\right) \int_{t_{0}}^{t_{1}} \mathrm{~d} t_{2} \hat{H}\left(t_{2}\right) \ldots \int_{t_{0}}^{t_{n-1}} \mathrm{~d} t_{n} \hat{H}\left(t_{n}\right) . \tag{2.19}
\end{equation*}
$$

Note that the integrals are time-ordered, i.e. $t_{1}>t_{2}>\ldots>t_{n}$. The Dyson series is found by introducing the time-ordering operator, $\hat{T}$, together with symmetry considerations,

$$
\begin{align*}
\hat{U}\left(t, t_{0}\right) & =1+\sum_{n=1}^{\infty} \frac{(-i)^{n}}{n!} \int_{t_{0}}^{t} \mathrm{~d} t_{1} \int_{t_{0}}^{t} \mathrm{~d} t_{2} \ldots \int_{t_{0}}^{t} \mathrm{~d} t_{n} \hat{T}\left[\hat{H}\left(t_{1}\right) \hat{H}\left(t_{2}\right) \ldots \hat{H}\left(t_{n}\right)\right]  \tag{2.20}\\
& =\hat{T} \mathrm{e}^{-i \int_{t_{0}}^{t} \hat{H}(\tau) \mathrm{d} \tau} . \tag{2.21}
\end{align*}
$$

If the Hamiltonian commutes with itself at different times, i.e. $\left[\hat{H}\left(t_{i}\right), \hat{H}\left(t_{j}\right)\right]=0$, the time-ordering can be dropped,

$$
\begin{equation*}
\hat{U}\left(t, t_{0}\right)=\mathrm{e}^{-i \int_{t_{0}}^{t} \hat{H}(\tau) \mathrm{d} \tau} . \tag{2.22}
\end{equation*}
$$

However, this is not the case for most problems and especially not for the light-matter interactions investigated in this work. Analytical solutions are, thus, rare and the time evolution has to be solved numerically. This is explained in section 3.1 by means of the short-time propagator. In conclusion, inserting Eq. 2.17 2.21 2.22 in Eq. 2.14 gives the time evolution of the state vector for a

$$
\begin{align*}
\text { time-independent Hamiltonian: }|\Psi(t)\rangle & =\mathrm{e}^{-i \hat{H}_{0}\left(t-t_{0}\right)}\left|\Psi\left(t_{0}\right)\right\rangle,  \tag{2.23}\\
\text { commuting time-dependent Hamiltonian: }|\Psi(t)\rangle & =\mathrm{e}^{-i \int_{t_{0}}^{t} \hat{H}(\tau) \mathrm{d} \tau}\left|\Psi\left(t_{0}\right)\right\rangle,  \tag{2.2}\\
\text { general time-dependent Hamiltonian: }|\Psi(t)\rangle & =\hat{T} \mathrm{e}^{-i \int_{t_{0}}^{t} \hat{H}(\tau) \mathrm{d} \tau}\left|\Psi\left(t_{0}\right)\right\rangle . \tag{2.25}
\end{align*}
$$

### 2.1.3. Dirac picture and perturbation theory

The above approach can be used to obtain expressions for time-dependent perturbation theory in the interaction (or Dirac) picture ${ }^{[7]}$. In brief, the time-dependent Hamiltonian is split into a time-independent contribution, $\hat{H}_{0}$, and a time-dependent interaction, $\hat{W}(t)$,

$$
\begin{equation*}
\hat{H}(t)=\hat{H}_{0}+\hat{W}(t) . \tag{2.26}
\end{equation*}
$$

Within the Dirac picture, we define the interaction state vector and the interaction operator as

$$
\begin{align*}
\left|\Psi_{I}(t)\right\rangle & =\mathrm{e}^{i \hat{H}_{0} t}|\Psi(t)\rangle  \tag{2.27}\\
\hat{W}_{I}(t) & =\mathrm{e}^{i \hat{H}_{0} t} \hat{W}(t) \mathrm{e}^{-i \hat{H}_{0} t} . \tag{2.28}
\end{align*}
$$

Insertion into the TDSE yields the time evolution of the interaction state vector similar to Eq. 2.25.

$$
\begin{equation*}
\left|\Psi_{I}(t)\right\rangle=\hat{T} \mathrm{e}^{-i \int_{t_{0}}^{t} \hat{W}_{I}(\tau) \mathrm{d} \tau}\left|\Psi_{I}\left(t_{0}\right)\right\rangle . \tag{2.29}
\end{equation*}
$$

Going back to the Schrödinger picture (via Eq. 2.27) gives the state vector

$$
\begin{align*}
|\Psi(t)\rangle & =\mathrm{e}^{-i \hat{H}_{0} t} \hat{T}^{-i \int_{t_{0}}^{t} \hat{W}_{I}(\tau) \mathrm{d} \tau} \mathrm{e}^{i \hat{H}_{0} t_{0}}\left|\Psi\left(t_{0}\right)\right\rangle  \tag{2.30}\\
& =\mathrm{e}^{-i \hat{H}_{0}\left(t-t_{0}\right)}\left|\Psi\left(t_{0}\right)\right\rangle  \tag{2.31}\\
& +\sum_{n=1}^{\infty} \frac{(-i)^{n}}{n!} \mathrm{e}^{-i \hat{H}_{0} t} \int_{t_{0}}^{t} \mathrm{~d} t_{1} \int_{t_{0}}^{t} \mathrm{~d} t_{2} \ldots \int_{t_{0}}^{t} \mathrm{~d} t_{n} \hat{T}\left[\hat{W}_{I}\left(t_{1}\right) \hat{W}_{I}\left(t_{2}\right) \ldots \hat{W}_{I}\left(t_{n}\right)\right] \mathrm{e}^{i \hat{H}_{0} t_{0}}\left|\Psi\left(t_{0}\right)\right\rangle . \tag{2.32}
\end{align*}
$$

Truncating the infinite sum in Eq. 2.32 at order $k$ results in an approximated state vector expressed in terms of $k$ (time-ordered) interactions and is the basis of time-dependent perturbation theory,

$$
\begin{align*}
& \left|\Psi^{(k)}(t)\right\rangle=\sum_{n=0}^{k}\left|\psi^{(n)}(t)\right\rangle  \tag{2.33}\\
& \left|\psi^{(n)}(t)\right\rangle=\frac{(-i)^{n}}{n!} \mathrm{e}^{-i \hat{H}_{0} t} \int_{t_{0}}^{t} \mathrm{~d} t_{1} \int_{t_{0}}^{t} \mathrm{~d} t_{2} \ldots \int_{t_{0}}^{t} \mathrm{~d} t_{n} \hat{T}\left[\hat{W}_{I}\left(t_{1}\right) \hat{W}_{I}\left(t_{2}\right) \ldots \hat{W}_{I}\left(t_{n}\right)\right] \mathrm{e}^{i \hat{H}_{0} t_{0}}\left|\Psi\left(t_{0}\right)\right\rangle . \tag{2.3.3}
\end{align*}
$$

Here, $\left|\Psi^{(k)}(t)\right\rangle$ is the state vector up to $k$-th order perturbation, while $\left|\psi^{(n)}(t)\right\rangle$ is the state vector describing a contribution of $n$-th order. Since the interaction operator terms are strictly time-ordered, perturbation theory is used in light-matter interaction to describe consecutive perturbative events to a ground state $\left|\Psi\left(t_{0}\right)\right\rangle$, e.g. $n$-th order perturbation theory is used to describe the interaction of a system with $n$ photons.

### 2.1.4. Time-independent Schrödinger equation

If the Hamiltonian describing the system is time-independent, the state vector can be written as a product state of a time-independent state vector and a time-dependent phase,

$$
\begin{equation*}
|\Psi(t)\rangle=|\psi\rangle \phi(t) . \tag{2.35}
\end{equation*}
$$

By separation of variables, one obtains two differential equations,

$$
\begin{align*}
\hat{H}_{0}|\psi\rangle & =E|\psi\rangle  \tag{2.36}\\
i \frac{\partial}{\partial t} \phi(t) & =E \phi(t) \tag{2.37}
\end{align*}
$$

The second equation has the trivial solution

$$
\begin{equation*}
\phi(t)=\mathrm{e}^{-i E t} \tag{2.38}
\end{equation*}
$$

Eq. 2.36 is the time-independent Schrödinger equation (TISE) - an eigenvalue equation describing stationary states of the system. For bound states, the energy of the system, $E$, is quantized, allowing only discrete solutions, i.e. $E \rightarrow E_{n}$ and $|\psi\rangle \rightarrow\left|\psi_{n}\right\rangle$. Since Eq. 2.36 is an eigenvalue equation for the Hermitian operator, $\hat{H}_{0}$, the time-independent state vectors, $\left\{\left|\psi_{n}\right\rangle\right\}$, build a complete basis of orthonormal vectors of the system. Therefore, we can write any bound state in the so-called spectral representation as a linear superposition of bound eigenstates with their respective time-dependent phase,

$$
\begin{equation*}
|\Psi(t)\rangle=\sum_{n} c_{n}\left|\psi_{n}\right\rangle \mathrm{e}^{-i E_{n} t} . \tag{2.39}
\end{equation*}
$$

This solution coincides with the time evolution of a state vector with a time-independent Hamiltonian, Eq. 2.23, with $\left|\Psi\left(t_{0}\right)\right\rangle=\sum_{n} c_{n}\left|\psi_{n}\right\rangle$.

### 2.2. Light-matter interaction

In this work, light-matter interactions are treated semi-classically, describing the light field classically, while the atom/molecule is described quantum mechanically. This section follows approaches from the literature ${ }^{[72 / 76]}$.

### 2.2.1. Light-matter interaction Hamiltonian

The basis of classic electrodynamics are the Maxwell equations ${ }^{[77}$, where an electromagnetic field is characterized by the electric field, $\mathcal{E}(\boldsymbol{r}, t)$, and the magnetic field, $\mathcal{B}(\boldsymbol{r}, t)$. These are expressed as

$$
\begin{align*}
\mathcal{E}(\boldsymbol{r}, t) & =-\frac{\partial \mathcal{A}(\boldsymbol{r}, t)}{\partial t}-\nabla \phi(\boldsymbol{r}, t)  \tag{2.40}\\
\mathcal{B}(\boldsymbol{r}, t) & =\nabla \times \boldsymbol{\mathcal { A }}(\boldsymbol{r}, t) \tag{2.41}
\end{align*}
$$

with the vector and scalar potentials, $\mathcal{A}(\boldsymbol{r}, t)$ and $\phi(\boldsymbol{r}, t)$, respectively. These potentials are not uniquely defined since the electric and magnetic field are invariant under the so-called classical gauge transformation 7447877,

$$
\begin{align*}
\mathcal{A}(\boldsymbol{r}, t) & \rightarrow \mathcal{A}^{\prime}(\boldsymbol{r}, t)=\mathcal{A}(\boldsymbol{r}, t)+\nabla F(\boldsymbol{r}, t),  \tag{2.42}\\
\phi(\boldsymbol{r}, t) & \rightarrow \phi^{\prime}(\boldsymbol{r}, t)=\phi(\boldsymbol{r}, t)-\frac{\partial F(\boldsymbol{r}, t)}{\partial t} \tag{2.43}
\end{align*}
$$

Any arbitrary real, differentiable function $F(\boldsymbol{r}, t)$ in the relations above leads to the same electromagnetic field. In order to obtain unique definitions for the potentials, an additional
condition, i.e. gauge fixing, is needed. A common gauge employed in semi-classical lightmatter interaction is the Coulomb gauge (or minimal coupling),

$$
\begin{equation*}
\nabla \cdot \mathcal{A}(\boldsymbol{r}, t)=0 \tag{2.44}
\end{equation*}
$$

This is often used when additionally no scalar potential (no source) is present, $\phi(\boldsymbol{r}, t)=0$, yielding the fields

$$
\begin{align*}
\mathcal{E}(\boldsymbol{r}, t) & =-\frac{\partial \mathcal{A}(\boldsymbol{r}, t)}{\partial t}  \tag{2.45}\\
\mathcal{B}(\boldsymbol{r}, t) & =\nabla \times \mathcal{A}(\boldsymbol{r}, t) \tag{2.46}
\end{align*}
$$

Other gauges, such as the Lorentz gauge, lightcone gauge, temporal gauge, and axial gauge, can be found in the literature ${ }^{[75178179]}$ but are not relevant to this work.

In order to arrive at a general expression describing light-matter interaction, we start with the non-relativistic Hamiltonian of one electron in an electromagnetic field. This is derived from the classic Lagrangian of a particle with mass $m$ and charge $q$ in an electromagnetic field ${ }^{[80]}$, yielding the Hamiltonian

$$
\begin{align*}
H(t) & =\frac{1}{2 m}[\boldsymbol{p}-q \mathcal{A}(\boldsymbol{r}, t)]^{2}+q \phi(\boldsymbol{r}, t)  \tag{2.47}\\
& =\frac{\boldsymbol{p}^{2}}{2 m}+\frac{q}{2 m}[\boldsymbol{\mathcal { A }}(\boldsymbol{r}, t) \cdot \boldsymbol{p}+\boldsymbol{p} \cdot \boldsymbol{\mathcal { A }}(\boldsymbol{r}, t)]+\frac{q^{2}}{2 m} \boldsymbol{\mathcal { A }}^{2}(\boldsymbol{r}, t)-q \phi(\boldsymbol{r}, t) \tag{2.48}
\end{align*}
$$

in the so-called external field approximation that assumes that the backreaction of the system on the electromagnetic field is negligible. Using the canonical quantization procedure (correspondence principle), momentum is substituted by the momentum operator, $\hat{\boldsymbol{p}}=-i \hbar \nabla$. Additionally, we assume no sources and the Coulomb gauge that allows the momentum operator and the vector potential in Eq. 2.48 to commute,

$$
\begin{align*}
\hat{H}(t) & =\frac{1}{2 m}[\hat{\boldsymbol{p}}-q \boldsymbol{\mathcal { A }}(\boldsymbol{r}, t)]^{2}  \tag{2.49}\\
& =\frac{1}{2 m} \hat{\boldsymbol{p}}^{2}-\frac{q}{m} \hat{\boldsymbol{p}} \cdot \boldsymbol{\mathcal { A }}(\boldsymbol{r}, t)+\frac{q^{2}}{2 m} \mathcal{A}^{2}(\boldsymbol{r}, t)  \tag{2.50}\\
& =H_{0}+H_{\mathrm{int}}(t) . \tag{2.51}
\end{align*}
$$

This results in an interaction Hamiltonian that is easily extended to $N$-particle systems,

$$
\begin{equation*}
\hat{H}_{\mathrm{int}}(t)=-\sum_{i=1}^{N} \frac{q_{i}}{m_{i}} \hat{\boldsymbol{p}}_{i} \cdot \boldsymbol{\mathcal { A }}\left(\boldsymbol{r}_{i}, t\right)+\sum_{i=1}^{N} \frac{q^{2}}{2 m_{i}} \mathcal{A}^{2}\left(\boldsymbol{r}_{i}, t\right) \tag{2.52}
\end{equation*}
$$

Thus, the TDSE describing the interaction of an $N$-particle system with an external
classical light field reads

$$
\begin{equation*}
i \frac{\partial}{\partial t}|\Psi(t)\rangle=\left[\hat{H}_{0}+\hat{H}_{\mathrm{int}}(t)\right]|\Psi(t)\rangle, \tag{2.53}
\end{equation*}
$$

where $\hat{H}_{0}$ is the system's time-independent Hamiltonian. Note that the interaction Hamiltonian, $\hat{H}_{\text {int }}(t)$, can be used in perturbation theory as a time-dependent interaction, $\hat{W}(t)$, as introduced in subsection 2.1.3. The perturbation order determines the number of interactions of the system with a single photon.

### 2.2.2. Dipole approximation and gauge transformation

In Eq. 2.42 and 2.43, we introduced the classical gauge transformations for electromagnetic fields. The same concept holds for semi-classical light-matter interaction where it is extended to the wave function, giving the quantum mechanical gauge transformation ${ }^{72174175}$,

$$
\begin{align*}
\mathcal{A}\left(\boldsymbol{r}_{i}, t\right) & \rightarrow \mathcal{A}^{\prime}\left(\boldsymbol{r}_{i}, t\right)=\mathcal{A}\left(\boldsymbol{r}_{i}, t\right)+\nabla F\left(\boldsymbol{r}_{i}, t\right),  \tag{2.54}\\
\phi\left(\boldsymbol{r}_{\boldsymbol{i}}, t\right) & \rightarrow \phi^{\prime}\left(\boldsymbol{r}_{\boldsymbol{i}}, t\right)=\phi\left(\boldsymbol{r}_{i}, t\right)-\frac{\partial F\left(\boldsymbol{r}_{i}, t\right)}{\partial t},  \tag{2.55}\\
|\Psi(t)\rangle & \rightarrow\left|\Psi^{\prime}(t)\right\rangle=\mathrm{e}^{i q_{i} F\left(\boldsymbol{r}_{i}, t\right)}|\Psi(t)\rangle . \tag{2.56}
\end{align*}
$$

The TDSE for light-matter interaction of an $N$-particle system (Eq. 2.53) is invariant under these gauge transformations, where $F\left(\boldsymbol{r}_{i}, t\right)$ is an arbitrary real, differentiable function depending on time and the spatial coordinates $\boldsymbol{r}_{i}$ of each particle $i$.

For electromagnetic fields with a wavelength $\lambda$ much larger than the spatial extent of the system $d$, i.e. $\lambda \gg d$, the dipole approximation is applied $[598182]$. One assumes that the spatial variation of the electromagnetic field over the system is very small and, thus, the spatial dependence of the electromagnetic field is neglected. The vector potential becomes spatially homogeneous, $\mathcal{A}\left(\boldsymbol{r}_{i}, t\right)=\mathcal{A}(t)$, which automatically fulfils the Coulomb gauge (Eq. 2.44). Furthermore, the magnetic field vanishes, leaving the full description of the field as

$$
\begin{equation*}
\boldsymbol{\mathcal { E }}(t)=-\frac{\mathrm{d}}{\mathrm{~d} t} \boldsymbol{\mathcal { A }}(t) . \tag{2.57}
\end{equation*}
$$

Within the dipole approximation, two quantum mechanical gauge transformations (recall Eq. 2.54-2.56) are readily applied. In the velocity gauge, the time-dependent function

$$
\begin{equation*}
F(t)=\sum_{i=1}^{N} \frac{q_{i}}{2 m_{i}} \int_{-\infty}^{t} \mathcal{A}^{2}\left(t^{\prime}\right) \mathrm{d} t^{\prime} \tag{2.58}
\end{equation*}
$$

is applied to give the velocity gauge expressions for the potentials and the state vector,

$$
\begin{align*}
\mathcal{A}^{\prime}(t) & =\mathcal{A}(t),  \tag{2.59}\\
\phi^{\prime}(t) & =-\sum_{i=1}^{N} \frac{q_{i}}{2 m_{i}} \mathcal{A}^{2}(t),  \tag{2.60}\\
\left|\Psi^{\mathrm{v}}(t)\right\rangle & =\exp \left[i \sum_{i=1}^{N} \frac{q_{i}^{2}}{2 m_{i}} \int_{-\infty}^{t} \mathcal{A}^{2}\left(t^{\prime}\right) \mathrm{d} t^{\prime}\right]|\Psi(t)\rangle . \tag{2.61}
\end{align*}
$$

The TDSE in the velocity gauge reads

$$
\begin{equation*}
i \frac{\partial}{\partial t}\left|\Psi^{\mathrm{v}}(t)\right\rangle=\left[H_{0}-\sum_{i=1}^{N} \frac{q_{i}}{m_{i}} \hat{\boldsymbol{p}}_{i} \cdot \mathcal{A}(t)\right]\left|\Psi^{\mathrm{v}}(t)\right\rangle . \tag{2.62}
\end{equation*}
$$

Clearly, the $\mathcal{A}^{2}(t)$ term is eliminated (compare Eq. 2.52), and the interaction Hamiltonian in the velocity gauge is

$$
\begin{equation*}
\hat{H}_{\mathrm{int}}^{\mathrm{v}}(t)=-\sum_{i=1}^{N} \frac{q_{i}}{m_{i}} \hat{\boldsymbol{p}}_{i} \cdot \boldsymbol{\mathcal { A }}(t), \tag{2.63}
\end{equation*}
$$

coupling the vector potential to the momentum operator. For the length gauge, a gauge transformation with

$$
\begin{equation*}
F(t)=-\sum_{i=1}^{N} \hat{\boldsymbol{r}}_{i} \cdot \mathcal{A}(t) \tag{2.64}
\end{equation*}
$$

is performed, leading to

$$
\begin{align*}
\mathcal{A}^{\prime}(t) & =0  \tag{2.65}\\
\phi^{\prime}(t) & =-\sum_{i=1}^{N} \hat{\boldsymbol{r}}_{i} \cdot \mathcal{E}(t),  \tag{2.66}\\
\left|\Psi^{1}(t)\right\rangle & =\exp \left[-i \sum_{i=1}^{N} q_{i} \hat{\boldsymbol{r}}_{i} \cdot \mathcal{A}(t)\right]|\Psi(t)\rangle . \tag{2.67}
\end{align*}
$$

The TDSE in the length gauge is of the form

$$
\begin{equation*}
i \frac{\partial}{\partial t}\left|\Psi^{1}(t)\right\rangle=\left[H_{0}-\sum_{i=1}^{N} q_{i} \hat{\boldsymbol{r}}_{i} \cdot \mathcal{E}(t)\right]\left|\Psi^{1}(t)\right\rangle \tag{2.68}
\end{equation*}
$$

and gives the interaction Hamiltonian in the length gauge as

$$
\begin{equation*}
\hat{H}_{\mathrm{int}}^{\mathrm{l}}(t)=-\sum_{i=1}^{N} q_{i} \hat{\boldsymbol{r}}_{i} \cdot \mathcal{E}(t)=-\hat{\boldsymbol{\mu}} \cdot \boldsymbol{\mathcal { E }}(t) . \tag{2.69}
\end{equation*}
$$

Thus, in the length gauge, the electric field couples to the position or, more precisely, the
dipole moment operator, $\hat{\boldsymbol{\mu}}=\sum_{i=1}^{N} q_{i} \hat{\boldsymbol{r}}_{i}$. Note that all formulas throughout this chapter have been for an arbitrarily charged particle. For electrons in specific, the length gauge couples the electric field to the electric dipole moment operator defined as $\hat{\boldsymbol{\mu}}_{\mathrm{el}}=-\sum_{i=j}^{N_{\mathrm{el}}} \hat{r}_{j}$. In Eq. 2.56. we have seen that a gauge transformation on the wave function is a unitary transformation, meaning that observables calculated in the different gauges give identical results. However, this is only true if no additional approximations are introduced. Moreover, from a numerical implementation point of view, one might prefer one gauge over the other. For example, propagating a free electron (i.e. no Coulomb interaction) under the influence of an external field can be done solely in momentum space if operating in the velocity gauge, whereas the length gauge needs both momentum and position representation, which is computationally more expensive. Additionally, by switching to a pure momentum space propagation once the Coulomb interaction is negligible, one does not need an infinitely large spatial grid and can use cut-off functions to collect outgoing electronic wave packets. This is used in section 4.1.

### 2.2.3. Light pulses and chirps

For the numerical TDSE implementations in this work, light-matter interaction is investigated using linearly polarised light pulses. Furthermore, the dipole approximation and the velocity gauge are applied. In this framework, we define a light pulse by its vector potential as $\mathcal{A}(t)=\mathcal{A}(t) \boldsymbol{e}$, where $\boldsymbol{e}$ is the unit vector along the polarisation direction and

$$
\begin{equation*}
\mathcal{A}(t)=-\frac{f(t)}{\omega_{0}} \sin \left(\omega_{0} t\right) \tag{2.70}
\end{equation*}
$$

with $f(t)=\mathcal{E}_{0} g(t)$, where $f(t), g(t), \mathcal{E}_{0}$ and $\omega_{0}$ are the field amplitude, the envelope function, the field strength and the carrier frequency, respectively. The electric field along the polarisation direction is obtained via Eq. 2.57,

$$
\begin{align*}
\mathcal{E}(t) & =-\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{A}(t)  \tag{2.71}\\
& =\mathcal{E}_{0}\left[g(t) \cos \left(\omega_{0} t\right)-\frac{\mathrm{d} g(t)}{\mathrm{d} t} \sin \left(\omega_{0} t\right)\right] . \tag{2.72}
\end{align*}
$$

Notably, the second term depends on the time derivative of the envelope. In the slowly varying envelope approximation (SVEA), it is assumed that the envelope function varies little within one optical cycle ${ }^{[83]}$ and, thus,

$$
\begin{equation*}
\mathcal{E}(t)=\mathcal{E}_{0} g(t) \cos \left(\omega_{0} t\right) . \tag{2.73}
\end{equation*}
$$

This approximation is valid for long pulses that consist of several optical cycles. For ultrashort, few-cycle pulses, the second term in Eq. 2.72 has to be incorporated. Its effects are part of the research work presented in section 4.2 .
An alternative but equivalent description of the electric field is via its frequency domain
representation. This is obtained by Fourier decomposition into monochromatic waves,

$$
\begin{equation*}
\mathcal{E}(t)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \tilde{\mathcal{E}}(\omega) e^{i \omega t} \mathrm{~d} \omega \tag{2.74}
\end{equation*}
$$

In turn, the complex-valued spectrum, $\tilde{\mathcal{E}}(\omega)$, is recovered by the Fourier inversion theorem,

$$
\begin{equation*}
\tilde{\mathcal{E}}(\omega)=\int_{-\infty}^{\infty} \mathcal{E}(t) e^{-i \omega t} \mathrm{~d} t \tag{2.75}
\end{equation*}
$$

Since the electric field in the time domain is real-valued, $\tilde{\mathcal{E}}(\omega)$ is Hermitian and obeys

$$
\begin{equation*}
\tilde{\mathcal{E}}(\omega)=\tilde{\mathcal{E}}^{*}(-\omega) . \tag{2.76}
\end{equation*}
$$

This means that knowledge about positive frequencies is sufficient to fully characterize the spectrum, and we can define

$$
\tilde{\mathcal{E}}^{+}(\omega)= \begin{cases}\tilde{\mathcal{E}}(\omega) & \text { for } \omega \geq 0  \tag{2.77}\\ 0 & \text { for } \omega<0\end{cases}
$$

Analogous to Eq. 2.74, a complex-valued temporal function containing only the positive frequency part of the spectrum is obtained via

$$
\begin{equation*}
\mathcal{E}^{+}(t)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \tilde{\mathcal{E}}^{+}(\omega) e^{i \omega t} \mathrm{~d} \omega . \tag{2.78}
\end{equation*}
$$

In optics, this is known as the analytic signal. Because the actual electric field, $\mathcal{E}(t)$, is real, using the complex representation often simplifies Fourier analysis, as will be apparent soon. Similarly, the Fourier pair $\tilde{\mathcal{E}}^{-}(\omega) / \mathcal{E}^{-}(t)$ with the negative frequency parts can be defined, and we get the relations

$$
\begin{align*}
\mathcal{E}(t) & =\mathcal{E}^{+}(t)+\mathcal{E}^{-}(t) \\
& =2 \Re\left\{\mathcal{E}^{+}(t)\right\} \\
& =2 \Re\left\{\mathcal{E}^{-}(t)\right\} \quad \text { and }  \tag{2.79}\\
\tilde{\mathcal{E}}(\omega) & =\tilde{\mathcal{E}}^{+}(\omega)+\tilde{\mathcal{E}}^{-}(\omega) . \tag{2.80}
\end{align*}
$$

Since $\mathcal{E}^{+}(t)$ and $\tilde{\mathcal{E}}^{+}(\omega)$ are complex-valued, they can be expressed uniquely in terms of their amplitude and phase,

$$
\begin{align*}
\mathcal{E}^{+}(t) & =\frac{f(t)}{2} e^{i \Phi(t)}  \tag{2.81}\\
\tilde{\mathcal{E}}^{+}(\omega) & =\tilde{f}(\omega) e^{-i \tilde{\Phi}(\omega)} . \tag{2.82}
\end{align*}
$$

Here, $f(t)$ is the temporal amplitude (recall Eq. 2.70, $\Phi(t)$ is the temporal phase, $\tilde{f}(\omega)$ is
the spectral amplitude, and $\tilde{\Phi}(\omega)$ is the spectral phase. The temporal phase, $\Phi(t)$, contains frequency vs time information yielding the definition for the instantaneous frequency,

$$
\begin{equation*}
\omega(t)=\frac{\mathrm{d} \Phi(t)}{\mathrm{d} t}, \tag{2.83}
\end{equation*}
$$

while the spectral phase, $\tilde{\Phi}(\omega)$, contains time vs frequency information describing the relative temporal delay of a given spectral part as the group delay,

$$
\begin{equation*}
T_{g}(\omega)=\frac{\mathrm{d} \tilde{\Phi}(\omega)}{\mathrm{d} \omega} . \tag{2.84}
\end{equation*}
$$

Moreover, one can define the spectral intensity as

$$
\begin{equation*}
\mathcal{I}(\omega)=\left|\tilde{\mathcal{E}}^{+}(\omega)\right|^{2}=\tilde{f}^{2}(\omega), \tag{2.85}
\end{equation*}
$$

proportional to the power spectrum density measured in experiments with a spectrometer.
In Eq. 2.73, the temporal phase was $\Phi(t)=\omega_{0} t$, giving the constant instantaneous frequency $\omega(t)=\omega_{0}$. In a more general case, the temporal phase can be expanded into a Taylor series around $t_{0}{ }^{[73184}$,

$$
\begin{align*}
\Phi(t) & =\left.\sum_{n=0}^{\infty} \frac{1}{n!} \frac{\partial^{n} \Phi(t)}{\partial t^{n}}\right|_{t_{0}}\left(t-t_{0}\right)^{n}  \tag{2.86}\\
& =\phi\left(t_{0}\right)+\left.\frac{\partial \Phi(t)}{\partial t}\right|_{t_{0}}\left(t-t_{0}\right)+\left.\frac{1}{2} \frac{\partial^{2} \Phi(t)}{\partial t^{2}}\right|_{t_{0}}\left(t-t_{0}\right)^{2}+\ldots  \tag{2.87}\\
& =\phi_{\mathrm{CE}}+\omega_{0}\left(t-t_{0}\right)+\frac{\phi^{\prime \prime}}{2}\left(t-t_{0}\right)^{2}+\ldots \tag{2.88}
\end{align*}
$$

The first term $\phi\left(t_{0}\right)=\phi_{\text {CE }}$ is the constant temporal phase, also known as the absolute phase or carrier-envelope phase (CEP). It describes the temporal relation of the pulse's envelope to the carrier oscillations and, therefore, becomes relevant for ultrashort pulses comprised of few optical cycles. The second term is the carrier frequency, $\omega_{0}\left(t-t_{0}\right)$, and the third term contains the quadratic temporal phase, $\phi^{\prime \prime}$. Including the first two terms leads to a light pulse with a constant instantaneous frequency (see above and Eq. 2.73). Such pulses are called Fourier-transform-limited or bandwidth-limited. The addition of the third term results in a so-called linear chirp with a non-constant instantaneous frequency, i.e. a non-zero temporal derivative of the instantaneous frequency, $\phi^{\prime \prime}=\frac{\mathrm{d} \omega(t)}{\mathrm{d} t}=\frac{\mathrm{d}^{2} \Phi(t)}{\mathrm{d} t^{2}}$, that allows us to differentiate between

$$
\begin{array}{ll}
\frac{\mathrm{d} \omega(t)}{\mathrm{d} t}<0 & \text { (down-chirped) } \\
\frac{\mathrm{d} \omega(t)}{\mathrm{d} t}=0 & \text { (unchirped) } \\
\frac{\mathrm{d} \omega(t)}{\mathrm{d} t}>0 & \text { (up-chirped) } \tag{2.91}
\end{array}
$$

Thus, a positive linear chirp (up-chirped) leads to an increasing instantaneous frequency over time, while a negative linear chirp (down-chirped) gives a light pulse with a decreasing instantaneous frequency. Crucially, the temporal amplitude stays unchanged. The inclusion of higher-order terms in Eq. 2.88 is referred to as $(n-1)$ th order chirp. A temporal chirp leads to changes in the spectral intensity, which is contrary to the experimental means of light pulse chirping. Here, the spectral instead of the temporal phase is altered by propagating the light pulse through dispersive media. This corresponds to a Taylor series expansion of the spectral phase, $\tilde{\Phi}(\omega)$, around $\omega_{0}$,

$$
\begin{align*}
\tilde{\Phi}(\omega) & =\left.\sum_{n=0}^{\infty} \frac{1}{n!} \frac{\partial^{n} \tilde{\Phi}(\omega)}{\partial \omega^{n}}\right|_{\omega_{0}}\left(\omega-\omega_{0}\right)^{n}  \tag{2.92}\\
& =\tilde{\phi}\left(\omega_{0}\right)+\left.\frac{\partial \tilde{\Phi}(\omega)}{\partial \omega}\right|_{\omega_{0}}\left(\omega-\omega_{0}\right)+\left.\frac{1}{2} \frac{\partial^{2} \tilde{\Phi}(\omega)}{\partial \omega^{2}}\right|_{\omega_{0}}\left(\omega-\omega_{0}\right)^{2}+\ldots  \tag{2.93}\\
& =-\phi_{\mathrm{CE}}+\tilde{\phi}^{\prime}\left(\omega-\omega_{0}\right)+\frac{\tilde{\phi}^{\prime \prime}}{2}\left(\omega-\omega_{0}\right)^{2}+\ldots \tag{2.94}
\end{align*}
$$

The first term represents the absolute phase introduced above, $\tilde{\phi}\left(\omega_{0}\right)=-\phi_{\mathrm{CE}}$, where the minus sign originates from the phase relations between $\mathcal{E}^{+}(t)$ and $\tilde{\mathcal{E}}^{+}(\omega)$ (see Eq. 2.81 and 2.82. The second term with the linear spectral phase of $\tilde{\phi}^{\prime}$ indicates a temporal translation of the pulse's envelope (via Fourier shift theorem). The second term contains the quadratic spectral phase, $\tilde{\phi}^{\prime \prime}$. It causes changes in the temporal structure of the pulse, influencing both instantaneous frequency and the temporal amplitude without altering the spectral amplitude. This stretches a pulse in time while maintaining its spectral intensity. We will revisit this in section 4.2 Depending on the sign of $\tilde{\phi}^{\prime \prime}$, the light pulse is linearly up- or down-chirped. Again, one can distinguish via $\tilde{\phi}^{\prime \prime}=\frac{\mathrm{d} T_{g}(\omega)}{\mathrm{d} \omega}=\frac{\mathrm{d}^{2} \tilde{\Phi}(\omega)}{\mathrm{d} \omega^{2}}$ between

$$
\begin{array}{ll}
\frac{d T_{g}(\omega)}{\mathrm{d} \omega}<0 & \text { (down-chirped) } \\
\frac{\mathrm{d} T_{g}(\omega)}{\mathrm{d} \omega}=0 & \text { (unchirped) } \\
\frac{\mathrm{d} T_{g}(\omega)}{\mathrm{d} \omega}>0 & \text { (up-chirped). } \tag{2.97}
\end{array}
$$

A straightforward example to see some of these effects is using the commonly applied Gaussian envelope function,

$$
\begin{align*}
& g(t)=e^{-\beta t^{2}},  \tag{2.98}\\
& f(t)=\mathcal{E}_{0} g(t)=\mathcal{E}_{0} e^{-\beta t^{2}} \tag{2.99}
\end{align*}
$$

with

$$
\begin{equation*}
\beta=\frac{4 \ln 2}{\tau_{E}^{2}}=\frac{2 \ln 2}{\tau_{I}^{2}} \tag{2.100}
\end{equation*}
$$

and $t_{0}=0$. Here, $\tau_{E}$ is the light pulse duration given as the full width at half maximum (FWHM) of the Gaussian, while $\tau_{I}$ is the pulse duration based on the FWHM of the (experimentally accessible) temporal intensity function,

$$
\begin{equation*}
\mathcal{I}(t)=\frac{1}{2} \epsilon_{0} c n f^{2}(t), \tag{2.101}
\end{equation*}
$$

with the vacuum dielectric constant $\epsilon_{0}$, the speed of light $c$, and the refractive index $n$. We can write a Fourier-transform limited Gaussian light pulse in time and spectral regime as

$$
\begin{align*}
\mathcal{E}^{+}(t) & =\frac{\mathcal{E}_{0}}{2} e^{-\frac{2 \ln 2}{\tau_{I}} t^{2}} e^{i\left[\omega_{0} t+\phi_{\mathrm{CE}}\right]}  \tag{2.102}\\
& =\frac{\mathcal{E}_{0}}{2} e^{-\beta t^{2}} e^{i\left[\omega_{0} t+\phi_{\mathrm{CE}}\right]} \quad \text { and }  \tag{2.103}\\
\tilde{\mathcal{E}}^{+}(\omega) & =\frac{\mathcal{E}_{0} \tau_{I}}{2} \sqrt{\frac{\pi}{2 \ln 2}} e^{-\frac{\tau_{1}^{2}}{8 \ln 2}\left(\omega-\omega_{0}\right)^{2}} e^{i \phi_{\mathrm{CE}}}  \tag{2.104}\\
& =\tilde{\mathcal{E}}_{0} e^{-\tilde{\beta}\left(\omega-\omega_{0}\right)^{2}} e^{i \phi_{\mathrm{CE}}} \tag{2.105}
\end{align*}
$$

with $\tilde{\mathcal{E}}_{0}=\frac{\mathcal{E}_{0} \tau_{I}}{2} \sqrt{\frac{\pi}{2 \ln 2}}, \tilde{\beta}=(4 \beta)^{-1}=\frac{\tau_{I}^{2}}{8 \ln 2}=\frac{2 \ln 2}{\bar{\omega}_{I}^{2}}$, which gives us the relation of the temporal and spectral amplitude for Fourier-transform limited Gaussian light pulses as

$$
\begin{align*}
\tau_{I} \bar{\omega}_{I} & =4 \ln 2  \tag{2.106}\\
\tau_{E} \bar{\omega}_{E} & =8 \ln 2 \tag{2.107}
\end{align*}
$$

Here, $\bar{\omega}_{E}$ and $\bar{\omega}_{I}$ are the FWHM of the spectral amplitude and spectral intensity, respectively. These relations show the inverse proportionality of time and spectral domain, i.e. an ultrashort light pulse has an extremely broad spectrum, while a long pulse has a narrow spectrum. Next, we add a quadratic spectral phase term (recall Eq. 2.94) to the spectrum in Eq. 2.105.

$$
\begin{equation*}
\tilde{\mathcal{E}}^{+}(\omega)=\tilde{\mathcal{E}}_{0} e^{-\tilde{\beta}\left(\omega-\omega_{0}\right)^{2}} e^{-i \frac{1}{2} \tilde{\phi}^{\prime \prime}\left(\omega-\omega_{0}\right)^{2}+i \phi_{\mathrm{CE}}}, \tag{2.108}
\end{equation*}
$$

and the Fourier inversion Eq. 2.78) gives us the electric field in time,

$$
\begin{align*}
\mathcal{E}^{+}(t) & =\frac{\mathcal{E}_{0}}{2\left(1+4 \beta^{2} \tilde{\phi}^{\prime \prime 2}\right)^{1 / 4}} e^{-\frac{\beta}{1+4 \beta^{2} \tilde{\phi}^{\prime \prime 2}} t^{2}} e^{i\left[\omega_{0} t+\phi_{\mathrm{CE}}\right]} e^{i \frac{2 \tilde{\phi}^{\prime \prime 2} \beta^{2}}{1+4 \beta^{2} \bar{\phi}^{\prime 2}} t^{2}}  \tag{2.109}\\
& =\mathcal{E}_{0}^{\mathrm{c}} e^{-\beta_{\mathrm{c}} t^{2}} e^{i\left[\omega_{0} t+\phi_{\mathrm{CE}}\right]} e^{i\left(2 \tilde{\phi}^{\prime \prime 2} \beta_{c} \beta\right) t^{2}}, \tag{2.110}
\end{align*}
$$

with $\beta_{c}=\beta /\left(1+4 \beta^{2} \tilde{\phi}^{\prime \prime 2}\right)$. Thus, as discussed above, the quadratic spectral phase term, $\frac{1}{2} \tilde{\phi}^{\prime \prime}\left(\omega-\omega_{0}\right)^{2}$, leads to linear chirp in time with a quadratic temporal phase of $\phi^{\prime \prime}=2 \tilde{\phi}^{\prime \prime 2} \beta_{c} \beta$ and a broadening of the temporal amplitude $\left(\beta \rightarrow \beta_{c}\right)$. Since the quadratic spectral phase term only influences the spectral phase, the spectral amplitude and the spectral intensity
remain unchanged. The temporal broadening can be calculated as

$$
\begin{align*}
\tau_{E}^{\mathrm{c}} & =\sqrt{\tau_{E}^{2}+\left(8 \ln 2 \frac{\phi^{\prime \prime}}{\tau_{E}}\right)^{2}},  \tag{2.111}\\
\tau_{I}^{\mathrm{c}} & =\sqrt{\tau_{I}^{2}+\left(4 \ln 2 \frac{\phi^{\prime \prime}}{\tau_{I}}\right)^{2}} \tag{2.112}
\end{align*}
$$

How chirped pulses can be obtained for ultrashort, few-cycle pulses beyond the SVEA, is a part of the research presented in section 4.2

### 2.3. Molecular systems

So far, we mainly presented the Hamiltonian as an abstract operator describing a system and its (external) interactions. In this section, we introduce the time-independent Hamiltonian for molecular systems and discuss common concepts applied in quantum chemistry and molecular excited-state dynamics. Throughout the section, we assume states and operators to be in coordinate space.

### 2.3.1. Molecular Hamiltonian

For a molecule consisting of $N_{\mathrm{e}}$ electrons with coordinate vectors $\boldsymbol{r}=\left\{\boldsymbol{r}_{1}, \boldsymbol{r}_{2}, \ldots, \boldsymbol{r}_{N_{\mathrm{e}}}\right\}$ and $N_{\mathrm{N}}$ nuclei with coordinate vectors $\boldsymbol{R}=\left\{\boldsymbol{R}_{1}, \boldsymbol{R}_{2}, \ldots, \boldsymbol{R}_{N_{\mathrm{N}}}\right\}$, the time-independent Hamiltonian reads

$$
\begin{equation*}
\hat{H}(\boldsymbol{r}, \boldsymbol{R})=\hat{T}_{\mathrm{e}}(\boldsymbol{r})+\hat{T}_{\mathrm{N}}(\boldsymbol{R})+\hat{V}_{\mathrm{e}, \mathrm{e}}(\boldsymbol{r})+\hat{V}_{\mathrm{N}, \mathrm{~N}}(\boldsymbol{R})+\hat{V}_{\mathrm{e}, \mathrm{~N}}(\boldsymbol{r}, \boldsymbol{R}) \tag{2.113}
\end{equation*}
$$

with the kinetic energy operator for electrons and nuclei,

$$
\begin{align*}
\hat{T}_{\mathrm{e}}(\boldsymbol{r}) & =-\sum_{i=1}^{N_{\mathrm{e}}} \frac{1}{2} \nabla_{i}^{2}  \tag{2.114}\\
\hat{T}_{\mathrm{N}}(\boldsymbol{R}) & =-\sum_{\alpha=1}^{N_{\mathrm{N}}} \frac{1}{2 M_{\alpha}} \nabla_{\alpha}^{2}, \tag{2.115}
\end{align*}
$$

and the electron-electron, nucleus-nucleus, and electron-nucleus Coulomb interactions,

$$
\begin{align*}
\hat{V}_{\mathrm{e}, \mathrm{e}}(\boldsymbol{r}) & =\sum_{i=1}^{N_{\mathrm{e}}} \sum_{j>i}^{N_{e}} \frac{1}{\left|\boldsymbol{r}_{i}-\boldsymbol{r}_{j}\right|}  \tag{2.116}\\
\hat{V}_{\mathrm{N}, \mathrm{~N}}(\boldsymbol{R}) & =\sum_{\alpha=1}^{N_{\mathrm{N}}} \sum_{\beta>\alpha}^{N_{\mathrm{N}}} \frac{Z_{\alpha} Z_{\beta}}{\left|\boldsymbol{R}_{\alpha}-\boldsymbol{R}_{\beta}\right|}  \tag{2.117}\\
\hat{V}_{\mathrm{e}, \mathrm{~N}}(\boldsymbol{r}, \boldsymbol{R}) & =-\sum_{i=1}^{N_{\mathrm{e}}} \sum_{\alpha=1}^{N_{\mathrm{N}}} \frac{Z_{\alpha}}{\left|\boldsymbol{r}_{i}-\boldsymbol{R}_{\alpha}\right|} . \tag{2.118}
\end{align*}
$$

Here, $i$ and $j$ refer to the electron coordinates, $\alpha$ and $\beta$ to the nuclear coordinates, $\nabla_{i}=\frac{\partial}{\partial \boldsymbol{r}_{i}}, \nabla_{\alpha}=\frac{\partial}{\partial \boldsymbol{R}_{\alpha}}$ are the gradients, $M_{\alpha}$ is the mass of nucleus $\alpha$, and $Z_{\alpha}$ the electromagnetic charge of nucleus $\alpha$. The coupling of electronic and nuclear degrees of freedom via the Coulomb interaction term $\hat{V}_{\mathrm{e}, \mathrm{n}}(\boldsymbol{r}, \boldsymbol{R})$ presents a challenge for all but small model systems. For simple model systems, as presented in this work in sections 4.1 and 4.4. the eigenvalue problem corresponding to the molecular Hamiltonian can be solved numerically with the methods described in chapter 3 For most other molecular systems, quantum chemical methods need to be employed, which are briefly introduced in the next subsection.

### 2.3.2. Quantum chemistry

To describe molecular systems, it is common to separate the molecular eigenvalue problem into a nuclear and electronic Schrödinger equation by expanding the wave function, $|\Psi\rangle$, into a basis of electronic wave functions, $\left\{\left|\varphi_{n}\right\rangle\right\}$, which in coordinate space gives

$$
\begin{equation*}
\Psi(\boldsymbol{r}, \boldsymbol{R})=\sum_{n} \varphi_{n}(\boldsymbol{r} ; \boldsymbol{R}) \chi_{n}(\boldsymbol{R}) \tag{2.119}
\end{equation*}
$$

with the nuclear wave function, $\chi_{n}(\boldsymbol{R})$, being the expansion coefficient. This allows the formulation of an electronic TISE,

$$
\begin{equation*}
\hat{H}_{e}(\boldsymbol{r} ; \boldsymbol{R}) \varphi_{n}(\boldsymbol{r} ; \boldsymbol{R})=E_{n}(\boldsymbol{R}) \varphi_{n}(\boldsymbol{r} ; \boldsymbol{R}), \tag{2.120}
\end{equation*}
$$

with the electronic Hamiltonian,

$$
\begin{equation*}
\hat{H}_{e}(\boldsymbol{r} ; \boldsymbol{R})=\hat{T}_{\mathrm{e}}(\boldsymbol{r})+\hat{V}_{\mathrm{e}, \mathrm{e}}(\boldsymbol{r})+\hat{V}_{\mathrm{N}, \mathrm{~N}}(\boldsymbol{R})+\hat{V}_{\mathrm{e}, \mathrm{~N}}(\boldsymbol{r} ; \boldsymbol{R}) . \tag{2.121}
\end{equation*}
$$

Crucially, the electronic Hamiltonian and the electronic wave function depend only parametrically on the nuclear coordinates. The eigenenergies of the electronic Schrödinger equation, $E_{n}(\boldsymbol{R})$, build the adiabatic potential energy landscape. Finding approximations to solve the electronic TISE and obtaining the potential energy landscape for molecules of various sizes is a cornerstone of quantum chemistry.

Using the expansion in Eq. 2.119 and the definition of the electronic Hamiltonian, the total TISE is

$$
\begin{equation*}
\sum_{n}\left[\hat{T}_{\mathrm{N}}(\boldsymbol{R})+\hat{H}_{\mathrm{e}}(\boldsymbol{r} ; \boldsymbol{R})\right] \varphi_{n}(\boldsymbol{r} ; \boldsymbol{R}) \chi_{n}(\boldsymbol{R})=E \sum_{n} \varphi_{n}(\boldsymbol{r} ; \boldsymbol{R}) \chi_{n}(\boldsymbol{R}) . \tag{2.122}
\end{equation*}
$$

For a given electronic eigenstate $\left|\varphi_{m}\right\rangle$, this equation can be transformed to yield a coupled set of equations for the nuclear TISE in the basis of the electronic eigenstates,

$$
\begin{equation*}
\sum_{n}\left[\hat{T}_{\mathrm{N}}(\boldsymbol{R}) \delta_{m n}+T_{m n}^{(1)}(\boldsymbol{R})+T_{m n}^{(2)}(\boldsymbol{R})+E_{n}(\boldsymbol{R}) \delta_{m n}\right] \chi_{n}(\boldsymbol{R})=E \chi_{m}(\boldsymbol{R}), \tag{2.123}
\end{equation*}
$$

with the so-called non-adiabatic or kinetic coupling terms,

$$
\begin{align*}
& T_{m n}^{(1)}(\boldsymbol{R})=-\sum_{\alpha=1}^{N_{\mathrm{N}}} \frac{1}{M_{\alpha}}\left\langle\varphi_{m}\right| \nabla_{\alpha}\left|\varphi_{n}\right\rangle_{r} \nabla_{\alpha},  \tag{2.124}\\
& T_{m n}^{(2)}(\boldsymbol{R})=-\sum_{\alpha=1}^{N_{\mathrm{N}}} \frac{1}{2 M_{\alpha}}\left\langle\varphi_{m}\right| \nabla_{\alpha}^{2}\left|\varphi_{n}\right\rangle_{r} . \tag{2.125}
\end{align*}
$$

In Eq. 2.123, the electronic eigenvalue, i.e. the potential energy landscape, becomes the diagonal potential energy operator, while the kinetic operator has off-diagonal elements. These describe the coupling of different electronic eigenstates via derivatives with respect to the nuclear degrees of freedom. Calculating these coupling elements poses a great challenge for systems with several nuclear degrees of freedom and many electronic states. Therefore, various approximations are commonly applied. Within the Born-Huang approximation ${ }^{[85]}$, the off-diagonal coupling terms are neglected, leading to the diagonal equation

$$
\begin{equation*}
\left[T_{\mathrm{N}}(\boldsymbol{R})+E_{m}(\boldsymbol{R})+T_{m m}^{(2)}(\boldsymbol{R})\right] \chi_{m}(\boldsymbol{R})=E \chi_{m}(\boldsymbol{R}) . \tag{2.126}
\end{equation*}
$$

Note that the first-order coupling term vanishes due to symmetry. The Born-Oppenheimer approximation ${ }^{[86}$ neglects the coupling terms altogether, yielding the nuclear TISE in a single electronic state $\left|\varphi_{m}\right\rangle$ as

$$
\begin{equation*}
\left[T_{\mathrm{N}}(\boldsymbol{R})+E_{m}(\boldsymbol{R})\right] \chi_{m}(\boldsymbol{R})=E \chi_{m}(\boldsymbol{R}) . \tag{2.127}
\end{equation*}
$$

Therefore, the nuclear wave functions in different electronic eigenstates are decoupled. This approximation becomes extremely crude near avoided crossings and conical intersections. For more detail, we refer the reader to standard quantum chemistry literature $\frac{87 / 90]}{}$.

### 2.3.3. Molecular excited-state dynamics

To unravel photophysical and photochemical processes, it is essential to understand the relaxation dynamics of nuclear wave packets along excited electronic states. Knowing the solutions to the electronic and nuclear TISE would allow a solution via the trivial timedependence in the spectral representation as introduced in Eq. 2.39 However, calculating a sufficiently large amount of nuclear and electronic wave functions is cumbersome and restricted to a few degrees of freedom. Alternatively, the time-dependent nuclear wave packets can be directly introduced in the expansion above Eq. 2.119, substituting the time-independent nuclear eigenstate to yield the time-dependent wave function,

$$
\begin{equation*}
\tilde{\Psi}(\boldsymbol{r}, \boldsymbol{R}, t)=\sum_{n=0}^{N_{\mathrm{S}}} \varphi_{n}(\boldsymbol{r} ; \boldsymbol{R}) \tilde{\chi}_{n}(\boldsymbol{R}, t) . \tag{2.128}
\end{equation*}
$$

The expansion is truncated to include $N_{\mathrm{S}}$ electronic states relevant to the dynamics. On each electronic state evolves one nuclear wave packet. One approach to solve this ansatz is to use numerical grid propagators (see, e.g. Section 3.2). These require pre-calculation of the electronic TISE to obtain the potential energy landscape to, subsequently, propagate nuclear wave packets on these electronic states using a time-dependent version of Eq. 2.123 This is only possible in a few dimensions or model systems and necessitates the computation of the costly non-adiabatic couplings Eq. 2.124 and 2.125) to describe transitions between electronic states.

A common alternative is the so-called direct dynamics method. Here, the nuclear wave packet, $\tilde{\chi}_{n}(\boldsymbol{R}, t)$, is approximated by $N_{\text {traj }}$ classical or semi-classical trajectories that evolve on the electronic states and are defined by their position and momentum $\left(\boldsymbol{R}_{n}(t), \boldsymbol{P}_{n}(t)\right)$. Importantly, the electronic TISE can be calculated on-the-fly for a given position $\boldsymbol{R}_{n}$ of the trajectory, thus circumventing the need for a full dimensional pre-calculation of the potential energy landscape. The exact nature of the trajectories differentiates various methods in the field ${ }^{[91]}$. For example, surface hopping ${ }^{9293]}$ uses $\delta$-functions for the nuclear wave packets that each evolve on a single electronic state at a time. Transitions between electronic states are realised via hopping probabilities. Other methods, like ab initio multiple spawning ${ }^{[9495]}$ and ab initio multiconfigurational Ehrenfest ${ }^{96197]}$, use Gaussian nuclear wave packets and allow simultaneous occupation of several electronic states or vary the number of trajectories during the dynamics.

## 3. Numerical methods

This chapter introduces the numerical methods employed to solve the TDSE on a grid. It is the basis for most of the research work described in chapter 4 We start with discretization for quantum mechanics on a grid, followed by common algorithms for time propagation and obtaining eigenstates. The chapter closely follows the theory introduced in section 2.1

### 3.1. Quantum mechanics on a grid

Analytical solutions to the TDSE are only accessible for simple systems, such as the hydrogen atom. Numerical solutions are needed for any larger system and especially for a time-dependent Hamiltonian. To this end, the infinite-dimensional Hilbert space is projected on a finite, discrete basis, i.e. a grid. Thus, the wave function is not known at any arbitrary point in the Hilbert space but only at specific discrete points of the grid. Consequently, integration becomes summation over discrete points.

Commonly, position and momentum space are discretized,

$$
\begin{equation*}
\{|\boldsymbol{x}\rangle\} \rightarrow\left\{\left|\boldsymbol{x}_{n}\right\rangle\right\} \text { and }\{|\boldsymbol{p}\rangle\} \rightarrow\left\{\left|\boldsymbol{p}_{n}\right\rangle\right\} \tag{3.1}
\end{equation*}
$$

which means that the wave function, defined in position and momentum space, as seen in Eq. 2.2-2.5. now reads

$$
\begin{align*}
&|\Psi(t)\rangle= \sum_{n}\left|\boldsymbol{x}_{n}\right\rangle\left\langle\boldsymbol{x}_{n} \mid \Psi(t)\right\rangle=\sum_{n} \Psi\left(\boldsymbol{x}_{n}, t\right)\left|\boldsymbol{x}_{n}\right\rangle  \tag{3.2}\\
& \text { with } \Psi\left(\boldsymbol{x}_{n}, t\right)=\left\langle\boldsymbol{x}_{n} \mid \Psi(t)\right\rangle  \tag{3.3}\\
&|\Psi(t)\rangle= \sum_{n}\left|\boldsymbol{p}_{n}\right\rangle\left\langle\boldsymbol{p}_{n} \mid \Psi(t)\right\rangle=\sum_{n} \Psi\left(\boldsymbol{p}_{n}, t\right)\left|\boldsymbol{p}_{n}\right\rangle  \tag{3.4}\\
& \quad \text { with } \Psi\left(\boldsymbol{p}_{n}, t\right)=\left\langle\boldsymbol{p}_{n} \mid \Psi(t)\right\rangle . \tag{3.5}
\end{align*}
$$

Clearly, the wave function is only known at certain discrete points $\boldsymbol{x}_{n}$ and $\boldsymbol{p}_{n}$ in position and momentum space, respectively. This is trivially extended to higher dimensions in multi-particle cases (as done in section 4.1. As shown in Eq. 2.6 and 2.7 position and
momentum grid are related via Fourier transform,

$$
\begin{align*}
& \Psi\left(\boldsymbol{x}_{n}, t\right)=\frac{1}{\sqrt{2 \pi}} \sum_{m} \mathrm{e}^{+i \boldsymbol{p}_{m} \boldsymbol{x}_{n}} \Psi\left(\boldsymbol{p}_{m}, t\right)  \tag{3.6}\\
& \Psi\left(\boldsymbol{p}_{n}, t\right)=\frac{1}{\sqrt{2 \pi}} \sum_{m} \mathrm{e}^{-i \boldsymbol{p}_{n} \boldsymbol{x}_{m}} \Psi\left(\boldsymbol{x}_{m}, t\right) . \tag{3.7}
\end{align*}
$$

This is known as discrete Fourier transform and can be implemented very efficiently, as shown by Frigo and Johnson 98 .

Regarding the implementation, a grid is defined by the number of grid points $N_{g}$ and its spacing $\Delta g$. For a one-dimensional position grid, this means

$$
\begin{align*}
\Delta x & =\frac{x_{\text {end }}-x_{\text {start }}}{N_{x}-1}  \tag{3.8}\\
x_{n} & =x_{\text {start }}+(n-1) \Delta x \text { with } n \in\left\{1,2, \ldots, N_{x}\right\} \tag{3.9}
\end{align*}
$$

with $x_{\text {start }}$ and $x_{\text {end }}$ defining the boundaries of the position grid. The corresponding momentum grid follows from Eq. 3.7 as

$$
\begin{align*}
\Delta p & =\frac{p_{\text {end }}-p_{\text {start }}}{N_{x}-1}=\frac{2 \pi}{N_{x} \Delta x}  \tag{3.10}\\
p_{n} & = \begin{cases}(n-1) \Delta p & \text { for } n \in\left\{1,2, \ldots, N_{x} / 2+1\right\} \\
-\left(N_{x}+1-n\right) \Delta p & \text { for } n \in\left\{N_{x} / 2+2, \ldots, N_{x}\right\}\end{cases} \tag{3.11}
\end{align*}
$$

where the upper (lower) case in Eq. 3.11 represents positive (negative) momenta.

In addition to position and momentum space, time can be discretized in numerical approaches. To this end, a time interval $\Delta t$ and a number of time steps $N_{t}$ are defined. Recalling subsection 2.1.2, the time evolution of a system is described by the time evolution operator Eq. 2.14) with either a time-independent, commuting time-dependent, or general time-dependent Hamiltonian Eq. 2.23-2.21). If the time interval is sufficiently small, the Hamiltonian (even if explicitly time-dependent) can be regarded as constant during $\Delta t$, giving rise to the short-time propagator,

$$
\begin{equation*}
\hat{U}(t+\Delta t, t)=e^{-i \hat{H}(t) \Delta t} \tag{3.12}
\end{equation*}
$$

In order to calculate a propagation of $N_{t}$ steps from $\left[t_{0}, t_{N_{t}}\right]$, the short-time propagator is applied $N_{t}$ times,

$$
\begin{equation*}
\left|\Psi\left(t_{N_{t}}\right)\right\rangle=\prod_{n=1}^{N_{t}} \hat{U}\left(t_{n}, t_{n-1}\right)\left|\Psi\left(t_{0}\right)\right\rangle, \tag{3.13}
\end{equation*}
$$

with $t_{n}=t_{n-1}+\Delta t$.

### 3.2. Split operator method

Next, we discuss the split operator technique that solves Eq. 3.13 by splitting the Hamiltonian into parts that each are diagonal in different representations of the wave function. Diagonal operators are applied by simple multiplication onto the wave function. If we recall Eq. 2.113, the time-independent molecular Hamiltonian consists of kinetic energy terms, $\hat{T}$, containing the second derivative in position space and potential energy terms, $\hat{V}$, diagonal in position space. The kinetic energy terms are diagonal in momentum space, which can be achieved by a single Fourier transform of the position space wave function,

$$
\begin{align*}
e^{-i \hat{V} \Delta t} \Psi\left(\boldsymbol{x}_{n}, t\right) & =e^{-i V\left(\boldsymbol{x}_{n}\right) \Delta t} \Psi\left(\boldsymbol{x}_{n}, t\right)  \tag{3.14}\\
e^{-i \hat{T} \Delta t} \mathcal{F T}\left\{\Psi\left(\boldsymbol{x}_{n}, t\right)\right\} & =e^{-i T\left(\boldsymbol{p}_{n}\right) \Delta t} \Psi\left(\boldsymbol{p}_{n}, t\right) . \tag{3.15}
\end{align*}
$$

Therefore, the key idea behind the split operator method is to apply the kinetic energy terms in momentum space and the potential energy terms in position space, while the transformation between spaces is done by Fourier transform (Eq. 3.6 and 3.7). However, since $\hat{T}$ and $\hat{V}$ do not commute, a simple separation of the short-time propagator into

$$
\begin{equation*}
e^{-i(\hat{T}+\hat{V}) \Delta t}=e^{-i \hat{T} \Delta t} e^{-i \hat{V} \Delta t}+\mathcal{O}\left((\Delta t)^{2}\right) \tag{3.16}
\end{equation*}
$$

leads to an error in the order of $(\Delta t)^{2}$ (for more general details, see Baker-CampbellHausdorff formula or Lie product formula ${ }^{[99[103]}$ ). This becomes evident by the Maclaurin series expansion of the short-time propagator,

$$
\begin{align*}
e^{-i(\hat{T}+\hat{V}) \Delta t} & =\sum_{n=0}^{\infty} \frac{(-i(\hat{T}+\hat{V}) \Delta t)^{n}}{n!}  \tag{3.17}\\
& =1-i(\hat{T}+\hat{V}) \Delta t-\frac{1}{2}\left(\hat{T}^{2}+\hat{T} \hat{V}+\hat{V} \hat{T}+\hat{V}^{2}\right)(\Delta t)^{2}+\ldots, \tag{3.18}
\end{align*}
$$

and comparison to the approximation in Eq. 3.16.

$$
\begin{align*}
e^{-i \hat{T} \Delta t} e^{-i \hat{V} \Delta t} & =\sum_{n=0}^{\infty} \frac{(-i \hat{T} \Delta t)^{n}}{n!} \sum_{n=0}^{\infty} \frac{(-i \hat{V} \Delta t)^{n}}{n!}  \tag{3.19}\\
& =1-i(\hat{T}+\hat{V}) \Delta t-\frac{1}{2}\left(\hat{T}^{2}+\hat{V}^{2}+2 \hat{T} \hat{V}\right)(\Delta t)^{2}+\ldots \tag{3.20}
\end{align*}
$$

Clearly, the expressions in Eq. 3.18 and 3.20 differ in second-order of $\Delta t$. An improved splitting of the short-time propagator was proposed by Feit, Fleck and Steiger as

$$
\begin{equation*}
e^{-i(\hat{T}+\hat{V}) \Delta t}=e^{-i \frac{1}{2} \hat{V} \Delta t} e^{-i \hat{T} \Delta t} e^{-i \frac{1}{2} \hat{V} \Delta t}+\mathcal{O}\left((\Delta t)^{3}\right) \tag{3.21}
\end{equation*}
$$

and is called the symmetric or second-order split operator method ${ }^{104}$. A Maclaurin expansion will result in the same expression as for the explicit short-time-propagator

Eq. 3.18) up to second-order and, thus, has only an error of $\mathcal{O}\left((\Delta t)^{3}\right)$. For small time steps, $\Delta t$, the error can be neglected. The complete single-step time propagation of the wave function reads

$$
\begin{equation*}
\Psi\left(\boldsymbol{x}_{n}, t+\Delta t\right)=e^{-i \frac{1}{2} \hat{V} \Delta t} \mathcal{F} \mathcal{T}^{-1}\left\{e^{-i \hat{T} \Delta t} \mathcal{F} \mathcal{T}\left\{e^{-i \frac{1}{2} \hat{V} \Delta t} \Psi\left(\boldsymbol{x}_{n}, t\right)\right\}\right\} \tag{3.22}
\end{equation*}
$$

The same principle can be applied to a time dependent Hamiltonian, $\hat{H}(t)=\hat{H}_{0}+\hat{H}_{\text {int }}$ (recall subsection 2.2.1). If the time-dependent interaction part, $\hat{H}_{\text {int }}$, is in the length gauge Eq. 2.69, it is diagonal in position space and applied together with the potential operators. If $\hat{H}_{\text {int }}$ is defined in the velocity gauge Eq. 2.63, it is diagonal in momentum space and applied with the kinetic terms. Lastly, we point out that the algorithm does not work if position and momentum operators are coupled in the Hamiltonian.

### 3.3. Imaginary time propagation

A common tool to obtain eigenvectors and eigenenergies of a system's Hamiltonian, $\hat{H}_{0}$, is the relaxation method by Kosloff and Tal-Ezer ${ }^{105}$, which utilises imaginary time propagation. Neatly, this method incorporates the short-time propagator and split operator method introduced above. We start by defining the imaginary time $\tau=-i t$ and the imaginary time step $\Delta \tau$ in order to obtain the short-time propagator in imaginary time,

$$
\begin{equation*}
\hat{U}(\Delta \tau)=e^{-\Delta \tau \hat{H}_{0}} \tag{3.23}
\end{equation*}
$$

Since $\hat{H}_{0}$ is time-independent, the short-time propagator is identical for any given time $t$ or rather imaginary time $\tau$. Next, we apply it to the spectral representation introduced in Eq. 2.39,

$$
\begin{align*}
|\bar{\Psi}(\Delta \tau)\rangle & =\hat{U}(\Delta \tau)|\Psi(0)\rangle  \tag{3.24}\\
& =\sum_{n} c_{n} e^{-E_{n} \Delta \tau}\left|\psi_{n}\right\rangle, \tag{3.25}
\end{align*}
$$

where we expanded the wave function $|\Psi(0)\rangle$ in the Hamiltonian's complete eigenbasis $|\Psi(0)\rangle=\sum_{n} c_{n}\left|\psi_{n}\right\rangle$. By applying the non-unitary short-time propagator in imaginary time, each eigenstate observes an exponential damping, $e^{-E_{n} \Delta \tau}$, depending on the eigenenergy. Thus, eigenstates of lower quantum number $n$ are damped less. The overline in $|\bar{\Psi}(\Delta \tau)\rangle$ Eq. 3.24 indicates loss of norm due to the damping; hence, re-normalization in each time step is needed,

$$
\begin{equation*}
|\Psi(\tau)\rangle=|\bar{\Psi}(\tau)\rangle\langle\bar{\Psi}(\tau) \mid \bar{\Psi}(\tau)\rangle^{-\frac{1}{2}} \tag{3.26}
\end{equation*}
$$

The algorithm starts with a guess for the initial state, $|\Psi(0)\rangle$, and successively applies the short time propagator in imaginary time (Eq. 3.23), for example, by using the split
operator method. In the limit $\tau \rightarrow \infty$, the initial wave function converges to the ground state, $\left|\psi_{0}\right\rangle$, as its eigenenergy has the lowest damping factor,

$$
\begin{align*}
\lim _{\tau \rightarrow \infty}|\bar{\Psi}(\tau+\Delta \tau)\rangle & =\lim _{\tau \rightarrow \infty} \hat{U}(\Delta \tau)|\Psi(\tau)\rangle  \tag{3.27}\\
& =e^{-i E_{0} \Delta \tau}\left|\psi_{0}\right\rangle . \tag{3.28}
\end{align*}
$$

By projecting $|\bar{\Psi}(\tau+\Delta \tau)\rangle$ onto Eq. 3.28 from the left, the eigenenergy is obtained from the change in norm within one time step,

$$
\begin{equation*}
E_{0}=-\frac{1}{2 \Delta \tau} \ln \left[\lim _{\tau \rightarrow \infty}\langle\bar{\Psi}(\tau+\Delta \tau) \mid \bar{\Psi}(\tau+\Delta \tau)\rangle\right] . \tag{3.29}
\end{equation*}
$$

Eigenstates of higher quantum number $n>0$, i.e. excited states, are calculated by projecting out all states of lower quantum number $m<n$ in each imaginary time step,

$$
\begin{equation*}
\left|\Psi_{n}(\tau)\right\rangle=|\Psi(\tau)\rangle-\sum_{m=0}^{n-1}\left\langle\psi_{m} \mid \Psi(\tau)\right\rangle\left|\psi_{m}\right\rangle . \tag{3.30}
\end{equation*}
$$

## 4. Results

We now present the theoretical results and discuss three kinds of high-frequency lightmatter interaction in atoms and molecule: XUV ionisation (sections 4.1 and 4.2), x-ray absorption section 4.3), and x-ray scattering section 4.4.
Ionisation with XUV pulses is often regarded as a simple one-photon process in the single active electron picture. Section 4.1 will show that this simple picture disregards prominent (dynamic) particle correlation in molecules, such as electron-electron and nuclear-electron correlation. Incorporating particle correlation leads to interesting effects like shake and knock processes, time-delayed ionisation, and imprints in the photoelectron spectrum. Moreover, the dynamics induced by modulated, few-cycle XUV pulses in atomic photoionisation are discussed, and novel insight into the properties of such pulses is provided section 4.2).
Going to the x-ray regime of high-frequency light-matter interaction gives rise to various phenomena, e.g. excitation or ionisation of core electrons, Auger-Meitner effect, or x-ray scattering. In section 4.3, we discuss how attosecond soft x-ray pulses from a table-top source can probe furan's complex non-adiabatic relaxation dynamics through core-level x-ray absorption near-edge spectroscopy (XANES). The experiment resolves - for the first time - the interplay of electron and vibrational coherences upon photoexcitation in a neutral molecule. We report the theoretical results that aided and explained the experiment.

X-ray scattering is the topic of section 4.4 Here, the contribution of ionisation to static and ultrafast x-ray scattering is discussed. Additionally, we contrast two theories to calculate scattering signals beyond the independent atom model and provide guidance for future developments in scattering simulations and experiments.

### 4.1. Correlation dynamics in molecular XUV ionisation

This section is based on:

1) F.G. Fröbel ${ }^{*}$, K.M. Ziems ${ }^{*}$, U. Peschel, S. Gräfe, A. Schubert, The impact of electron-electron correlation in ultrafast attosecond single ionization dynamics, J. Phys. B.: At. Mol. Opt. Phys., 2020, 53, 144005 section D.1
2) K.M. Ziems, J. Bruhnke, V. Engel, S. Gräfe, Nuclear-electron correlation effects and their photoelectron imprint in molecular XUV ionisation, Front. Chem., 2022, 10, 942633 section D.2


Figure 4.1.: Depiction of XUV ionisation as a single photon process: If a light pulse with energy $\hbar \omega_{0}>I_{P}$ interacts with a bound state, a continuum electron wave packet is created with $E_{\text {kin }}=\hbar \omega_{0}-I_{P}$.

XUV ionisation is often described as a one-photon process that removes one electron from a bound state with energy $E_{0}$ and places it in the continuum. The mean energy of the continuum electron wave packet is given by energy conservation as

$$
\begin{equation*}
E_{\mathrm{kin}}=\hbar \omega_{0}-I_{P} \tag{4.1}
\end{equation*}
$$

where $\hbar \omega_{0}$ is the energy of the light pulse, and $I_{P}=-E_{0}$ is the ionisation potential. This process is visualised in Fig. 4.1. However, this simple picture employs the single active electron approximation assuming that all other particles of the system do not interact with the light pulse or any other particle. In reality, particle correlation is crucial to describe ionisation properly and affects the system's state and dynamics during and after the ionisation process.

Describing correlation dynamics theoretically is a complex multi-particle problem. Especially dynamic correlation, i.e. the concerted time-dependent movement of all particles, is crucial yet challenging to model. Thus, most work focuses on atoms and especially Helium as the simplest two-electron system $57106-109$. A prominent example is the joint experimental-theoretical study by Ossiander et al. ${ }^{[57]}$, where they used attosecond streaking spectroscopy to observe correlation dynamics. Upon photoemission of one electron,
the Helium cation can either reside in its ground state or an excited state. The population of the excited parent ion state during light pulse interaction originates from electronelectron correlation and is called shake-up. Moreover, this ionisation channel observes a small correlation-induced attosecond time delay. Theoretical work on Helium [108|109] revealed an additional electron-electron correlation-driven ionisation channel: knock processes. These are post-ionisation interactions of the outgoing electron with the parent ion electron that lead to the transient population of excited states and proceed on a much larger timescale (100's of attoseconds) than the shake process.

The goal of this project is to extend correlation dynamics to molecular systems. Going from atoms to molecules sees the inclusion of additional effects, most prominently, nuclearelectron correlation. Furthermore, the nuclear structure can lead to multi-centred electrons at various positions in space that are differently influenced by the Coulomb potential. Therefore, the questions arise: Do the findings of correlation dynamics in atoms hold for molecules?; What is the influence of coupled nuclear-electron dynamics during and after ionisation?; How does the multi-centred nature of electrons manifests itself?; Are there observables suitable for tracking the correlation dynamics?

### 4.1.1. The extended Shin-Metiu model system

Extending simulations from atoms to molecules necessitates including and coupling many electrons and many nuclear degrees of freedom whilst maintaining a complete quantum description of the light-induced ionisation. This is computationally out of reach at present and, thus, motivates the use of molecular quantum model systems that mimic a molecule by reducing its dimensionality but keeping its essential effects and properties. Therefore, instead of describing quantitative effects in a specific molecule, qualitative effects, generally occurring in molecules, can be extracted with a high level of theory.

Shin and Metiu proposed such model to study nuclear-electron correlation effects 110111 . It consists of one electron and one nucleus, both moving in one dimension. Additionally, two fixed outer nuclei (positive point charges) represent the molecular boundary such that the central moving nucleus represents a non-dissociative mode. While this model was originally derived to describe charge-transfer processes, it has been applied to a plethora of problems, for example, coupled nuclear-electron quantum dynamics $\sqrt{32[112[114]}$, classical dynamics ${ }^{115}$, photoionisation ${ }^{116-118}$, or two-dimensional coherent femtosecond spectroscopy ${ }^{119]}$. In 2004, Erdmann et al. extended the model by a second electron allowing the description of electron-electron correlation 120 . Their study used the model to introduce time-dependent electron localisation functions and their nuclear dependency. Later the model was used to study the wave-packet dynamics in spin-coupled electronic states ${ }^{121}$. This so-called extended Shin-Metiu model is shown in Fig. 4.2 and fulfils all the above mentioned parameters needed to qualitatively describe correlation dynamics in molecular XUV ionisation on a quantum dynamical level: electron-electron correlation, nuclear-electron correlation, asymmetric structure, and multi-centred electrons.


Figure 4.2.: The extended Shin-Metiu model system as described in the text with electronic coordinates, $x$ and $y$, and nuclear coordinate $R$. The outer point charges are at $\pm 5 \AA$. Adapted from Ziems et al. ${ }^{[122]}$.

We now shortly introduce the model but refer the reader to the underlying publications for more details (see sections D.1 and D.2. The relevant quantum dynamics and numerics background has been presented in chapter 3. The molecular Hamiltonian for our model is

$$
\begin{equation*}
\hat{H}_{0}=\frac{\hat{P}^{2}}{2 M}+\frac{\hat{p}_{x}^{2}}{2}+\frac{\hat{p}_{y}^{2}}{2}+\hat{V}^{2 e}(x, y, R), \tag{4.2}
\end{equation*}
$$

with the nuclear mass $M$, the nuclear momentum operator $\hat{P}$, and the electron momentum operators $\hat{p}_{x}, \hat{p}_{y}$. The potential operator in coordinate space is defined as

$$
\begin{align*}
\hat{V}^{2 e}(x, y, R)= & \frac{Z_{1} Z}{|L / 2-R|}+\frac{Z_{2} Z}{|L / 2+R|}-\frac{Z \operatorname{erf}\left(|R-y| / R_{c}\right)}{|R-y|} \\
& -\frac{Z_{1} \operatorname{erf}\left(|L / 2-y| / R_{f}\right)}{|L / 2-y|}-\frac{Z_{2} \operatorname{erf}\left(|L / 2+y| / R_{f}\right)}{|L / 2+y|} \\
& -\frac{Z \operatorname{erf}\left(|R-x| / R_{c}\right)}{|R-x|}-\frac{Z_{1} \operatorname{erf}\left(|L / 2-x| / R_{f}\right)}{|L / 2-x|} \\
& -\frac{Z_{2} \operatorname{erf}\left(|L / 2+x| / R_{f}\right)}{|L / 2+x|}+\frac{\operatorname{erf}\left(|x-y| / R_{e}\right)}{|x-y|}, \tag{4.3}
\end{align*}
$$

using soft Coulomb interactions parametrised by error functions, erf(...). The charges are $Z_{1}=Z_{2}=Z=1$, the screening parameters $R_{c}=R_{f}=R_{e}=1.5 \AA$, and $L=10 \AA$ for the outer point charges. The use of soft Coulomb interactions allows the moving particles to pass each other in this one-dimensional setup. This is crucial to describe photoionisation, where one electron leaves the molecular structure. Note that in the nuclear equilibrium (as displayed in Fig. 4.2), the asymmetric structure leads to one electron being stronger bound (left electron) and the other being weaker bound (right electron).
The interaction with an XUV light pulse is described using semi-classical light-matter interaction (recall section 2.2) with the interaction Hamiltonian in the velocity gauge (Eq. 2.63). This results in the overall time-dependent Hamiltonian,

$$
\begin{equation*}
\hat{H}(t)=\frac{\hat{P}^{2}}{2 M}+\frac{\hat{p}_{x}^{2}}{2}+\frac{\hat{p}_{y}^{2}}{2}+\hat{V}^{2 e}(x, y, R)+e \mathcal{A}(t)\left(-\frac{\hat{P}}{M}+\hat{p}_{x}+\hat{p}_{y}\right) . \tag{4.4}
\end{equation*}
$$

The light pulse itself is defined by a Gaussian envelope function in the vector potential (see subsection 2.2.3). The TDSE is solved numerically on a grid using the split operator method (see section 3.2).

Throughout the research, we refer to the extended Shin-Metiu model as 'two-electron model' while the standard Shin-Metiu model is called 'one-electron model'. The oneelectron model is the parent ion to the two-electron model. In our simulations, the pulse interaction with the two-electron model leads to the emission of one electron. The dynamics of the remaining electron in the parent ion can be described by the eigenstates of the one-electron model. The Hamiltonian of the one-electron model is readily adapted by removing one electronic degree of freedom from the equations above.

### 4.1.2. Electron-electron correlation and time delays

The questions we set out to answer in the first publication section D.1 are: Do the findings of correlation dynamics in atoms hold for molecules? and How does the multicentred nature of electrons manifests itself? For this, we set up our model system in the nuclear equilibrium structure and simulate the interaction with a short XUV pulse.
We start by analysing the time-resolved population of the parent ion states during photoionisation of the two-electron model (see Fig. 4.3). It reveals that excited parent ion states get populated in the same two timescales as previously reported for atoms. Firstly, we have the quasi-instantaneous population of excited states during the light pulse interaction, i.e. shake-up processes. Secondly, after the light pulse has vanished, we see population exchange as post-ionisation interaction. This proceeds on the timescale of hundreds of attoseconds after the initial light pulse interaction, thus, being mediated by electron-electron correlation between the outgoing photoelectron and the parent ion


Figure 4.3.: Population dynamics of the first five electronic states in the parent ion (one-electron system) during and after light interaction of the XUV pulse $\left(\tau_{E}=140 \mathrm{as}, \omega_{0}=80 \mathrm{~nm}, I=10^{15} \mathrm{~W} / \mathrm{cm}^{2}\right)$ with the two-electron system. Adapted from Fröbel et al. ${ }^{123]}$.
electron. These are the knock processes analogous to the Helium atom 1081009 .
Knowing that the basic concepts of shake and knock hold also in the molecular frame, we next want to understand the electron-electron correlation in more detail, i.e. how exactly the photoelectron travels through space in the potential of the parent ion electron. This constitutes translating the quantum dynamical processes into semi-classical pictures of the two electrons propagating and interacting in space. To this end, we propose replacing the fermionic wave function with that of two 'distinguishable' electrons and restricting the light pulse interaction to a specific electron (for more details see section D.1. This approach allows us to identify different single ionisation pathways that lead to the population of excited states in the parent ion. In general, three different paths can be distinguished for each electron: (i) direct photoemission of one electron without passing the other electron and only influencing it via the changed electrostatic environment (shake process), (ii) 'scattered' photoemission of one electron via passing the other electron, leading to immediate electron-electron interaction (knock process), and (iii) indirect photoemission, where one electron is accelerated by the light pulse but (partly) exchanges momentum with the other electron that subsequently gets emitted instead (knock process). Each of these processes occurs for each of the differently-centred electrons. The magnitude of the three processes is different for the left and right electron due to the asymmetric structure. This leads to a difference in the state of the parent ion after ionisation and different timescales for each ionisation process. Direct photoemission (i) does not include post light pulse interaction between the two electrons. In the molecular case of asymmetric structure and multi-centred electrons, this means the right electron leaves to the right, and the left electron leaves to the left (see Fig. 4.4). Since the left electron is stronger bound, this process is approximately 20 as delayed to the direct emission of the right electron. On the other hand, processes (ii) and (iii) are both electron-electron correlation-driven and classified as knock processes (see green arrows in Fig. 4.4. The difference is, in (ii),


Figure 4.4.: Selected ionisation pathways. Direct ionisation means the left (right) electron leaves the molecule to the left (right) without directly interacting with the other electron. Knock processes are driven by electron-electron correlation and the two electrons passing each other. The colours of the arrows reflect the parent ion state the molecule will be predominantly in following this specific ionisation pathway with $n=0$ (violet), $n=1$ (green), and $n=2$ (blue). Knock-up and -down refers to a change in the electronic state compared to the direct ionisation process. The knock processes can occur via process (ii) or (iii), as described in the text. Taken from Ziems et al. ${ }^{[122]}$.
the electron initially accelerated by the light pulse is the electron emitted, while in (iii), momentum exchange between the two electrons leads to the emission of the electron that is not initially accelerated by the light pulse. The direct interaction of the two electrons during these processes leads to the transient population of excited parent ion states. In terms of delay time with respect to the fastest process (direct emission of the weakly bound electron), process (ii) is a few hundred attoseconds delayed and process (iii) up to 1 fs .

In summary, we showed that the concept of shake and knock hold in molecules and can be further dissected into various pathways on different timescales, describing the movement of the multi-centred electrons in molecules.

### 4.1.3. Nuclear-electron correlation and photoelectron imprints

After having analysed electron-electron correlation, we set out to study the additional impact of nuclear-electron correlation in the second publication section D.2. Specifically, we address the questions: What is the influence of coupled nuclear-electron dynamics during and after ionisation? and Are there observables suitable for tracking the correlation dynamics? To this end, we study XUV ionisation of the two-electron model in nonequilibrium configurations, investigate the dynamics beyond the first few femtoseconds to observe non-adiabatic effects in the parent ion after ionisation, and calculate photoelectron spectra as observables. In order to obtain spectra that can be clearly analysed by means of energy conservation and in order to avoid few-cycle effects, a $\tau_{E}=5 \mathrm{fs}$ long XUV pulse comprised of several optical cycles was used. Few-cycle XUV pulses and their effect on the photoelectron spectrum are discussed in section 4.2 .
The dynamics are started from two different non-equilibrium positions that lead to the following general behaviour, which is depicted in Fig. 4.5 (a) in terms of potential energy curves of the two-electron (bottom) and one-electron (top) system: (1) The nuclear wave packet is placed in the electronic ground state of the two-electron model system in a nuclear non-equilibrium state, either left (green wave packet) or right (red wave packet) to the equilibrium. For comparison, simulations with the nuclear wave packet at the equilibrium geometry (blue wave packet) are performed. Starting the propagation, the nuclear wave packet at the left (right) non-equilibrium position will relax towards the equilibrium and gain positive (negative) momentum. (2) At the time of passing the equilibrium, the XUV pulse with an energy of $\hbar \omega_{0}=15.5 \mathrm{eV}$ interacts, i.e. the light pulse is centred around the time the nuclear wave packet passes the equilibrium. (3) This will lead to the creation of a photoelectron moving away from the molecule (not depicted in Fig. 4.5 (a)), and an electronic wave packet in the parent ion comprised of several parent ion electronic states. On each electronic state evolves a coupled nuclear wave packet (purple, dark green, and light blue wave packet). The dynamics of these nuclear wave packets is given by the gradient of the potential energy curve of the corresponding electronic state (indicated with small purple, dark green, and light blue arrows). (4) The coupled evolution of electronic and nuclear wave packets defines the post-ionisation dynamics. Strong nuclear-electron


Figure 4.5.: (a) First four potential energy curves of the two-electron system (bottom) and one-electron system (top). The numbers (1) - (4) highlight the processes discussed in the text. (1) Non-equilibrium nuclear wave packets (green and red) relax to the equilibrium (blue). (2) XUV light pulse interaction with $\hbar \omega_{0}=15.5 \mathrm{eV}$. (3) Creation of electronic and nuclear wave packets in the parent ion due to ionisation by the XUV pulse. Little arrows show the gradient exerted by the potential energy curve on the nuclear wave packets. (4) Non-adiabatic transition important for the post-ionisation dynamics. (b) Photoelectron spectrum for ionisation from the nuclear equilibrium position. Each of the three peaks has a forward (fwd, solid line) / backward (bwd, dashed line) asymmetry discussed in the text. (c) Nuclear-electron correlation imprint of the electron momentum expectation value, $\langle\Psi| p_{x}|\Psi\rangle$, via the integrated photoelectron spectrum, $\Delta \tilde{A}$. Values are given at various times, $T$, defined as the delay between the start of the non-equilibrium dynamics and the XUV pulse interaction. Adapted from Ziems et al. ${ }^{122]}$.
correlation arises when the electronic states come close in energy, e.g. at avoided crossings.
Using this procedure, we discuss ( $i$ ) the influence of the nuclear degree of freedom and the nuclear momentum at the time of ionisation on the creation of the electronic wave packet in the parent ion (process (3)), (ii) electron-nuclear correlation in the post-ionisation dynamics (process (4)), and (iii) the imprints of coupled nuclear-electron dynamics on the photoelectron.
(i) By comparing the early attosecond electronic populations in the parent ion (similar to Fig. 4.3 of the non-equilibrium and equilibrium cases, we show that the influence of the moving nucleus during XUV ionisation is only marginally affecting the initial electronic wave packet. The only slight deviation ( $<10 \%$ ) in electronic population occurs when the nuclear wave packet's shape gets distorted prior to the light pulse interaction due to propagation on anharmonic surfaces. This is an important result for creating new approximated methods for molecular XUV ionisation.
(ii) The post-ionisation dynamics occur on the electronic surfaces of the one-electron system, i.e. the parent ion. At $R=0$, we observe a non-adiabatic transition between the states $n=1$ and $n=2$ (see (4) in Fig. 4.5. Here, nuclear-electron correlation changes the electronic population due to the nuclear wave packet relaxing into this crossing. Interestingly, the timing of the non-adiabatic transition changes depending on the initial setup prior to ionisation. This originates from nuclear momentum conservation between the two-electron system before and the one-electron system after ionisation. Thus, starting in the left (right) non-equilibrium configuration leads to a positive (negative) nuclear momentum before ionisation that is conserved in the parent ion and results in a faster (slower) nuclear wave packet relaxation into the crossing.
(iii) In this section's introduction, the energy conservation relation for a single active electron promoted into the continuum (Eq. 4.1) was mentioned. With electron-electron correlation, we observe the population of several parent ion states that each have a correlated photoelectron state (recall subsection 4.1.2). Each parent ion state $n$ has a defined energy and, thus, specific ionisation potential, $E_{n}=-I_{P_{n}}$, which extends the energy conservation relation to

$$
\begin{equation*}
E_{\mathrm{kin}, n}=\hbar \omega_{0}-I_{P_{n}} \tag{4.5}
\end{equation*}
$$

For our case of an XUV pulse with $\hbar \omega_{0}=15.5 \mathrm{eV}$ that interacts with a nuclear wave packet in the equilibrium, three parent ion states are energetically accessible, which leads to three distinct photoelectron peaks (see Fig. 4.5 (b)). Moreover, in subsection 4.1.2 we reported that electron-electron correlation leads to various ionisation pathways that differ in magnitude for the left (strongly bound) and right (weakly bound) electron. Interestingly, these differences also manifest in the photoelectron spectrum's forward/backward asymmetry (see Fig. 4.5 (b)). For example, the photoelectron peak at 5 eV is correlated to a parent ion state of $n=0$. This state is predominantly populated by direct ionisation of
the right electron leaving to the right (forward), thus, resulting in a forward asymmetry of the photoelectron peak at 5 eV . The same logic can be applied to all photoelectron peaks and shows the correlation between the photoelectron and the parent ion electron (see publication in section D.2). The integrated photoelectron spectrum reveals an additional asymmetry based on nuclear-electron correlation (see Fig. 4.5 (c)). The coupled nuclear-electron dynamics in the bound two-electron system prior to ionisation can be visualised in terms of the electronic momentum expectation value (Fig. 4.5 (c), orange line). This is a direct electronic response to the nuclear motion. An XUV pulse that ionises the system at different times of the coupled nuclear-electron motion imprints the electronic momentum expectation value (orange line) on the photoelectron spectrum's integrated asymmetry (blue line). A proposed experiment would initiate coupled nuclear-electron dynamics in a target system and probe it by time-delayed XUV ionisation. Calculating this averaged asymmetry would reveal the coupled nuclear-electron dynamics at each time of ionisation. The details of how to differentiate the electron-electron correlation-based and nuclear-electron correlation-based asymmetry are presented in section D. 2
In summary, we revealed strong correlation effects between electrons and nuclei in molecular XUV ionisation showing (i) robustness of the electronic wave packet build-up with regard to the nuclear movement, (ii) nuclear momentum conservation between target and parent ion, and (iii) the imprint of electron-electron and nuclear-electron correlation in the photoelectron spectrum.

### 4.2. Attosecond ionisation dynamics of modulated, few-cycle XUV pulses

This section is based on:
3) K.M. Ziems, M. Wollenhaupt, S. Gräfe, A. Schubert, Attosecond ionization dynamics of modulated, few-cycle XUV pulses, J. Phys. B.: At. Mol. Opt. Phys., 2023, 56, 105602 section D.3)

In section 4.1, XUV ionisation was described as creating a continuum electron wave packet with its central energy given by energy conservation (Eq. 4.1). Subsequently, in subsection 4.1.3 we saw that the incorporation of particle correlation leads to asymmetries in the photoelectron spectrum. However, the peak positions still adhere to energy conservation (Eq. 4.5). With few-cycle XUV pulses, we enter a regime of light-matter interaction sensitive to the envelope and phases of the field. The few-cycle regime skews the intuitive energy conservation picture for ionisation dynamics, and creates additional asymmetries in the photoelectron spectrum. To separate few-cycle pulse effects from the above-discussed effects of particle correlation, we investigate single active electron photoionisation in a 1D atomic model system (validated against the 3D hydrogen atom in section D.3). The dynamics are studied on a grid by numerical integration of the TDSE (see chapter 3), as well as first-order perturbation theory (introduced in subsection 2.1.3, and semi-analytical approaches.

Few-cycle pulses are characterised by a steep rise and fall of the envelope within a few optical cycles. This means that the slowly varying envelope approximation (SVEA) cannot be assumed. Insubsection 2.2.3, we thoroughly introduced the theory of light pulses within the SVEA and showed how temporal and spectral modulations (i.e. chirping) can be performed. Crucially, the envelope-depending term in Eq. 2.72 is neglected in the early stage of the derivations. Here, we start from Eq. 2.72 and derive analytical expressions for the electric field and vector field beyond the SVEA for unchirped and spectrally modulated XUV pulses. A strong focus is on understanding the additional effects created by the fewcycle nature of the light pulse. For the case of an unchirped few-cycle pulse, we obtain

$$
\begin{align*}
\mathcal{E}(t) & =\mathfrak{E}(t) \cos \left(\omega_{0} t+\phi_{\mathrm{CE}}+\phi(t)\right),  \tag{4.6}\\
\tilde{\mathcal{E}}(\omega) & =-\tilde{\mathcal{E}}_{0} \frac{\omega}{\omega_{0}}\left\{\mathrm{e}^{-\beta_{\omega}\left(\omega-\omega_{0}\right)^{2}+i \phi_{\mathrm{CE}}}-\mathrm{e}^{-\beta_{\omega}\left(\omega+\omega_{0}\right)^{2}-i \phi_{\mathrm{CE}}}\right\}, \tag{4.7}
\end{align*}
$$

with the envelope and time-dependent phase,

$$
\begin{align*}
& \mathfrak{E}(t)=-\mathcal{E}_{0} \mathrm{e}^{-\beta t^{2}}\left(\frac{4 \beta^{2} t^{2}}{\omega_{0}^{2}}+1\right)^{\frac{1}{2}} \text { and }  \tag{4.8}\\
& \phi(t)=\arctan \left(\frac{2 \beta}{\omega_{0}} t\right) \tag{4.9}
\end{align*}
$$

respectively. Note that $\tilde{\mathcal{E}_{0}}=\mathcal{E}_{0} \sqrt{\beta_{\omega} / 2}, \beta=4 \ln (2) \tau^{-2}$, and $\beta_{\omega}=(4 \beta)^{-1}$. Here, the Gaussian FWHM definition (recall Eq. 2.100) is applied. An example of such a pulse
is visualised in Fig. 4.6 It shows how the electric field in time possesses a temporal modulation due to the time-dependent envelope-induced frequency $\omega_{\phi}(t)=\frac{d}{d t} \phi(t)$. As a result, the instantaneous frequency of the pulse is shifted to $\tilde{\omega}_{0}(t)=\omega_{0}+\omega_{\phi}(t)$, with a maximum blue shift at $t=0$ of $\tilde{\omega}_{0}(t=0)=\omega_{0}+2 \beta \omega_{0}^{-1}$. The spectral representation (see Eq. 4.7 and Fig. 4.6 (b)) shows the same blue shift in terms of the multiplicative $\omega$ term, scaling the analytical spectrum: $\tilde{\mathcal{E}}_{\text {carrier }}^{ \pm}(\omega)=\frac{-\tilde{\mathcal{E}}_{0}}{\omega_{0}} \mathrm{e}^{-\beta_{\omega}\left(\omega \mp \omega_{0}\right)^{2} \pm i \phi_{\text {CE }}}$. Crucially, the linear factor in $\omega$ ensures a vanishing DC component, $\tilde{\mathcal{E}}(0)=0$, necessary for obtaining a propagating pulse 124125 . Similar to pulse modulation within the SVEA (presented in subsection 2.2.3), a quadratic spectral phase, $\phi_{2}$, can be introduced to few-cycle pulses beyond the SVEA, which leads to a linear temporal chirp in the electric field,

$$
\begin{align*}
\mathcal{E}_{c}(t) & =-\frac{\tilde{\mathcal{E}}_{0}}{\sqrt{8} \omega_{0}}\left(\frac{2\left[\beta_{\omega}+i \frac{\phi_{2}}{2}\right] \omega_{0}+i t}{\left[\beta_{\omega}+i \frac{\phi_{2}}{2}\right]^{3 / 2}} \mathrm{e}^{-\beta_{c} t^{2}+i\left(\omega_{0}+2 \phi_{2} \beta_{c} \beta t\right) t+i \phi_{\mathrm{CE}}}+\text { c.c. }\right)  \tag{4.10}\\
\tilde{\mathcal{E}}_{c}(\omega) & =-\tilde{\mathcal{E}}_{0} \frac{\omega}{\omega_{0}}\left\{\mathrm{e}^{-\beta_{\omega}\left(\omega-\omega_{0}\right)^{2}+i \phi_{\mathrm{CE}}-i \frac{\phi_{2}}{2}\left(\omega-\omega_{0}\right)^{2}}-\mathrm{e}^{-\beta_{\omega}\left(\omega+\omega_{0}\right)^{2}-i \phi_{\mathrm{CE}}+i \frac{\phi_{2}}{2}\left(\omega+\omega_{0}\right)^{2}}\right\} . \tag{4.11}
\end{align*}
$$

As for pulses within the SVEA (see Eq. 2.110), we have $\beta_{c}=\beta /\left(1+4 \phi_{2}^{2} \beta^{2}\right)$ that constitutes a temporal broadening.

After understanding few-cycle pulses beyond the SVEA and modulations therein, we turn towards the atomic photoionisation dynamics induced by such pulses. Different intensity regimes - from $10^{13}$ to $10^{17} \mathrm{~W} / \mathrm{cm}^{2}$ - are studied, and first- and higher-order effects are differentiated. We contrast ionisation by unchirped and modulated few-cycle XUV pulses to understand effects arising from the spectral and temporal properties.

First-order effects, applicable to weak and moderate intensities, lead to a dipole reshaping of the spectrum towards lower kinetic energies. In first-order, the photoelectron spectrum can be derived as the product of the transition dipole moment into the continuum, $\mu(p)$, and the spectral intensity profile, $\tilde{\mathcal{I}}(\omega)$ (absolute square of the spectral field representation, power spectral density), shifted by the ground state energy, $E_{0}$. Assuming a continuum of plane waves, this gives

$$
\begin{equation*}
\sigma(p) \approx|\mu(p)|^{2} \tilde{\mathcal{I}}\left(\tilde{E}_{p}-E_{0}\right), \tag{4.12}
\end{equation*}
$$

with

$$
\begin{align*}
\tilde{\mathcal{I}}(\omega) & =\left|\tilde{\mathcal{E}}_{c}(\omega)\right|^{2}  \tag{4.13}\\
& =\tilde{\mathcal{E}}_{0}^{2} \frac{\omega^{2}}{\omega_{0}^{2}}\left\{\mathrm{e}^{-2 \beta_{\omega}\left(\omega-\omega_{0}\right)^{2}}+\mathrm{e}^{-2 \beta_{\omega}\left(\omega+\omega_{0}\right)^{2}}-2 \mathrm{e}^{-2 \beta_{\omega}\left(\omega^{2}+\omega_{0}^{2}\right)} \cos \left[\phi_{2}\left(\omega^{2}+\omega_{0}^{2}\right)-2 \phi_{\mathrm{CE}}\right]\right\} . \tag{4.14}
\end{align*}
$$

Few-cycle pulses are ultrashort in time and, thus, broad in spectral representation. Fig. 4.7 contrasts a few-cycle and a long 5 fs pulse. For the few-cycle pulse, the broad spectral in-


Figure 4.6.: Unchirped, few-cycle XUV pulse with $\tau=140$ as, $\mathcal{E}_{0}=-0.169$ a.u., and $\omega_{0}=0.570$ a.u. $(15.5 \mathrm{eV})$. a) Temporal representation based on Eq. 4.6 and b) spectral representation based on Eq. 4.7. The vertical dashed line indicates the carrier frequency, $\omega_{0}$, while the dotted line is the central frequency, $\tilde{\omega}_{0}$, showing the blue shift discussed in the text. Adapted from Ziems et al. ${ }^{[126]}$.


Figure 4.7.: (a) Transition dipole moment into a plane wave continuum (orange line), and spectral intensity profile of a few-cycle ( $\tau=140$ as) and long ( $\tau=5 \mathrm{fs}$ ) XUV pulse. (b) and (c): Spectrum for a long and a few-cycle pulse, respectively, obtained via numerical solution of the TDSE, first-order perturbation theory (PT), and PT with plane wave continuum (PTPW, see Eq. 4.12). The latter is a product of the two terms in a) and shows the effect of the broad spectral intensity of ultrashort pulses. Adapted from Ziems et al. ${ }^{126]}$.
tensity leads to the transition dipole moment becoming the limiting contribution and imprinting the photoelectron spectrum. Since $\mu(p)$ is largest at small energies, the photoelectron spectrum is red-shifted even though the spectral intensity profile is blue-shifted, as explained above, due to the few-cycle effects beyond the SVEA. As this is a linear effect in the spectral representation, an XUV pulse with a quadratic spectral phase Eq. 4.10 and 4.11), which influences the pulse profile only in time, shows the same red shift.

Additionally, we find a first-order CEP-depended asymmetry in the photoelectron spectrum due to the cosine cross term in the spectral intensity profile of attosecond XUV pulses (see Eq. 4.14). This cross term is unique to attosecond pulses beyond the SVEA and varies the total pulse intensity. For half-integer CEPs, a maximum yield in the PES is observed, whereas for whole-integer CEPs, a minimum yield follows (Fig. 4.8 (a)).
In the non-perturbative regime, a CEP- and intensity-depended forward/backward asymmetry is reported based on polarisation and interference effects in the continuum (see publication in section D.3). This asymmetry becomes evident in Fig. 4.8 (b) and (c). Again, a comparison with spectrally modulated pulses (linear chirp in time) is performed. The higher-order effects only show for attosecond pulses and not for spectrally modulated ones, marking it as an effect of the temporal behaviour of the few-cycle pulse.


Figure 4.8.: Photoelectron spectra in forward/backward direction (right/left column), obtained by numerical TDSE solution for a few-cycle pulse with $\tau=140$ as and $I=10^{13} \mathrm{~W} / \mathrm{cm}^{2}(\mathrm{a}), I=10^{15} \mathrm{~W} / \mathrm{cm}^{2}(\mathrm{~b})$, and $I=10^{17} \mathrm{~W} / \mathrm{cm}^{2}(\mathrm{c})$. a) shows the linear effect based on the cosine cross term of the spectral intensity, while (b) and (c) show the CEP- and intensity-dependent non-linear effect based on polarisation and continuum interference. Adapted from Ziems et al. ${ }^{126]}$.

In summary, we thoroughly discussed the properties of few-cycle XUV pulses that cannot be treated within the slowly varying envelope approximation (SVEA), and emphasised temporal and spectral modulations unique to the attosecond nature of the pulses. Applying these fields to atomic photoionisation revealed a red shift of the photoelectron spectrum and asymmetries in first- and higher-order.

### 4.3. Non-adiabatic relaxation dynamics of furan - theoretically addressed for attosecond x-ray absorption

This section is based on:
4) S. Severino ${ }^{*}$, K.M. Ziems ${ }^{*}$, M. Reduzzi, A. Summers, H.-W. Sun, Y.-H. Chien, S. Gräfe, J. Biegert, Non-adiabatic electronic and vibrational ring-opening dynamics resolved with attosecond core-level spectroscopy, Nature, 2023 (submitted) section D. 4 .

X-ray photons can be used to probe molecules via core-level spectroscopy, which encompasses a variety of techniques that differ in the detection scheme applied to the light-matter interaction. The absorption of an x-ray photon leads to a core electron being either excited into an unoccupied (valence) orbital or promoted to the continuum, i.e. ionised. Detecting the transmission of the x-ray photon through a sample is used in x-ray absorption spectroscopy (XAS), while measuring the liberated photoelectron is used in x-ray photoelectron spectroscopy (XPS). Moreover, an electron from a higher energetic level can fill the core hole created by the x-ray interaction. The energy released from this process can either trigger the emission of a photon or an electron. The latter process is known as Auger-Meitner decay ${ }^{1277128}$. Detecting the photon of the recombination process is done in x-ray emission spectroscopy (XES), while Auger electron spectroscopy (AES) measures the Auger-Meitner electron. All these techniques reveal element-specific information about the local geometry and electronic structure around an atomic site 129.131 .


Figure 4.9.: Visualisation of XAS from a K-edge (1s orbital) and its characteristic two regions. XANES: Transition into unoccupied orbitals, e.g. LUMO and LUMO +1 , lead to specific signals in the absorption signal around the edge. EXAFS: For energies larger than the binding potential, electrons scatter off their neighbouring electrons, leading to modulations.

In XAS, the photon energy needed to excite a core electron is associated with the socalled K-, L-, and M-edges for, respectively, excitation of an orbital with quantum number $n=1,2$, and 3 . The wording 'edge' refers to the sudden rise in x-ray absorption when the x-ray photon energy is in proximity to the core electron's binding energy. For the case of carbon, the K-edge refers to the excitation of a 1s core electron at around 284 eV . An XAS spectrum comprises two main regions (see Fig. 4.9. X-ray absorption nearedge structure (XANES) occurs nearest the absorption edge and exhibits sharp resonance peaks, corresponding to specific core transitions into bound states. This signal is used to extract element- and orbital-specific information. On the other hand, extended x-ray absorption fine structure (EXAFS) appears at higher energies and has oscillations in the measured signal caused by the ejected core electron scattering off surrounding atoms. This signal contains information about the neighbouring atoms, such as bond lengths and chemical coordination. Historically, the sum of the XANES and EXAFS spectra is also referred to as x-ray absorption fine structure (XAFS). A big appeal of XAS is its sensitivity to the electronic environment and molecular structure 132133. Moreover, the site-specific core-to-valence transitions have limited spectral congestion compared to valence-to-valence transitions 132|134|135.

Until recently, most core-level spectroscopy experiments were only feasible in synchrotron facilities. With the advances of attosecond technology and the emergence of HHG, table-top x-ray spectroscopy became available and offered a prominent tool to understand details about the dynamics of quantum systems ${ }^{136]}$. Using attosecond soft x-ray pulses from HHG complements the site-specificity and electronic and structural sensitivity of XAS with attosecond temporal resolution. This technique is termed AttoXAFS. A pioneering step was the extension of soft x-rays from HHG sources to the water window $(280 \mathrm{eV}-532 \mathrm{eV}){ }^{137-140]}$. In this spectral region, water is transparent, while core resonances of elements common to organic compounds are found, such as carbon ( 284 eV ) and Nitrogen ( 402 eV ). Thus, spectroscopy in the water window is perfectly suitable for investigating organic substances and biological processes. Additionally, since AttoXAFS offers attosecond temporal resolution and sensitivity to the electronic environment and nuclear geometry, the method can be used to investigate dynamics involving CIs in organic compounds. A few first attosecond absorption experiments in the water window have been performed on small systems such as $\mathrm{NO}{ }^{141}$ and the ethylene cation ${ }^{61}$. Moreover, it was reported that AttoXAFS can observe electronic coherences 142 .

In this work, we showcase AttoXAFS' capabilities to unravel the complex dynamics of larger and biologically relevant systems by revealing the non-adiabatic electronic and vibrational dynamics of neutral furan across its conical intersections and dark states in real time. Furan is a prototypical system for heterocyclic organic rings, which are essential building blocks of polymers, fuels, pharmaceuticals, atmospheric constituents, organic electronics, light-harvesting systems, agrochemicals, and more ${ }^{143} 146$. The specific pumpprobe setup is shown in Fig. 4.10. A non-ionising, $1.85 \mu \mathrm{~m}$, CEP-stable, 17 fs strong-field


Figure 4.10.: Pump-probe setup used in the experiment.
pump with $6.4 \times 10^{13} \mathrm{~W} / \mathrm{cm}^{2}$ peak intensity multi-photon excites the furan molecule. Then, a time-delayed, isolated attosecond SXR pulse probes the excited-state dynamics via XANES at the carbon K-edge.

From the theory side, we employ a multi-physics approach comprised of three complementing simulations: (i) One-dimensional potential energy surfaces are calculated along specific relaxation pathway coordinates to obtain an intuitive picture of the dynamics. (ii) The non-adiabatic excited-state dynamics are simulated via ab initio on-the-fly surface hopping, including non-adiabatic and laser coupling. This enables us to sample all possible excited states relaxation pathways without presuming reaction modes while incorporating all relevant quantum and strong-field effects. (iii) X-ray absorption spectra are calculated parametrically at various nuclear geometries and in different electronic states to compare to the experimental signal.

All approaches use standard quantum chemistry packages to solve the electronic TISE (recall subsection 2.3.2). For (i) and (ii), the ground and excited states are obtained using the Gaussian 16 programme ${ }^{147}$ with (time-dependent) density functional theory ((TD-)DFT), the hybrid functional PBE0 ${ }^{148 \mid 149}$ and a valence triple-zeta basis set with diffuse and polarisation functions, $6-311++G(d, p) 150151$. The molecular excited-state dynamics in (ii) are performed using the direct dynamics programme Sharc 2.1 152|153] (recall subsection 2.3.3). In (iii), we use QChem $5.3^{\boxed{154}}$ to calculate core excitations from the electronic ground state on the equation of motion coupled cluster level, including singles and doubles (EOM-CCSD) [155/156] Excitations from a valence excited state employ the core-valence-separation scheme ${ }^{[157}$ in the frozen-core equation of motion model for electronically excited states on the coupled cluster singles and doubles level of theory (fc-CVS-EOM-EE-CCSD) ${ }^{158 / 159]}$. Both methods use the aug-cc-pVDZ basis set $160[161$.

In the following, we focus on the theoretical investigation of our publication (full work in section D.4). Upon multi-photon, strong-field excitation into the bright $\pi \pi^{*}\left(\mathrm{~S}_{2}\right)$ state, furan undergoes ultrafast dynamics through two main non-adiabatic relaxation pathways,


Figure 4.11.: (a) Potential energy curves along linear interpolated coordinates showing furan's non-adiabatic relaxation dynamics following a $\pi \pi^{*}$ excitation along RP (left, light blue background) or RO (right, light red background) through different crossings and CIs. The dark blue shaded area in the centre represents the Franck-Condon (FC) region. The excited states $\mathrm{S}_{0}, \mathrm{~S}_{1}$, and $\mathrm{S}_{2}$ refer to the respective adiabatic states and change their electronic configurations through several crossings along the pathways. (b) Highest occupied molecular orbital $(\pi)$ and the two lowest unoccupied molecular orbitals (3s and $\pi^{*}$ ) at the FC region for the electronic GS. Adapted from Severino et al. ${ }^{[162]}$.


Figure 4.12.: Analysis of the semi-classical dynamics. (a) Time evolution of the electronic population starting from $\mathrm{S}_{2}\left(\pi \pi^{*}\right.$ at FC$)$ involving the first three excited states ( $\mathrm{S}_{1}, \mathrm{~S}_{2}, \mathrm{~S}_{3}$ ) and the ground state ( $\mathrm{S}_{0}$ ). (b) and (c): Time evolution of the electronic states' energy gap, $\Delta E$, between the first three excited states along, respectively, the RO and the RP trajectories (dashed lines) and their Gaussian smoothed versions based on the pump pulse width (continuous lines). In (a), (b), and (c), the passage through $\mathrm{CI}_{\mathrm{S}_{2} / \mathrm{S}_{1}}(12 \mathrm{fs}), \mathrm{CI}_{\pi \pi^{*} / \pi \sigma^{*}}$ (58fs), and $\mathrm{CI}_{\mathrm{S}_{1} / \mathrm{S}_{0}}(158 \mathrm{fs})$ are labelled. The different characteristic regions of the dynamics that are discussed in the text are highlighted by the shaded areas. Adapted from Severino et al. ${ }^{162]}$.
namely ring-opening (RO) and ring-puckering (RP). Both pathways evolve on several excited states through avoided crossings and CIs back to the electronic ground state 163.165 . This is visualised in Fig. 4.11 in terms of one-dimensional potential energy curves along a coordinate obtained by linear interpolation between the Franck-Condon (FC) region and, respectively, the ring-opening conical intersection (ROCI) and ring-puckering conical intersection (RPCI). Fig. 4.12 (a) shows the results of the semi-classical dynamics, where 200 trajectories were started in the excited $\pi \pi^{*}$ state. Within 15 fs , the $\mathrm{S}_{3}(\pi 3 \mathrm{p})$ state gets partially populated (blue area). This is followed by passing $\mathrm{CI}_{\mathrm{S}_{2} / \mathrm{S}_{1}}$, which leads to a partial population transfer to the $\mathrm{S}_{1}$ state (green area). Crucially, this creates a so-called CI-mediated coherent electronic wave packet ${ }^{[166]}$ as the evolution of the nuclear wave packet proceeds on two almost parallel excited electronic states ( $\mathrm{S}_{1}$ and $\mathrm{S}_{2}$; see $\Delta E_{21}$ in Fig. 4.12 (b)), ensuring a constant phase relation. This electronic wave packet migrates between the two distinct carbon atoms of furan (see C1 and C2 top right sketch in Fig. 4.13) and is resolved in the experimental data as out-of-phase quantum beatings. The passage of $\mathrm{CI}_{\mathrm{S}_{2} / \mathrm{S}_{1}}$ leads to a diabatic transition, meaning the adiabatic $\mathrm{S}_{1}$ and $\mathrm{S}_{2}$ state switch electronic character. Thus, when the population is dominant in $\mathrm{S}_{1}$ at around 60 fs , the electronic character is still of $\pi \pi^{*}$. After 60 fs (yellow area), the RO pathway decays through a second conical intersection, $\mathrm{CI}_{\pi \pi^{*} / \pi \sigma^{*}}$, that transiently populates a dissociative dark $\pi \sigma^{*}$ state and, subsequently, results in the C-O bond breaking. The RP pathway maintains $\pi \pi^{*}$ character. This pathways difference is also evident from the static potential energy surface picture (see Fig. 4.11). A normal mode analysis of the dynamics along the RO shows the emergence of a RO vibrational mode after 60 fs . Relaxation along this dissociative pathway leads to an energetic separation of the electronic states (see Fig. 4.11 and $\Delta E_{21}$ in Fig. 4.12 (b)), subsequently leading to the dephasing of the aforementioned electronic wave packet. The disappearance of electronic quantum beating around 60 fs , followed by the emergence of the vibrational RO frequency, is confirmed in the experiment and is a real-time measurement of nuclear-electron correlation. At $t>160 \mathrm{fs}$ (white area), the ROCI and RPCI $\left(\mathrm{CI}_{\mathrm{S}_{1} / \mathrm{S}_{0}}\right)$ lead to the relaxation to the electronic ground state. The theory identifies that $74 \%$ of the trajectories follow the RO pathway, which concurs with the experimental findings of a dominant RO (see section D.4).
Selected calculated spectra at the FC region and ROCI are shown in Fig. 4.13 The top panel shows the effect of the initial $\pi \pi^{*}$ photoexcitation on the x -ray absorption spectrum. Here, the key feature is the SOMO peak at 282 eV . The photoexcitation pump creates a hole in the $\pi$ orbital, allowing a probe $1 \mathrm{~s} \rightarrow \pi$ transition by the x-ray pulse. Going back to Fig. 4.9, this resembles a hole in the HOMO due to the pump pulse excitation, which subsequently causes a pre-edge peak in the x-ray spectrum due to the newly opened $1 \mathrm{~s} \rightarrow$ HOMO transition. At the ROCI, the molecular symmetry is broken from $\mathrm{C}_{2 \mathrm{v}}$ to $\mathrm{C}_{\mathrm{s}}$ making each carbon's chemical environment unique. Consequently, the SOMO peak is not made out of two but rather four unique transitions, as indicated in Fig. 4.13 (b). The SOMO peak's appearance and the splitting can be found in the experimental data.


Figure 4.13.: XAS for different electronic configurations at (a) FC region and (b) ROCI geometry. In (a), the creation of the SOMO peak and transition rearrangement due to the change from the GS (orange) to the $\pi \pi^{*}$ state (green) is shown. Arrows in (b) indicate the splitting of the SOMO peak due to symmetry breaking in the molecular structure, as depicted on the right. Adapted from Severino et al. [162].

In summary, we presented the theoretical part of a joint experimental and theoretical study that used attosecond core-level absorption spectroscopy to investigate the nonadiabatic dynamics of furan. We revealed the passage through CIs, creation of electronic coherence, dephasing due to nuclear-electron correlation, and identified ring-opening as the major relaxation pathway.

### 4.4. The contribution of ionisation to static and ultrafast x-ray scattering

This section is based on:
5) K.M. Ziems, M. Simmermacher, S. Gräfe, A. Kirrander, The contribution of Compton ionization to ultrafast x-ray scattering, J. Chem. Phys., 2023, 159, 044108 section D.5

In section 4.3, XANES was introduced as resonant x-ray matter interaction, where a soft x-ray pulse promotes an electron from a core level to an unoccupied orbital creating an absorption edge in the spectrum (see Fig. 4.9). Non-resonant x-ray scattering occurs at higher photon energies, beyond any absorption edges, and describes the scattering of hard x-rays by a material. The signal is recorded as differential x-ray scattering cross section, $d \sigma / d \Omega$, referring to the number of scattered photons per solid angle $\Omega$.

Historically, x-ray scattering has been used to analyse crystal structures, but over the last decades found its way into femtochemistry thanks to the construction of XFELs 10 . 12 . These facilities generate very short pulses of x-rays with unprecedented brightness, enabling experiments that resolve the nuclear dynamics of photochemical reactions on the femtosecond time scale $13 / 62|167| 168$. Moreover, due to the high photon flux and repetition rate, more subtle features like changes in the electronic state are captured ${ }^{1691170}$. In the future, XFELs are poised to provide attosecond pulses in the hard x-ray regime $\stackrel{26-30 \text {, }, ~}{2}$ which will open the possibility to observe real-time electron dynamics $63 \mid 171 / 175$.

Common analysis of scattering experiments still relies on the independent atom model (IAM) that describes the scattering cross section as an incoherent sum of tabulated atomic form factors $176[177$. This method gives fairly good agreement for nuclear structure retrievals but cannot be applied to electronic features or electron dynamics. Hence, several groups are working on a more rigorous framework to describe static and ultrafast x-ray scattering, such as derivation within non-relativistic quantum electrodynamics and firstorder perturbation theory 171178 . We apply this theory to a purely electronic version of our one-dimensional molecular model system (recall subsection 4.1.1) at its nuclear equilibrium structure, i.e. a two-electron system with fixed nuclei. In the spectral representation (recall Eq. 2.39), the system is described via its electronic eigenstates, $\left\{\left|\varphi_{i}\right\rangle\right\}$, as

$$
\begin{equation*}
|\Psi(t)\rangle=\sum_{i}^{N_{\mathrm{s}}} c_{i} \mathrm{e}^{i E_{i} t / \hbar}\left|\varphi_{i}\right\rangle \tag{4.15}
\end{equation*}
$$

with eigenenergies, $E_{i}$, amplitudes, $c_{i}$, and number of electronic states in the superposition, $N_{\mathrm{s}}$. For $N_{\mathrm{s}}=1$, we have a single, stationary electronic state, while for $N_{\mathrm{s}}>1$, we have an electronic wave packet. For this, the differential x-ray scattering cross section in terms of the one-dimensional momentum transfer coordinate, $q$, is obtained as

$$
\begin{equation*}
\frac{d \sigma}{d \Omega}=\left(\frac{d \sigma}{d \Omega}\right)_{\mathrm{Th}} \sum_{i, j}^{N_{\mathrm{s}}} c_{j}^{*} c_{i} \Lambda_{j i}(q) \int_{-\infty}^{+\infty} I(t-\tau) \mathrm{e}^{i \omega_{j i} t} \mathrm{~d} t \tag{4.16}
\end{equation*}
$$

with the Thomson scattering cross section of a free electron, $(d \sigma / d \Omega)_{\mathrm{Th}}$, the photonnumber intensity of the x-ray pulse, $I(t-\tau)$, centred around time $\tau$, and the angular frequency, $\omega_{j i}=\left(E_{i}-E_{j}\right) / \hbar$. The molecular property enters via the two-electron scattering matrix element, $\Lambda_{j i}(q)$, of two electronic states, $\left|\varphi_{i}\right\rangle$ and $\left|\varphi_{j}\right\rangle$. The sum over $i$ and $j$ includes all $N_{\mathrm{s}}$ states in the electronic superposition of Eq. 4.15 Thus, for $N_{\mathrm{s}}=1$, we observe static x-ray scattering, while for $N_{\mathrm{s}}>1$, we have a time-dependent scattering signal from a wave packet. The two-electron scattering matrix elements from Eq. 4.16are

$$
\begin{align*}
\Lambda_{j i}(q) & =\left\langle\varphi_{j}\right| \hat{L}^{\dagger}(q) \hat{L}(q)\left|\varphi_{i}\right\rangle  \tag{4.17}\\
& =\delta_{i j} N_{\mathrm{e}}+2 \iint \mathrm{e}^{i q(x-y)} \Gamma_{j i}(x, y) \mathrm{d} x \mathrm{~d} y \tag{4.18}
\end{align*}
$$

with the scattering operator,

$$
\begin{equation*}
\hat{L}(q)=\mathrm{e}^{i q x}+\mathrm{e}^{i q y}, \tag{4.19}
\end{equation*}
$$

and the two-electron (transition) density,

$$
\begin{equation*}
\Gamma_{j i}(x, y)=\varphi_{j}^{*}(x, y) \varphi_{i}(x, y) . \tag{4.20}
\end{equation*}
$$

Assuming an ultrashort x-ray pulse and normalising the photon-number intensity, $I(t-\tau)$, allows us to express scattering signals in units of the Thomson scattering cross section. This recasts Eq. 4.16 into

$$
\begin{equation*}
S(q, \tau)=\sum_{i, j}^{N_{\mathrm{s}}} c_{j}^{*} c_{i} \mathrm{e}^{i \omega_{j i} \tau} \Lambda_{j i}(q) . \tag{4.21}
\end{equation*}
$$

This can be classified into two contributions. For $i=j$, we obtain the so-called total scattering signal,

$$
\begin{equation*}
S_{\mathrm{t}}(q)=\sum_{i}^{N_{\mathrm{s}}}\left|c_{i}\right|^{2} \Lambda_{i i}(q) . \tag{4.22}
\end{equation*}
$$

For ultrafast electron dynamics of an electronic wave packet, i.e. $N_{\mathrm{s}}>1$, and $i \neq j$, we obtain the additional time-dependent, coherent mixed (cm) scattering signal,

$$
\begin{equation*}
S_{\mathrm{cm}}(q, \tau)=2 \sum_{i}^{N_{\mathrm{s}}-1} \sum_{j>i}^{N_{\mathrm{s}}} \operatorname{Re}\left[c_{j}^{*} c_{i} \mathrm{e}^{\iota \omega_{j i} \tau} \Lambda_{j i}(q)\right] . \tag{4.23}
\end{equation*}
$$

These two expressions, $S_{\mathrm{t}}(q)$ and $S_{\mathrm{cm}}(q, \tau)$, can be further dissected and cast in terms of the one-electron density matrix elements (also termed scattering amplitudes),

$$
\begin{equation*}
L_{f i}(q)=\left\langle\varphi_{f}\right| L(q)\left|\varphi_{i}\right\rangle=\int \mathrm{e}^{i q x} \rho_{f i}(x) \mathrm{d} x \tag{4.24}
\end{equation*}
$$

which are based on the one-electron (transition) density,

$$
\begin{equation*}
\rho_{f i}(x)=2 \int \varphi_{f}^{*}(x, y) \varphi_{i}(x, y) \mathrm{d} y \tag{4.25}
\end{equation*}
$$

Equations based on this formalism are obtained by introducing the identity,

$$
\begin{equation*}
1=\sum_{f}^{\infty}\left|\varphi_{f}\right\rangle\left\langle\varphi_{f}\right| \tag{4.26}
\end{equation*}
$$

into Eq. 4.22 and 4.23. This dissects the total scattering signal, $S_{\mathrm{t}}(q)$, into elastic and inelastic signal,

$$
\begin{align*}
& S_{\mathrm{el}}(q)=\sum_{i}^{N_{\mathrm{s}}}\left|c_{i}\right|^{2}\left|L_{i i}(q)\right|^{2},  \tag{4.27}\\
& S_{\mathrm{in}}(q)=\sum_{i}^{N_{\mathrm{s}}}\left|c_{i}\right|^{2} \sum_{f \neq i}^{\infty}\left|L_{f i}(q)\right|^{2}, \tag{4.28}
\end{align*}
$$

and reformulates the coherent mixed signal,

$$
\begin{equation*}
S_{\mathrm{cm}}(q, \tau)=2 \sum_{i}^{N_{\mathrm{s}}-1} \sum_{j>i}^{N_{\mathrm{s}}} \operatorname{Re}\left[c_{j}^{*} c_{i} \mathrm{e}^{i \omega_{j i} \tau} \sum_{f}^{\infty} L_{f j}^{*}(q) L_{f i}(q)\right] \tag{4.29}
\end{equation*}
$$

Fig. 4.14 visualises the three distinct contributions in this theoretical framework. Elastic scattering, $S_{\text {el }}(q)$, has no energy exchange and probes the populated electronic state(s). Inelastic scattering, $S_{\mathrm{in}}(q)$, implies energy transfer to or from the x-ray photon. Coherent


Figure 4.14.: Illustration of the three contributions to x-ray scattering in the framework of one-electron density matrix elements (scattering amplitudes), namely elastic (Eq. 4.27), inelastic (Eq. 4.28), and coherent mixed (Eq. 4.29) scattering. Populated electronic states are shown as bold horizontal lines (green and blue), vacant states as solid black lines, and scattering amplitudes as curved black arrows. Incident and scattered x-rays are shown as curly yellow arrows. Accurately calculating the inelastic and cm signal necessitates a sum over all possible one-electron transitions into bound and continuum states. Adapted from Simmermacher et al. [179|180].
mixed scattering, $S_{\mathrm{cm}}(q, \tau)$, arises from interferences between the scattering amplitudes of coherently populated electronic states in an electronic wave packet. As evident from Eq. 4.28 and 4.29, simulating the inelastic and coherent mixed signal involves an infinite sum over states. First proof-of-principle simulations of ultrafast scattering have used an arbitrary truncation of this sum over electronic states and, thus, excluded most of the implied electronic transitions ${ }^{[6311711731174]}$.
We shed light on the open question of how these disregarded transitions, especially into continuum states, affect the static and ultrafast scattering signal. By employing our molecular model system (recall subsection 4.1.1), we have access to numerically exact solutions of the electronic Schrödinger equation and obtain a complete continuum basis using an orthonormalised plane wave ansatz. Crucially, scattering signals obtained from an infinite sum over one-electron scattering matrix elements are compared to calculations via the two-electron scattering matrix elements. Moreover, we provide an orbital-based interpretation of our results (details in section D.5.


Figure 4.15.: Total x-ray scattering signal, $S_{\mathrm{t}}(q)$, and its elastic and inelastic components, $S_{\mathrm{el}}(q)$ and $S_{\mathrm{in}}(q)$. The coloured areas indicate the decomposition of the inelastic signal into bound-to-bound (yellow) and single ionisation (red) contributions. Adapted from Ziems et al. ${ }^{[181]}$.

Static x-ray scattering from the electronic ground state is shown in Fig. 4.15 The total signal, $S_{\mathrm{t}}(q)$ Eq. 4.22), is comprised of the elastic, $S_{\text {el }}(q)$ Eq. 4.27), and inelastic, $S_{\text {in }}(q)$ Eq. 4.28, component. Computing the complete manifold of bound and continuum states dissects the infinite sum of the inelastic signal into contributions from bound-to-bound (orange) and bound-to-continuum transitions, i.e. single ionisation (red). The inelastic signal is dominated by bound-to-bound transitions at low momentum transfer, while single ionisation dominates at intermediate to high momentum transfer. Interestingly, we find that for transitions into high-energy continuum states, the momentum transfer value correlates with the continuum state's kinetic energy.
Scattering off an electronic wave packet leads to the additional, time-dependent coherent mixed signal, $S_{\mathrm{cm}}(q, \tau)$. Measuring this component is a direct probe of electron dynamics.

For a superposition of the system's first and second excited state, we have an energy spacing of $\Delta E_{21}=1.785 \mathrm{eV}$. This results in an electronic wave packet whose dynamics, i.e. quantum beating, is characterised by an angular frequency of $\omega_{21}=2.712 \mathrm{fs}^{-1}$ and a period of $T_{21}=2.317 \mathrm{fs}$. In Fig. 4.16 (a), the coherent mixed signal for $\tau_{a}=0$ and $\tau_{b}=1 / 2 T_{21}$ is shown on top of the static, total scattering signal, $S_{\mathrm{t}}(q)$. This constitutes the extrema between which the coherent mixed component modulates the total signal with a frequency of $\omega_{21}$. The separation of the coherent mixed signal into minimal, bound-to-bound, and singly ionised contributions is shown in Fig. 4.16 (b). The minimal contribution signal includes only transitions between the populated states in the coherent superposition, in our case, $\left|\varphi_{f}^{2 e}\right\rangle \longleftarrow\left|\varphi_{1}^{2 e}\right\rangle$ and $\left|\varphi_{f}^{2 e}\right\rangle \longleftarrow\left|\varphi_{2}^{2 e}\right\rangle$ with $f \in[1,2]$. Ultrafast x-ray scattering studies have so far either used the minimal contribution or a small subset of bound-tobound transitions $6311711731174182 / 185$. Our results show that the minimal contribution roughly matches the full coherent mixed signal at low momentum transfer but fails at intermediate to high $q$. Moreover, it is clear from Fig. 4.16(b) that the inclusion of more transitions does not result in a clear and simple trend as seen for the inelastic signal. Contrary to the inelastic signal, the scattering amplitudes in the coherent mixed signal interfere constructively or destructively. Thus, including more electronic transitions does not increase the signal by specific, $q$-dependent magnitudes; rather, a complex signal build-up is observed. Only the inclusion of all bound and continuum states guarantees a correct signal via one-electron scattering matrix elements that matches the two-electron scattering matrix simulation. Unquestionably, considering all electronic transitions is not


Figure 4.16.: (a) Complete scattering signal, $S(q, \tau)$, for a coherent superposition of the first and second excited electronic states. The complete signal is comprised of the static total and coherent mixed components, $S_{\mathrm{t}}(q)$ and $S_{\mathrm{cm}}(q, \tau)$, respectively. Times $\tau_{\mathrm{a}}=0$ and $\tau_{\mathrm{b}}=1 / 2 T_{21}$ are displayed. The filled areas show how the coherent mixed component modulates the scattering signal over the course of one period. (b) Decomposition of the coherent mixed signal at $\tau_{\mathrm{a}}$ into its contributions from different electronic transitions. Adapted from Ziems et al. ${ }^{[181]}$.
feasible for real molecules. Therefore, future calculations of coherent mixed scattering should be based on two-electron scattering matrix elements. This is especially important for systems with inversion symmetry. It has been shown that the coherent mixed signal vanishes for an electronic wave packet whose electronic states transform differently under inversion ${ }^{[63] 1866187]}$. By setting up our model system with an inversion symmetry ( $R=0$ ), we show that the coherent mixed signal only vanishes in the limit $f \rightarrow \infty$. Any finite truncation of the sum over states leads to a spurious signal (see section D.5).
In summary, using a molecular model system allowed us to include the complete manifold of bound and single continuum states in the calculation of static and ultrafast x-ray scattering. We found significant contributions of scattering-induced ionisation in the inelastic and coherent mixed signal at intermediate to high momentum transfer. This means that in the standard approach of simulating scattering via one-electron matrix elements, the truncation of states can lead to incorrect or spurious signals. In order to achieve qualitative and quantitative accuracy, we advise the computation via two-electron scattering matrix elements.

## 5. Summary and Outlook

The field of attosecond science is a novel and fast-evolving research area that aims at unravelling the motion of particles in atoms, molecules, and solids. Therein, attochemistry thrives to understand, monitor, and one-day control the movement of electrons in molecules, which will open a new path to steer nuclear dynamics and photochemical reactions. In order to observe the motion of electrons, attosecond resolution and, thus, attosecond light pulses are needed. These attosecond pulses are inherently rooted in the high-frequency regime, ranging from XUV to soft and hard x-ray radiation. Depending on the energy, intensity, and aimed-at observable, different light-matter interactions can be studied.

In this work, we tackled three different kinds of high-frequency light-matter interaction that originate in three different energy regimes and allow us to gain novel insight into the dynamics of molecules. In the XUV regime, the ionisation dynamics of correlated, multiparticle systems was studied together with few-cycle effects. In the soft x-ray regime, attosecond x-ray absorption was introduced as a novel tool to observe coupled electron and nuclear dynamics in a neutral molecule. In the hard x-ray regime, we focussed on ultrafast, non-resonant x-ray scattering, which can be transformed into a future technology capable of observing electron dynamics.
So far, correlation dynamics induced by XUV ionisation has mainly been addressed for atoms. In Section 4.1, we investigated how correlation dynamics translates from atoms to molecules. To this end, we employed a grid-based, reduced-dimensionality molecular quantum model system, which allows us to qualitatively understand particle correlation in molecules during and after XUV light pulse interaction. The particle correlation within this model is treated numerically exactly, and the dynamics are described beyond the single active electron approximation and frozen nuclei approximation. The light pulse interaction is included explicitly within the dipole approximation, and the grid incorporates the electron continuum. The results showed that electron-electron correlation leads to shake and knock process as previously reported for atomic systems. In molecules, electrons are multi-centred around the nuclei, which leads to shake and knock processes being further dissected into various ionisation pathways. Importantly, these pathways lead to unique forward/backward asymmetries in the one-photon peaks of the photoelectron spectrum. Thus, observing these asymmetries directly measures dynamic electron-electron correlation in molecules during and after the light pulse interaction. Moreover, these pathways exhibit different ionisation time delays ranging from a few tenths of attoseconds to one fem-
tosecond. On top of the electron-electron correlation-based asymmetry, nuclear-electron correlation leads to an asymmetry in the integrated photoelectron spectrum, imprinting the coupled nuclear-electron dynamics of a bound system in a nuclear non-equilibrium state. These results show the fundamental impact of correlation on the molecular XUV ionisation process and open the possibility of measuring correlation dynamics in molecules via asymmetries in the photoelectron spectrum or via time delays. While the complete description of the correlated XUV ionisation process is only feasible for model systems, approximated methods could be used to calculate only the effects imprinted in the observables, with our work providing the underlying physical reasoning. For example, approximate theories can calculate continuum resonances and hole states, which would allow inferring the ionisation pathways discovered in this work. Moreover, one can simulate the non-equilibrium nuclear dynamics in the bound state that are imprinted on the spectrum. From a theoretical method development point of view, we also showed how approximations could be incorporated into future theories to allow the treatment of larger systems. For example, the attosecond electronic population dynamics in the parent ion is only marginally influenced by the propagating nuclear wave packet during ionisation. Thus, instead of a fully quantum dynamical approach to the nuclear degree of freedom, a classical sampling approach of the nuclear wave packet, or even a purely electronic treatment, is possible. Moreover, the nuclear momentum conservation between the target and parent ion could be incorporated into classical approximations. These are points of interest for future research.

An asymmetry in the photoelectron spectrum cannot just originate from particle correlation but also from a high-intensity, few-cycle XUV pulse, which is important to keep in mind when designing future experiments. This was revealed in section 4.2 for atoms, where we provided a detailed analysis of few-cycle XUV pulses beyond the slowly varying envelope approximation and discussed the atomic photoionisation dynamics initiated by such pulses. In first-order, we reported a red shift in the photoelectron spectrum via dipole reshaping and a CEP-dependent asymmetry in the photoelectron spectrum due to the few-cycle nature of the pulse. In higher-orders, polarisation and continuum interference lead to intricate CEP- and intensity-dependent photoelectron spectrum asymmetries. Investigating the interplay of correlation-driven asymmetries and few-cycle pulse-driven asymmetries is a future research question. Moreover, for long, high-frequency pulses, dynamic interference processes have been reported ${ }^{[188-190]}$, and it will be of future interest to see their influence on the processes reported in this work with (un)chirped few-cycle XUV pulses.

The project in section 4.3 encompassed a joint experimental and theoretical study of the photo-induced relaxation dynamics of neutral furan, revealed by attosecond x-ray absorption spectroscopy. The experiment used a strong-field pump and an attosecond soft x-ray probe pulse. The latter was from an HHG source and allowed us to combine the site selectivity and electronic and nuclear sensitivity of x-ray absorption with sub-fs temporal resolution. The theory utilized a multi-physics approach combining several methods to
model each pulse interaction and the induced relaxation dynamics along all possible nuclear pathways. Upon excitation, we identify electronic coherence between excited states mediated by a conical intersection. This manifests as carbon-site sensitive electronic quantum beating in the absorption signal. Furthermore, we detect nuclear-electron correlation as a dephasing of electronic coherence and build-up of nuclear coherence along the ring-opening pathway. Moreover, we spectrally assign changes in the system's electronic character (electronic state switching) during the ultrafast dynamics and reveal vibrational cooling to the ring-opening ground state. The combined energy and time resolution revealed hitherto inaccessible insight into the real-time electronic and nuclear dynamics of furan and, thus, demonstrates the efficacy of attosecond core-level spectroscopy for investigating real-time dynamics in neutral and complex molecular systems. We strongly believe this method can be applied to many molecules and pioneer new experiments in ultrafast dynamics and attochemistry. Consequently, the intricate knowledge revealed about relaxation dynamics, different couplings, and phase evolution may provide a decisive new basis for an engineered approach to quantum control. An interesting first application would be to investigate the influence of the pump's CEP on the relaxation dynamics. In the future, the experimental approach can be further developed. With technological advances, improvements in the photon flux and, thus, the signal-to-noise ratio are possible, and new IR sources might make the oxygen K-edge energetically accessible for SXR pulses from HHG. Furthermore, substituting the strong-field pump with an optical UV pulse will allow the selective excitation of organic systems.

Lastly, in section 4.4 static and ultrafast x-ray scattering was studied using our previously introduced molecular model system. We thoroughly introduced the theory based on one-electron and two-electron scattering matrix elements and adapted it to our model. By using an orthonormalised plane wave ansatz, we revealed that single ionisation plays a crucial role in the inelastic and coherent mixed scattering signal at intermediate to high momentum transfer. This has decisive implications for the common approach of simulation via one-electron matrix elements, as it shows that an incomplete account of bound and continuum transitions can lead to incorrect or spurious scattering signals. Consequently, it is advisable to compute scattering signals from two-electron scattering matrix elements that inherently account for all accessible electronic transitions in the bound and single ionisation manifold. We expect these findings to be crucial for future simulations and method development in x-ray scattering. Furthermore, an extension of this work to electron scattering, where the coupling to the nuclear degree of freedom becomes relevant, could be elucidated in future works. Another natural extension would be to use x-ray scattering to probe correlation dynamics or charge migration in our molecular model system and hereby reveal how features like various ionisation pathways, coherent parent ion wave packets, and non-adiabatic transitions imprint on the x-ray scattering signal.

In the introduction, some of the current interests in the field were outlined, such as correlation dynamics in molecules, photoionisation time delays, new methods for investi-
gating the light-induced dynamics in neutral systems, and the potential of x-ray scattering and x-ray absorption as novel approaches to attosecond experiments. In this work, we tackled these pressing questions. On a fundamental level, we enhanced our understanding of molecular correlation dynamics, modulated few-cycle light-matter interaction, and non-resonant x-ray scattering. Furthermore, we proposed correlation-driven observables in photoelectron spectroscopy and showed the potential of ultrafast x-ray scattering for future attosecond experiments. Additionally, in a pioneering, joint experimental and theoretical study, the correlated electron and nuclear dynamics in neutral furan were revealed in real time using attosecond x -ray absorption spectroscopy. We are confident that this work will benefit the general understanding of high-frequency light-matter interaction in atoms and molecules, as well as aid and initiate new experiments in the field of attochemistry using XUV ionisation, x-ray absorption, and x-ray scattering.

Das Gebiet der Attosekundenforschung ist ein neuartiges und sich schnell entwickelndes Forschungsgebiet, das darauf abzielt, die Bewegung von Teilchen in Atomen, Molekülen und Festkörpern zu entschlüsseln. Der Teilbereich der Attochemie strebt danach, die Bewegung von Elektronen in Molekülen zu verstehen, zu messen und eines Tages zu kontrollieren. Dies könnte einen neuen Weg zur Kontrolle von Kerndynamik und photochemischer Reaktionen eröffnen. Um die Bewegung der Elektronen zu beobachten, ist eine Auflösung im Attosekundenbereich und damit Attosekundenpulse erforderlich. Diese Lichtpulse sind von Natur aus im Hochfrequenzbereich angesiedelt, der von XUV bis zu weicher und harter Röntgenstrahlung reicht. Je nach Energie, Intensität und angestrebter Observable können verschiedene Licht-Materie-Wechselwirkungen untersucht werden. In dieser Arbeit wurden drei verschiedene Arten von hochfrequenter Licht-Materie-Wechselwirkungen untersucht, die in drei verschiedenen Energieregimen verwurzelt sind und uns neue Einblicke in die Dynamik von Molekülen gewähren. Im XUV-Regime wurde die Ionisationsdynamik von korrelierten Mehrteilchensystemen und Effekte von Pulsen weniger optischer Zyklen untersucht. Im weichen X-ray Bereich wurde die attosekunden X-ray Absorption als neues Instrument zur Beobachtung der gekoppelten Elektronen- und Kerndynamik in einem neutralen Molekül vorgestellt. Im Bereich der harten Röntgenstrahlung konzentrierten wir uns auf ultraschnelle, nicht-resonante Röntgenstreuung, die zu einer zukünftigen Technologie für die Beobachtung von Elektronendynamik werden könnte.

Bisher wurde Korrelationsdynamik, die durch XUV-Ionisierung hervorgerufen wird, hauptsächlich für Atome untersucht. In Abschnitt 4.1 haben wir uns mit der Übertragung der Korrelationsdynamik von Atomen auf Moleküle beschäftigt. Zu diesem Zweck nutzten wir ein gitterbasiertes, dimensionsreduziertes molekulares Quantenmodellsystem, das uns ein qualitatives Verständnis der Teilchenkorrelation in Molekülen während und nach der XUV-Wechselwirkung ermöglicht. Die Teilchenkorrelation in diesem Modell wird numerisch exakt behandelt, und die Dynamik wird jenseits der Näherung eines einzelnen aktiven Elektrons und eingefrorener Atomkerne beschrieben. Die Lichtpuls-Wechselwirkung wird explizit mittels Dipolnäherung einbezogen, und das Gitter enthält das Elektronenkontinuum. Die Ergebnisse zeigen, dass die Elektron-Elektron-Korrelation zu einem shake und knock Prozess führt, wie er bereits für atomare Systeme berichtet wurde. In Molekülen sind die Elektronen in mehreren Zentren um die Kerne herum angeordnet, und die shake und knock Prozesse können in verschiedene Ionisierungswege unterteilt werden. Wichtig ist, dass diese Wege zu einzigartigen Vorwärts/Rückwärts-Asymmetrien in den Ein-PhotonenSignalen des Photoelektronenspektrums führen. Durch die Beobachtung dieser Asymmetrien lässt sich die dynamische Elektron-Elektron-Korrelation in den Molekülen während und nach der Lichtpulswechselwirkung direkt messen. Darüber hinaus weisen diese Pfade unterschiedliche Ionisierungszeitverzögerungen auf, die von einigen Zehntel Attosekunden bis zu einer Femtosekunde reichen. Zusätzlich zu der auf der Elektron-Elektron-Korrelation basierenden Asymmetrie führt die Kern-Elektron-Korrelation zu einer Asymmetrie im integrierten Photoelektronenspektrum, die durch die gekoppelte Kern-Elektron-Dynamik
eines gebundenen Systems in einem nuklearen Nicht-Gleichgewichtszustand geprägt ist. Diese Ergebnisse zeigen den fundamentalen Einfluss der Korrelation auf den molekularen XUV-Ionisierungsprozess und eröffnen die Möglichkeit, die Korrelationsdynamik in Molekülen über Asymmetrien im Photoelektronenspektrum oder über Zeitverzögerungen zu messen. Während die vollständige Beschreibung des korrelierten XUV-Ionisationsprozesses nur für Modellsysteme möglich ist, könnten approximative Methoden verwendet werden, um nur die in den Observablen eingeprägten Effekte zu berechnen, wobei unsere Arbeit die zugrundeliegenden physikalischen Überlegungen liefert. Mit Hilfe von Näherungstheorien können beispielsweise Kontinuumsresonanzen und Lochzustände berechnet werden, die Rückschlüsse auf die in dieser Arbeit entdeckten Ionisierungswege zulassen würden. Außerdem kann man die Nichtgleichgewichts-Kerndynamik im gebundenen Zustand simulieren, die dem Spektrum über die Kern-Elektronen-Korrelation aufgeprägt wird. Im Hinblick auf die Entwicklung theoretischer Methoden haben wir auch gezeigt, wie Näherungen in künftige Theorien aufgenommen werden könnten, um die Behandlung größerer Systeme zu ermöglichen. Beispielsweise wird die Dynamik der elektronischen Population im Kation nur geringfügig durch das sich bewegende Kernwellenpaket während der Ionisierung beeinflusst. Anstelle eines vollständig quantendynamischen Ansatzes für den Kern-Freiheitsgrad ist daher ein klassischer Ansatz des Kernwellenpakets oder sogar eine rein elektronische Behandlung möglich. Darüber hinaus könnte die Impulserhaltung in den Kernen zwischen dem Molekül und dem Kation in klassische Näherungen einbezogen werden. Dies sind Punkte, die für künftige Forschungen von Interesse sind.

Eine Asymmetrie im Photoelektronenspektrum kann nicht nur von der Teilchenkorrelation herrühren, sondern auch von einem hochintensiven XUV-Puls mit wenigen Zyklen, was bei der Planung künftiger Experimente berücksichtigt werden muss. Dies wurde in Abschnitt 4.2 für Atome gezeigt, wo wir eine detaillierte Analyse von XUV-Pulsen mit wenigen Zyklen jenseits der Näherung der langsam variierenden Einhüllenden lieferten. Außerdem zeigten wir die durch solche Pulse ausgelöste Dynamik der atomaren Photoionisation auf. In erster Ordnung berichten wir von einer Rotverschiebung des Photoelektronenspektrums durch Dipolumformung und eine CEP-abhängige Asymmetrie des Photoelektronenspektrums, die auf den Wenige-Zyklen-Charakter des Pulses zurückzuführen ist. Bei höheren Ordnungen führen Polarisation und Kontinuumsinterferenz zu komplizierten CEP- und intensitätsabhängigen Asymmetrien im Photoelektronenspektrum. Die Untersuchung des Zusammenspiels von korrelationsgetriebenen Asymmetrien und pulsgetriebenen Asymmetrien mit wenigen Zyklen ist eine zukünftige Forschungsfrage. Darüber hinaus wurde für lange, hochfrequente Pulse über dynamische Interferenzprozesse berichtet 188 . 190 . Es wird von Interesse sein, dies auf unsere Arbeit mit (un)gechirpten XUV-Pulsen mit wenigen Zyklen zu übertragen. Das Projekt in Abschnitt 4.3 umfasste eine gemeinsame experimentelle und theoretische Studie der photoinduzierten Relaxationsdynamik von neutralem Furan mittels attosekunden Röntgenabsorptionsspektroskopie. Das Experiment verwendete eine intensiven NIR pump Lichtpuls und einen attosekunden
probe Puls aus einer HHG-Quelle, der es uns ermöglichte, die Ortsselektivität und die elektronische und nukleare Empfindlichkeit der Röntgenabsorption mit einer zeitlichen Auflösung im sub-fs Bereich zu kombinieren. Die Theorie verwendet einen multiphysikalischen Ansatz, der mehrere Methoden kombiniert, um die Wechselwirkungen der einzelnen Pulse und die induzierte Relaxationsdynamik entlang aller möglichen Pfade zu modellieren. Nach der Anregung stellen wir eine elektronische Kohärenz zwischen angeregten Zuständen fest, die durch eine konische Durchschneidung ausgelöst wird. Diese manifestiert sich als kohlenstoffsensitives elektronisches quantum beating im Absorptionssignal. Kern-ElektronenKorrelation führt zu einer Dephasierung der elektronischen Kohärenz und Aufbau einer Kernkohärenz entlang des Ringöffnungsweges. Darüber hinaus ordnen wir Änderungen im elektronischen Charakter des Systems (elektronischer Zustandswechsel) während der ultraschnellen Dynamik spektral zu und zeigen eine Schwingungskühlung entlang der Ringöffnung. Die kombinierte Energie- und Zeitauflösung ermöglichte bisher unzugängliche Einblicke in die elektronische und nukleare Echtzeitdynamik von Furan und demonstriert damit die Wirksamkeit der attosekunden Röntgenabsorptionsspektroskopie zur Untersuchung der Echtzeitdynamik in neutralen und komplexen molekularen Systemen. Wir sind der festen Überzeugung, dass diese Methode auf viele Moleküle angewendet werden kann und neue Experimente im Bereich der ultraschnellen Dynamik und Attochemie ermöglicht. Das komplexe Wissen über die Relaxationsdynamik, die verschiedenen Kopplungen und die Phasenentwicklung könnte eine entscheidende neue Grundlage für einen technischen Ansatz zur Quantenkontrolle bilden. Eine interessante erste Anwendung wäre es, den Einfluss des CEP des pump Pulses auf die Relaxationsdynamik zu untersuchen. In Zukunft kann der experimentelle Ansatz weiterentwickelt werden. Mit technologischen Fortschritten sind Verbesserungen des Photonenflusses und damit des Signal-Rausch-Verhältnisses möglich, und neue IR-Quellen könnten die Sauerstoff-K-Kante für SXR-Pulse aus HHG energetisch zugänglich machen. Darüber hinaus wird die Ersetzung des Starkfeld pump Pulses durch einen optischen UV-Puls die selektive Anregung organischer Systeme ermöglichen.

Schließlich wurde in Abschnitt 4.4 die statische und ultraschnelle Röntgenstreuung unter Verwendung unseres zuvor eingeführten molekularen Modellsystems untersucht. Wir haben die Theorie, die auf Ein-Elektronen- und Zwei-Elektronen-Streuungsmatrixelementen basiert, gründlich dargelegt und an unser Modell angepasst. Durch die Verwendung eines orthonormierten Ansatzes für ebene Wellen konnten wir zeigen, dass die Einzelionisation eine entscheidende Rolle für das Signal der inelastischen und kohärent gemischten Streuung bei mittleren bis hohen Impulsübertrag spielt. Dies hat entscheidende Auswirkungen auf den üblichen Simulationsansatz über Ein-Elektronen-Matrixelemente, da es zeigt, dass eine unvollständige Berücksichtigung von gebundenen und Kontinuumsübergängen zu falschen Streusignalen führen kann. Folglich ist es ratsam, Streusignale mit Hilfe von Zwei-Elektronen-Matrixelementen zu berechnen. Wir gehen davon aus, dass diese Erkenntnisse für zukünftige Simulationen und Methodenentwicklungen in der Röntgenstreuung von ent-
scheidender Bedeutung sein werden. Darüber hinaus könnte die Elektronenstreuung, bei der die Kopplung an den Kren-Freiheitsgrad relevant wird, in zukünftigen Arbeiten untersucht werden. Eine weiterer Anknüpfpunkt wäre die Verwendung der Röntgenstreuung zur Untersuchung der Korrelationsdynamik oder der Ladungsmigration in unserem molekularen Modellsystem, um zu zeigen, wie Merkmale wie verschiedene Ionisierungspfade, kohärente Wellenpakete und nicht-adiabatische Übergänge das Streusignal beeinflussen.
In der Einleitung wurden einige der aktuellen Interessen auf diesem Gebiet umrissen, wie z.B. Korrelationsdynamik in Molekülen, Zeitverzögerungen bei der Photoionisation, neue Methoden zur Untersuchung der lichtinduzierten Dynamik in neutralen Systemen und das Potential von Röntgenstreuung und Röntgenabsorption als neue Ansätze für Attosekunden-Experimente. In dieser Arbeit haben wir uns mit diesen drängenden Fragen beschäftigt. Auf fundamentaler Ebene haben wir unser Verständnis der molekularen Korrelationsdynamik, der modulierten Licht-Materie-Wechselwirkung von Pulsen mit wenigen Zyklen und der nicht-resonanten Röntgenstreuung bereichert. Darüber hinaus haben wir korrelationsgetriebene Observablen in der Photoelektronenspektroskopie vorgeschlagen und das Potential der ultraschnellen Röntgenstreuung für zukünftige AttosekundenExperimente aufgezeigt. In einer bahnbrechenden, experimentellen und theoretischen Studie wurde die korrelierte Elektronen- und Kerndynamik in neutralem Furan in Echtzeit mit Hilfe der attosekunden Röntgenabsorptionsspektroskopie aufgezeigt. Wir sind zuversichtlich, dass diese Arbeit zum allgemeinen Verständnis der hochfrequenten-Licht-MaterieWechselwirkung in Atomen und Molekülen beiträgt und neue Experimente auf dem Gebiet der Attochemie unter Verwendung von XUV-Ionisation, Röntgenabsorption und Röntgenstreuung unterstützen und initiieren wird.
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## Abstract

The attosecond ultrafast ionization dynamics of correlated two- or many-electron systems have, so far, been mainly addressed investigating atomic systems. In the case of single ionization, it is well known that electron-electron correlation modifies the ionization dynamics and observables beyond the single active electron picture, resulting in effects such as the Auger effect or shake-up/down and knock-up/down processes. Here, we extend these works by investigating the attosecond ionization of a molecular system involving correlated two-electron dynamics, as well as non-adiabatic nuclear dynamics. Employing a charge-transfer molecular model system with two differently bound electrons, a strongly and a weakly bound electron, we distinguish different pathways leading to ionization, be it direct ionization or ionization involving elastic and inelastic electron scattering processes. We find that different pathways result in a difference in the electronic population of the parent molecular ion, which, in turn, involves different subsequent (non-adiabatic) postionization dynamics on different time scales.

Keywords: photoemission, single-photon ionization \& excitation, ultrafast phenomena
(Some figures may appear in colour only in the online journal)

## 1. Introduction

For many elementary processes in multi-electron systems, such as in photoionization, electron-impact ionization, the Auger effect, and other radiative processes, the impact of correlated electron-electron dynamics plays a crucial role [1]. In the case of ionization, these electron correlations affect the state and the dynamics of the residual cation on
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${ }^{6}$ Author to whom any correspondence should be addressed.
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an atto- and femtosecond timescale. As a consequence, the remaining bound electron(s) can be excited (shake-up/knockup processes [2]), relaxed (shake-down/knock-down), or even ejected subsequently (Auger process) [3]. Such time-resolved ionization dynamics of multi-electron systems have been investigated in various theoretical and experimental studies, for a review see for example reference [4].

On the experimental side, the advent of ultrashort femtoor even attosecond pulses in the extreme ultraviolet (XUV) regime being available either via table-top high-order harmonic generation or the newest generation of (X)FEL sources, for example, paved the way for the observation of these processes in real time, e.g. employing the attosecond
streaking technology [5-9]. However, resolving the details of these complex correlated many-body phenomena involving nuclear and electronic degrees of freedom still poses a challenge for computational simulations.

Most of the theoretical work has been focused on the helium atom as the simplest two-electron system [2, 9-11]. Effects which have been examined are the Wigner-Smith time delay and electron-electron correlation under the influence of an (infrared) laser field in the context of streaking spectroscopy [2, 4, 11-13]. For molecules, the physics becomes even more complex, also due to the multi-scatterer nature compared to the centrosymmetric atoms. Ning et al have investigated the simplest, prototypical molecule, $\mathrm{H}_{2}^{+}$, and found pronounced interference effects (Cohen-Fano interferences, [14]) caused by the two scattering centers [15]. However, this prototype case inherently does not involve any multielectron effects. Other molecular systems investigated theoretically include endohedral complexes of type $\mathrm{A} @ \mathrm{C}_{60}$ [16, 17] or, employing multi-configurational approaches, ionization and subsequent charge migration of small amino acids [18-23]. A few works have considered both, the correlated electron dynamics and the nuclear motion [24-27].

In order to reduce computational costs, numerical simulations commonly employ approximations such as the sudden approximation, frozen nuclear degrees of freedom, or the single-active electron approximation [28]. Within the framework of the latter, one assumes that the dynamics of the active electrons is sufficiently fast so that the 'inactive' electrons do no adapt within its time scale, i.e. no electron correlated dynamics occurs. However, it has been shown by Awasthi et al that electron correlation even upon XUV- or x-rayinduced ionization of multi-electron systems plays an important role and cannot be neglected [29, 30].

In this work, we investigate the effects of such elec-tron-electron correlation as well as non-adiabatic effects on the postionization dynamics of a molecular charge transfer model system in a time-resolved picture. Moreover, we aim to thoroughly distinguish the processes contributing to the electron-nuclear post-ionization dynamics. The model system, which has been originally suggested by Shin and Metiu [31, 32], has been extended by the group of Engel to include two electrons [33, 34]. This system, which will be introduced in more detail in section 2, possesses, due to asymmetric initial conditions, one stronger and one weaker bound electron with anti-parallel spin. Interaction with an attosecond XUV pulse leads to the emission of one electron. We show that several processes occur on different timescales which have an impact on the electronic configuration of the residual molecular ion: (a) direct photoemission of either the weaker or the stronger bound electron, without passing the respective other electron, yet, affecting its quantum state due to an altered electrostatic environment (shake-up/shake-down processes); (b) emission processes, where upon photoabsorption, the accelerated electron needs to 'pass' the other electron. The latter process involves an immediate electron-electron interaction, which leads to both, inelastic and elastic scattering. As a result, the second electron is either excited into higher
bound states (knock-up), relaxed into lower states (knockdown) [2], or adopts the momentum of the electron originally accelerated by the electric field and is emitted in its stead ('indirect' photoemission); and (c) non-adiabatic transition processes during the postionization dynamics.

The paper is organized as follows: after a short description of the model and the numerical methods utilized in section 2, we will present the different pathways, analyzed additionally with the help of desymmetrized wave functions and restricted interactions of the electrons with the external electric field. The resulting dynamics is discussed by means of the final statedependence in the residual ion in section 3. The paper ends with a summary and conclusion in section 4 .

## 2. Theory

### 2.1. The full model system

The model we apply in this work represents an extension to the one originally suggested by Shin and Metiu [31, 32]. In their work, a linear, one-dimensional charge-transfer model system was employed consisting of two fixed nuclei with charges $Z_{1}$ and $Z_{2}$ at the positions $\pm L / 2$, one moving nucleus ( $Z$ ) in between with coordinate $R$, and one electron, here with coordinate $y$, giving rise to the potential:

$$
\begin{align*}
V^{\mathrm{e}}(y, R)= & \frac{\mathrm{e}^{2}}{4 \pi \epsilon_{0}}\left[\frac{Z_{1} Z}{|L / 2-R|}+\frac{Z_{2} Z}{|L / 2+R|}-\frac{Z \operatorname{erf}\left(|R-y| / R_{\mathrm{c}}\right)}{|R-y|}\right. \\
& \left.-\frac{Z_{1} \operatorname{erf}\left(|L / 2-y| / R_{\mathrm{f}}\right)}{|L / 2-y|}-\frac{Z_{2} \operatorname{erf}\left(|L / 2+y| / R_{\mathrm{f}}\right)}{|L / 2+y|}\right] \tag{1}
\end{align*}
$$

where the error functions (erf) describe a truncated Coulomb interaction between individual particles. The truncation parameters $R_{\mathrm{f}}$ and $R_{\mathrm{c}}$ specify the interaction strength between the electron and the fixed nuclei and the mobile nucleus, respectively $[31,32]$.

Here, we use an extension to this model introduced by Engel and coworkers, where a second electron, $x$, is added to the system [33, 34]. The whole particle configuration is shown in figure 1. The system's potential takes on the form

$$
\begin{align*}
V^{2 \mathrm{e}}(x, y, R)= & V^{1 \mathrm{e}}(y, R)+\frac{e^{2}}{4 \pi \epsilon_{0}}\left[-\frac{Z \operatorname{erf}\left(|R-x| / R_{\mathrm{c}}\right)}{|R-x|}\right. \\
& -\frac{Z_{1} \operatorname{erf}\left(|L / 2-x| / R_{\mathrm{f}}\right)}{|L / 2-x|}-\frac{Z_{2} \operatorname{erf}\left(|L / 2+x| / R_{\mathrm{f}}\right)}{|L / 2+x|} \\
& \left.+\frac{\operatorname{erf}\left(|x-y| / R_{\mathrm{e}}\right)}{|x-y|}\right], \tag{2}
\end{align*}
$$

where $R_{\mathrm{e}}$ scales the electron-electron interaction [34-40]. The fixed nuclei have a distance of $L=10 \AA$. Nuclear charges are $Z=Z_{1}=Z_{2}=1$. All truncation parameters have been set to $R_{\mathrm{f}}=R_{\mathrm{c}}=R_{\mathrm{e}}=1.5 \AA$, corresponding to the weak non-adiabatic coupling regime [38], where the electrons adiabatically follow the nuclear dynamics [36]. We want to emphasize that, thus, the model system qualitatively represents a generic molecular environment for the electrons rather than a
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Figure 1. Configuration of the extended Shin-Metiu system: an ultrashort XUV pulse is used to ionize a linear molecule aligned with the pulse's polarization axis. The molecule consists of two fixed nuclei at $\pm 5 \AA$, two mobile electrons with coordinates $x$ and $y$, and a movable central nucleus at $R$. The mobile nucleus is initially localized at negative $R$ values, whereas the two electrons reside on both sides. Thus, in the electronic ground state, the electron at negative coordinates is stronger bound than the electron located at positive values.
specific class of molecules, such as linear molecules. Also note that the unscreened interaction of the fixed nuclei with the central nucleus prevents the system from dissociation. Such effects are crucial in the interaction of strong fields with seemingly similar small molecules, such as $\mathrm{H}_{3}^{+}$, but are not in the focus of our investigation of excitation and ionization dynamics of molecular systems.

The three particle configuration of the model and its dynamics can be fully solved numerically. However, for interpretation, we calculate for the one-electron (1e) and the twoelectron (2e) systems the (adiabatic) electronic eigenfunctions, $\varphi_{n}^{1 \mathrm{e}}(y ; R)$ and $\varphi_{n}^{2 \mathrm{e}}(x, y ; R)$, with eigenvalues $V_{n}^{1 \mathrm{e}}(R)$ and $V_{n}^{2 \mathrm{e}}(R)$, respectively, by solving the following eigenvalue equations:

$$
\begin{gather*}
{\left[\frac{p_{y}^{2}}{2 m_{\mathrm{e}}}+V^{\mathrm{e} \mathrm{e}}(y, R)\right] \varphi_{n}^{1 \mathrm{e}}(y ; R)=V_{n}^{\mathrm{e}}(R) \varphi_{n}^{1 \mathrm{e}}(y ; R)}  \tag{3}\\
{\left[\frac{p_{x}^{2}}{2 m_{\mathrm{e}}}+\frac{p_{y}^{2}}{2 m_{\mathrm{e}}}+V^{2 \mathrm{e}}(x, y, R)\right] \varphi_{n}^{2 \mathrm{e}}(x, y ; R)=V_{n}^{2 \mathrm{e}}(R) \varphi_{n}^{2 \mathrm{e}}(x, y ; R),} \tag{4}
\end{gather*}
$$

where $m_{\mathrm{e}}$ is the electron mass and $p_{x}$ and $p_{y}$ refer to the electronic momenta. For the two-electron case, the wavefunctions are symmetrized according to Pauli's principle and correspond to an anti-parallel spin configuration. The obtained potential energy curves, $V_{n}^{1 \mathrm{e} / 2 \mathrm{e}}(R)$, are shown in figure 2(a) for one (upper panel) and two bound electrons (bottom panel). The one-electron model will be used to analyze the postionization dynamics of one $(y)$ electron remaining in the parent ion after removal of the other $(x)$ electron upon ionization. The first five electronic eigenfunctions of the single electron model, $\varphi_{n}^{1 \mathrm{e}}\left(y ; R_{0}\right)$, are shown in figure 2(b) for an asymmetric nuclear configuration, $R_{0}=-2.05 \AA$, corresponding to the system initialization (see below). Note, that among these states, for $n=0,1$, and 3 , the electron is mostly localized on the left-hand side $(y<0)$, i.e. at the two close nuclei (in a strongly bound location), whereas for $n=2$ and 4 it is predominantly located at the right-hand side $(y>0)$, i.e. at the single nucleus (weakly bound).

The system interacts with an ultrashort attosecond XUV pulse which, using the dipole approximation and velocity
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Figure 2. (a) Potential energy curves $V^{1 \mathrm{e},}, 2 \mathrm{e}(R)$ for the lowest electronic eigenstates $\varphi_{n}^{1 \mathrm{e}, 2 \mathrm{e}}$ of the one-electron (1e) and two-electron (2e) systems. The blue-shaded area depicts the initial nuclear wave packet $\chi(R)$ centered around the minimum at $R_{0}=-2.05 \AA$. (b) Potential energy $V^{\mathrm{le}}\left(y, R_{0}\right)$ (solid black line) and first five electronic eigenfunctions of the single-electron system, $\left|\varphi_{n}^{\text {le }}\left(y ; R_{0}\right)\right|^{2}$, at the initial, near-equilibrium nuclear geometry $R_{0}$.
gauge, results in the Hamiltonian:

$$
\begin{align*}
\mathcal{H}(t)= & \frac{P^{2}}{2 M}+\frac{p_{x}^{2}}{2 m_{\mathrm{e}}}+\frac{p_{y}^{2}}{2 m_{\mathrm{e}}}+V^{2 \mathrm{e}}(x, y, R) \\
& +e \mathcal{A}(t)\left(-\frac{Z}{M} P+\frac{p_{x}}{m_{\mathrm{e}}}+\frac{p_{y}}{m_{\mathrm{e}}}\right), \tag{5}
\end{align*}
$$

where $M$ is the proton mass and $P$ the nuclear momentum. The electric field of the ultrashort ionizing XUV pulse is described via its vector potential $\mathcal{A}(t)$ with a polarization along the molecular axis:

$$
\begin{equation*}
\mathcal{A}(t)=-\frac{E_{0}}{\omega} g(t-T) \sin (\omega(t-T)+\phi) \tag{6}
\end{equation*}
$$

here, $E_{0}=-8.7 \mathrm{~V}^{-1}$ (or -0.169 au ) is the electric field strength (corresponding to an intensity of $1.0 \times 10^{15} \mathrm{~W} \mathrm{~cm}^{-2}$ ), $\omega$ the field's angular frequency, and $g(t-T)$ a Gaussian pulse envelope function centered around $T=0 \mathrm{fs}$ with a full-width half-maximum (FWHM) of 140 as ( 2.894 au ). The angular frequency corresponds to a wavelength of $\lambda=80 \mathrm{~nm}(\hat{=} 15.5 \mathrm{eV}$
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or 0.570 au ), which is sufficient to singly ionize the molecule through single photon absorption, see figure 2(a). The spectral width of the attosecond pulse intensity is $18.4 \mathrm{eV}(0.676$ $\mathrm{au})$. The carrier-envelope phase (CEP) $\phi$ is set to zero, corresponding to a sine-shaped vector potential or an approximately cosine-shaped electric field.

### 2.2. Propagation and initialization

The full system's wave function $\Psi(x, y, R, t)$ is represented on a three-dimensional grid with a range of $[-240,240] \AA$ with 1024 grid points in $x$ - and $y$-direction, respectively, and of $[-4.99,4.99] \AA$ with 128 points along the $R$-direction. The time-dependent Schrödinger equation for the Hamiltonian defined in equation (5) is solved numerically with a timestep of 5 as using the split-operator technique [41] and the FFTW 3 library [42] for Fourier transforms. For the details on the numerics please see our previous publications, e.g. reference [38]. The simulation starts at $t_{0}=-4 \mathrm{fs}$, well before the XUV pulse enters the system. Reflection at the grid boundaries is suppressed by multiplying $\Psi(x, y, R, t)$ at each timestep with a splitting function [43]

$$
\begin{equation*}
f(x, y)=\left[1+\mathrm{e}^{\zeta_{1}\left(|x|-\zeta_{2}\right)}\right]^{-1}\left[1+\mathrm{e}^{\zeta_{1}\left(|y|-\zeta_{2}\right)}\right]^{-1} \tag{7}
\end{equation*}
$$

with the parameters $\zeta_{1}=5.67 \AA^{-1}$ and $\zeta_{2}=235 \AA$.
2.2.1. Full fermionic wave function. The initial state is assumed to be a product state of the two-electron adiabatic electronic ground state, $\varphi_{0}^{2 e}(x, y ; R)$, and a nuclear wave function

$$
\begin{equation*}
\Psi\left(x, y, R, t_{0}\right)=\varphi_{0}^{2 e}(x, y ; R) \chi(R) \tag{8}
\end{equation*}
$$

The adiabatic electronic eigenstates are obtained by solving the field-free electronic Schrödinger equations, equations (3) and (4), via the relaxation method [44].

The nuclear part of the initial wave function, $\chi(R)$, is assumed to be a Gaussian-shaped vibrational wave packet centered around the left local minimum of the double-well potential at $R_{0}=-2.05 \AA$ (see shaded area in figure 2(a)):

$$
\begin{equation*}
\chi(R)=N_{0} \mathrm{e}^{-\beta_{R}\left(R-R_{0}\right)^{2}} \tag{9}
\end{equation*}
$$

here, $N_{0}$ serves as normalization constant and the width $\beta_{R}=$ $7.14 \AA^{-2}$. This way, the Gaussian closely resembles the lefthand side of the vibrational ground state eigenfunction, which is symmetric around $R=0$. We note that the factorized, asymmetric initial state does not correspond to the total ground state of the system. It rather corresponds to one of two energetically equal realizations. This is a common situation, where the system resides in one potential well as encountered, for example, in $\mathrm{NH}_{3}$ inversion or isomerization processes. Restricting the nuclear density asymmetrically to a single potential well gives rise to a specific molecular structure (e.g. one isomer), which allows to distinguish two different binding sites for the electrons, i.e. a strongly bound site (negative electron coordinate) for electrons in the vicinity of the two nuclei at the left-hand side and a weakly bound site (positive electron coordinates) at the single nucleus on the right.


Figure 3. Initial two-electron densities, $\int\left|\Psi\left(x, y, R, t_{0}\right)\right|^{2} \mathrm{~d} R$, entering the propagation. Top plane: fully symmetric spatial wave function calculated via the relaxation method. Descending from top to bottom: projection onto the 2D plane of the full system and the artificial subsystems, (A) and (B), respectively.

The initial two-electron density, i.e. $\int\left|\Psi\left(x, y, R, t_{0}\right)\right|^{2} \mathrm{~d} R$, is displayed in the top layer of figure 3. Note that cuts through the spatial distribution of the electronic part-given by the two-electron groundstate wavefunction $\varphi_{0}^{2 \mathrm{e}}(x, y ; R)$ —approximately correspond to the one-electron functions $\varphi_{0}^{1 \mathrm{e}}(y ; R)$ and $\varphi_{2}^{1 \mathrm{e}}(y ; R)$. The simulation results obtained for these initial conditions (and their relation to the one-electron electronic eigenfunctions) are discussed in section 3.1. Please note that as we neglect any spin-dependent interaction, spin and spatial coordinates factorize. We therefore only consider the (symmetric) spatial part of the full wave function.
2.2.2. Artificial subsystems with distinguishable electrons. For analysis purposes, the full wave function, equation (8), is partitioned into two desymmetrized subsystems with
(A) $\psi_{\mathrm{A}}\left(x, y, R, t_{0}\right) \equiv \sqrt{2} \Psi\left(x, y, R, t_{0}\right) \Theta(y-x), \quad$ (10a)
(B) $\psi_{\mathrm{B}}\left(x, y, R, t_{0}\right) \equiv \sqrt{2} \Psi\left(x, y, R, t_{0}\right) \Theta(x-y)$,
respectively (figure 3, lower panels). In above equation, $\Theta(x)$ is the Heaviside step function. These partial wave functions each describing one half of the full system, split along the $x=y$-diagonal. By doing so, the wave functions $\psi_{\mathrm{A}}\left(x, y, R, t_{0}\right)$ and $\psi_{\mathrm{B}}\left(x, y, R, t_{0}\right)$ vaguely resemble a wave function in Hartree-product form, because now $x$ and $y$ effectively describe identical, yet distinguishable electrons. In the initial configuration of subsystem $\mathrm{A}(\mathrm{B})$, the $x(y)$ electron is strongly bound (with an approximate binding energy of $\left.E_{B}^{\text {strong }}=V_{2}^{1 \mathrm{e}}\left(R_{0}\right)-V_{0}^{2 \mathrm{e}}\left(R_{0}\right)=15.1 \mathrm{eV}\right)$, whereas the $y(x)$ electron $\left(E_{B}^{\text {weak }}=V_{0}^{\text {le }}\left(R_{0}\right)-V_{0}^{2 e}\left(R_{0}\right)=10.5 \mathrm{eV}\right)$ is weakly
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bound. Technically, the abrupt cut-off of the wavefunction leads to a weak field-free ionization signal. This background signal is removed from the propagated wave function until $t=-250$ as, i.e. before the ionizing XUV pulse interacts with the system, by truncating $\Psi(x, y, R, t \leqslant-250$ as) through multiplication with $\Theta(25 \AA-|x|) \Theta(25 \AA-|y|)$. The different ionization pathways revealed by these subsystems' dynamics are discussed in section 3.2.
2.2.3. Restricted field interaction. For analysis, further disentanglement of individual ionization pathways and their underlying intramolecular dynamics is achieved by artificially restricting the field interaction. To this end, simulations on subsystems A and B are performed with the modified Hamiltonian

$$
\begin{align*}
\mathcal{H}^{\prime}(t)= & \frac{P^{2}}{2 M}+\frac{p_{x}^{2}}{2 m_{\mathrm{e}}}+\frac{p_{y}^{2}}{2 m_{\mathrm{e}}}+V^{2 \mathrm{e}}(x, y, R) \\
& +e \mathcal{A}(t)\left(-\frac{Z}{M} P+\frac{p_{\xi}}{m_{\mathrm{e}}}\right) \tag{11}
\end{align*}
$$

where $\xi \in\{x, y\}$ refers to either the $x$ or the $y$ electron. Thus, field interaction is limited to a specific electron. This restriction allows us to distinguish direct and electron correlation driven photoionization pathways. Obtained results are presented and discussed in section 3.3.

### 2.3. Identification of single ionization

To isolate fractions of the wave functions that belong to the singly ionized system, the photoelectron dynamics are evaluated via the ionization signal in regions far from the molecule using the mask function

$$
\begin{equation*}
c(x, y)=c_{x}(x) \cdot\left[1-c_{y}(y)\right] \tag{12}
\end{equation*}
$$

with

$$
c_{\xi}(\xi)= \begin{cases}0 & \text { if } 0<|\xi| \leqslant \xi_{\mathrm{c}}  \tag{13}\\ \sin ^{2}\left(\frac{|\xi|-\xi_{\mathrm{c}}}{\Delta \xi} \frac{\pi}{2}\right) & \text { if } \xi_{\mathrm{c}}<|\xi| \leqslant \xi_{\mathrm{c}}+\Delta \xi \\ 1 & \text { if } \xi_{\mathrm{c}}+\Delta \xi<|\xi| \leqslant \xi_{\text {end }}\end{cases}
$$

where $\xi \in\{x, y\}$ with corresponding $x_{\mathrm{c}}=y_{\mathrm{c}}=25 \AA, \Delta x=$ $\Delta y=10 \AA$, and $x_{\text {end }}=y_{\text {end }}=240 \AA$ marking the end points of the simulation grid. As a result, the mask $c(x, y)$ selects parts of the electronic wave functions

$$
\begin{equation*}
\psi_{\mathrm{out}}(x, y, R, t) \equiv c(x, y) \psi(x, y, R, t) \tag{14}
\end{equation*}
$$

at large $x$ and low $y$ coordinates, corresponding to the emission of the $x$ electron, whereas the other $(y)$ electron remains bound at the parent molecular ion. Due to symmetry in the electronic coordinates, it is sufficient to only evaluate signals along the $x$ direction. Note, that this mask is independent of $R$, as the nuclear part of the wave function remains well confined between the two outer nuclei. Further
segmentation of $\psi_{\text {out }}(x, y, R, t)$ into subregions $S$ will be introduced in section 3.1.

## 3. Results and discussion

### 3.1. Fully correlated fermionic wave function

Interaction of the initial state with the ultrashort XUV pulse induces electron dynamics within the (non-ionized) twoelectron system and leads to single ionization. While for atomic systems, an ionization signal can be extracted via projection of the wave function onto a set of Coulomb waves [11], such an approach is not feasible for the multi-centered potential of the molecular model employed here. Instead, we remove the two-electron components for the first 35 two-electron states, for which both electrons are bound, from the total wavefunction. Then we project the remainder (containing only a single bound electron) onto the basis spanned by the electronic eigenfunctions $\left\{\varphi_{n}^{\mathrm{le}}(y ; R)\right\}$ of the one-electron system [2]:

$$
\begin{equation*}
P_{n}(t)=\iint\left|\int \varphi_{n}^{1 \mathrm{e}}(y ; R) \Psi^{1 \mathrm{e}}(x, y, R, t) \mathrm{d} y\right|^{2} \mathrm{~d} x \mathrm{~d} R \tag{15}
\end{equation*}
$$

using the following definitions:

$$
\Psi^{1 \mathrm{e}}(x, y, R, t) \equiv \Psi(x, y, R, t)-\sum_{m=0}^{34} a_{m}^{2 \mathrm{e}}(R, t) \varphi_{m}^{2 \mathrm{e}}(x, y ; R),
$$

$$
\begin{equation*}
a_{m}^{2 \mathrm{e}}(R, t) \equiv \iint \varphi_{m}^{2 \mathrm{e}}(x, y ; R) \Psi(x, y, R, t) \mathrm{d} x \mathrm{~d} y \tag{16}
\end{equation*}
$$

The populations $P_{n}(t)$ are shown in figure 4 upper panel. Note, that in the basis considered here, only contributions are obtained, where the $y$ electron remains bound, while the $x$ electron is ejected. Projection onto $\left\{\varphi_{n}^{\mathrm{le}}(x ; R)\right\}$ yields the same results for reversed roles. One finds that the first five one-electron states are considerably populated through the ultrashort XUV pulse (figure 4 lower panel) around $t=0$.

For comparison, within the single active electron approximation, the sudden removal of one of the electrons would yield time-independent one-electron state occupations obtained by projection of $\varphi_{0}^{2 \mathrm{e}}(x, y ; R)$ onto $\left\{\varphi_{n}^{1 \mathrm{e}}(y ; R)\right\}$ :

$$
\begin{equation*}
b_{n}^{1 \mathrm{e}} \equiv \iint\left|\int \varphi_{n}^{1 \mathrm{e}}(y ; R) \varphi_{0}^{2 \mathrm{e}}(x, y ; R) \mathrm{d} y\right|^{2} \mathrm{~d} x \mathrm{~d} R \tag{18}
\end{equation*}
$$

For the initial conditions considered here, only the states $n=0$ (ejecting the weakly bound electron) and $n=2$ (ejecting the strongly bound electron) would be populated significantly, leaving the remaining electron more tightly bound in the molecular system (shake-down process [9]). The occupation of higher one-electron states, i.e. $n=1,3$, and 4, corresponding to a shake-up process [9], would be approximately two orders of magnitudes lower $\left(b_{1}^{1 \mathrm{e}} / b_{0}^{1 \mathrm{e}}=0.013, b_{3}^{1 \mathrm{e}} / b_{0}^{1 \mathrm{e}}=\right.$ $\left.0.008, b_{4}^{1 \mathrm{e}} / b_{2}^{1 \mathrm{e}}=0.006\right)$.
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Figure 4. Population of the single-electron states upon projection onto the basis spanned by $\left\{\varphi_{n}^{1 \mathrm{e}}(y ; R)\right\}$ after removal of all two-electron states (upper panel) and temporal profile of the XUV pulse's electric field (lower panel).

In contrast, in our simulation with fully correlated electrons, depicted in figure 4, these three states show significant occupations. It is also noteworthy, that their population continues to rise after the XUV pulse has passed the system, while in particular the population of the one-electron groundstate ( $n=0$ ) declines. Since non-adiabatic transitions occur on a much longer timescale (see below), we trace these phenomena back to the continued interaction between the bound $(y)$ and the ejected $(x)$ electron on early timescales, where a transition to higher bound states is associated with a knock-up process and one to lower states corresponds to a knock-down process [2].

In the following, we aim to disentangle and quantify the various correlation-induced processes that occur during different ionization pathways. To this end, we will evaluate the postionization dynamics. Figure 5 depicts a snapshot of the two-electron density, $\int|\Psi(x, y, R, t)|^{2} \mathrm{~d} R$, of the full antisymmetric system at $t=3$ fs after XUV-pulse interaction. As can be gathered, the dominant part of the wave function remains around the origin (corresponding to the non-ionized part of the system), with minor parts being delocalized into the $x$ or $y$ direction. These four double-stripe structures, where either $x$ or $y$ coordinate stays localized within $\pm 10 \AA$, represent different single ionization processes. Electron densities in regions of high values of both coordinates, $|x|$ and $|y|$, simultaneously, corresponding to double ionization, are approximately four orders of magnitudes lower due to the much larger energy threshold for double ionization. Consequently, such contributions are not visible in figure 5. In the following, we will concentrate on the single ionization dynamics occurring during the interval of 1 to 20 fs after pulse arrival.

Naturally, the electron densities are symmetric with respect to the $x=y$-diagonal. It is therefore sufficient to restrict the analysis to electron densities emitted along one axis. Here we chose the $x$ axis and ascribe the labels forward/backward for positive/negative values in $x$. An apparent feature of the single ionization channels is the occurrence of two ionization pathways in every direction. This indicates that the remaining electron eventually stays at different potential minima (around the origin), for which we introduce the labels up/down for positive/negative values in $y$, respectively, as indicated


Figure 5. Two-electron density, $\int|\Psi(x, y, R, t=3 \mathrm{fs})|^{2} \mathrm{~d} R$, of the fully antisymmetric system (mirror symmetry w.r.t. the $x=y$ diagonal) 3 fs after ionization with an 140 as XUV pulse centered at $T=0 \mathrm{fs}$. Four different ionization channels can be distinguished, here illustrated for the emission of the $x$-electron ( $x$ direction): emission occurs either in forward ( $x>+25 \AA$ ) or backward ( $x<-25 \AA$ ) direction for positive (up) or negative (down) positions of the remaining $y$ electron. The corresponding channels along the $y$-axis are equivalent.
in figure 5. The electron densities in these four distinct ionization channels differ from each other in shape and amplitude. To distinguish the underlying processes, an evaluation region is defined according to equations (12) and (13) and further separated into subregions $S$ according to the ascribed labels, allowing us to collect and analyze the emitted wave function $\psi_{\text {out }}^{S}(x, y, R, t)$ of each channel separately. As the region of ionization is defined for $|x| \geqslant 25 \AA$, no emission signal is detected until $t \approx 1 \mathrm{fs}$, when the fastest components of the ionized wave function enter the evaluation region. Ionization signal, i.e. $I_{S}(t)=\iiint\left|\psi_{\text {out }}^{\mathrm{S}}(x, y, R, t)\right|^{2} \mathrm{~d} x \mathrm{~d} y \mathrm{~d} R$, builds up within a subregion $S$ mainly over the period of $\sim 5 \mathrm{fs}$. The build up is traced back to a kinetic energy distribution whose central $80 \%$ lie between 0.3 and 4.5 eV with a maximum at 1.4 eV . After 5 fs the overall probability to find both electrons in each subregion continues to increase only slightly due to parts of the wave packet with lower kinetic energy entering the subregion. The respective probabilities at 5 fs are $3.9 \times 10^{-6}, 1.1 \times 10^{-4}, 1.8 \times 10^{-5}$, and $2.8 \times 10^{-5}$ for the forward-up, forward-down, backward-up, and backward-down subregion, respectively.

Figure 6 shows the time evolution of the average momentum, $\left\langle p_{y}\right\rangle^{S}(t)$, of electron $y$, which remains bound in the molecular ion after electron $x$ has been emitted. The quantity $\left\langle p_{y}\right\rangle^{S}(t)$ is calculated via the density distribution for the remaining $y$ electron, $\rho_{S}\left(p_{y}, t\right)$ by integrating over $\psi_{\text {out }}^{S}$ in each individual channels $S$ :

$$
\begin{equation*}
\left\langle p_{y}\right\rangle^{S}(t)=\frac{\int p_{y} \rho_{S}\left(p_{y}, t\right) \mathrm{d} p_{y}}{\int \rho_{S}\left(p_{y}, t\right) \mathrm{d} p_{y}} \tag{19}
\end{equation*}
$$

where

$$
\begin{equation*}
\rho_{S}\left(p_{y}, t\right)=\iint\left|\widetilde{\psi}_{\text {out }}^{S}\left(p_{x}, p_{y}, P, t\right)\right|^{2} \mathrm{~d} p_{x} \mathrm{~d} P \tag{20}
\end{equation*}
$$



Figure 6. Time-resolved momentum expectation values $\left\langle p_{y}\right\rangle^{S}(t)$ of the remaining $y$ electron (black solid lines) after ionization of the full system for the different ionization channels, see figure 5, as indicated. For comparison, results from a simulation with a frozen nuclear configuration are added (red dotted lines). The expectation value $\left\langle p_{y}\right\rangle^{S}(t)$ of the remaining bound electron $y$ serves as an indicator for electron scattering during the emission process.
here, $\widetilde{\psi_{\text {out }}}{ }^{S}$ is the Fourier-transformed wave function $\psi_{\text {out }}^{S}$. The average momentum $\left\langle p_{y}\right\rangle^{S}(t)$ illustrates that all four regions differ in the dynamics induced in the parent ion.

In the following, we will interpret the different dynamics seen in figure 6(a)-(d) based on the leading contributions to photoemission into each evaluation region. However, there are further contributions to each channel, which will be isolated and investigated in sections 3.2 and 3.3.

We interpret the observations as follows: in the forwarddown channel, figure $6(\mathrm{~d})$, the signal stems primarily from the direct emission of the weakly bound electron on the right-hand side of the molecule towards positive $x$ values, i.e. without passing the parent ion (and in particular the other electron) first. The strongly bound electron therefore remains on the left-hand side and is hardly affected by the ionization dynamics which is reflected in the nearly constant momentum expectation value of the remaining electron. In contrast, the oscillating signal in the forward-up channel, figure 6(b), can be primarily traced back to the strongly bound electron at negative $x$ values being released towards positive $x$ values, such that it first passes the parent ion and the other electron. Its inelastic scattering with the remaining, weakly bound electron induces oscillations of the latter being reflected by the strong time dependence of the remaining electron's average momentum. We note that the temporal behavior significantly changes for times $t>10 \mathrm{fs}$, if the nuclear configuration is frozen during the simulation (red dotted lines) suppressing non-adiabatic transitions.

A similar situation but with reversed roles can be seen for emission into the backward direction: here, the down channel, figure $6(\mathrm{c})$, corresponds to emission of the weakly bound electron after passing the strongly bound one. Thereby, inelastic scattering leads to a regular oscillation in the residual electron's average momentum $\left\langle p_{y}\right\rangle(t)$. Fourier analysis of this oscillation occurring between $t=0$ and 10 fs indicates that the corresponding energy of 2.89 eV can be assigned to the energy gap between the electronic ground and first excited state of the one-electron system $\left(2.78 \mathrm{eV}\right.$ at $\left.R_{0}\right)$, see figure 2(a). Thus, upon ionization, an electronic wave packet
in the residual molecular ion is excited oscillating around the left well's minimum.

The backward-up channel, figure 6(a), on the other hand, corresponds to the direct emission of the strongly bound electron without passing the parent ion. A weak response towards a negative average momentum of the remaining electron, can be seen, in particular between 17 and 20 fs , despite the absence of an immediate interaction between the escaping and the remaining electron. This feature is not present if the simulation is performed with a frozen nuclear configuration (dotted red lines). It originates in the induced nuclear dynamics leading to non-adiabatic transitions (intramolecular charge transfer), which will be discussed in more detail in section 3.3.

### 3.2. Reduced wave function: distinguishable electrons

The previous analysis provided a first intuitive picture of intramolecular scattering effects in the course of ionization. However, as electrons are indistinguishable, the roles of emitted and remaining electrons during the scattering process cannot clearly be identified. To this end, the artificially truncated wave functions $\psi_{\mathrm{A}}$ and $\psi_{\mathrm{B}}$, see equations (10a) and (10b), are employed as initial conditions, thus rendering the two electrons distinguishable, see section 2.2.2. This way, electron-electron correlation originating from the antisymmetry of the wave function and interference effects between the two distinct initial density distributions (localized near $x= \pm 5 \AA \& y=\mp 5 \AA$ ) are neglected. However, a comparison of the probabilities to find the particles in the evaluation regions, $I_{S}(t)$, between the full system and the sum of the subsystems A and B shows very good agreement, indicating that for the present system these types of correlation effects are of minor importance.

In figure 7 the time-dependent two-electron densities of the full system with two indistinguishable electrons (upper part) and the subsystems, A (middle part) and B (lower part) with distinguishable electrons, are shown for an area corresponding to the emission of electron $x$ in backward (left panels) and forward direction (right panels), while electron $y$ remains bound to the parent ion. Above the two lower panels, a schematic picture indicates different underlying processes (blue/green arrows) in the $x, y$-configuration space (left) and the one-dimensional coordinate space (right). The thick blue arrows correspond to the four main contributions, i.e. photoemission with and without intramolecular electron-electron scattering, discussed in section 3.1 , where either the strongly (A) or the weakly bound electron (B) interacts with the electromagnetic field and is released to either side of the molecule.

The first electron wave packet components enter the evaluation region at $x= \pm 25 \AA$ between 1 and 2 fs after the interaction with the ionizing pulse. At this instant, electron density is mostly found in the backward-up channel for subsystem A and in the forward-down channel for subsystem B (blue arrows) corresponding to direct photoemission from the side of the molecule closest to the respective subregion. Additionally, a strong slightly delayed signal can be


Figure 7. Snapshots of the integrated 2D electronic density $\int|\Psi(x, y, R, t)|^{2} \mathrm{~d} R$ at $t=2,4$, and 6 fs after ionization of the full system (top panel) and the two subsystems, $\psi_{\mathrm{A}}$ (middle panel) and $\psi_{\mathrm{B}}$ (bottom panel), with headers illustrating the ionization process (2D view of initial density distribution in the configuration space and 1D view in the real coordinate space). Top: ionization dynamics of the full system. Middle: subsystem A with its initial wave packet centered at negative $x$ and positive $y$ values. The $u p$ pathways primarily contribute to the total ionization signals (blue arrows) as opposed to the down pathways (green arrows). The initially strongly bound $x$-electron (negative $x$-values) is emitted and the initially weakly bound $y$-electron (positive $y$-values) stays. Bottom: subsystem B with its initial wave packet centered at positive $x$ and negative $y$ values: here, the down pathways primarily contribute to the total ionization signals. The initially weakly bound $x$-electron (positive $x$-values) is emitted while the initially strongly bound $y$-electron (negative $y$-values) stays. Oversaturation in the colorbars' range is used to highlight substructures in the probability density as well as small contributions in the non-dominating pathways. The largest occurring values of the electronic density in forward direction are: (A) $8.3 \times 10^{-8}$, (B) $1.3 \times 10^{-6}$; and in backward direction: (A) $2.4 \times 10^{-7}$, (B) $4.0 \times 10^{-7}$.
noted stemming from an emission into the opposite direction (blue arrows, A: forward-up, B: backward-down), corresponding to photoemission channels involving intramolecular electron-electron scattering, i.e. the $x$ electron first passing the $y$ electron before being finally emitted.

The A/B distinction reveals additional signals with a smaller but still significant probability appearing in the down (A) channels and-to an even smaller extent-in the up (B) channels, which are not visible in figure 5 due to the
larger amplitude of the more dominant signals (blue arrows). Their appearance reveals a correlated motion between the two electrons (indicated by green arrows), where the remaining $y$ electron is relocated (intramolecular charge-transfer) either prior to the photoelectron emission of the $x$ electron or afterwards. This question is addressed in the following section 3.3, by further dissecting the ionization pathways through restricting the electrons' interaction with the electric field.


Figure 8. Evolution of the population of the electronic states by the remaining bound $y$-electron calculated via equation (21), after the XUV pulse ionizes the two-electron system at $t=0$ fs. The upper panels, (a) and (b), contain the dynamics of the full antisymmetric system, whereas lower panels, (c)-(h), show the dynamics of distinguishable electrons selectively interacting with the electric field as indicated. Dashed lines in panels (a) and (b) correspond to the sum of all individual pathways with restricted field interaction displayed throughout panels (c)-(h). The dotted lines in panels (c), (d), and (h) represent evolution for a molecule with fixed core position. A comprehensive list of all processes can be found in table 1.

### 3.3. Restricted electron-field interactions

To further investigate the intramolecular dynamics during and after the electron emission process, we perform simulations of the subsystems A and B, i.e. using distinguishable electrons, and restrict the interaction of the electromagnetic field to either the $x$ (ejected) or $y$ (remaining) electron by employing the modified Hamiltonian $\mathcal{H}^{\prime}(t)$ defined in equation (11). This way, the absorption process of a system with distinguishable electrons is strictly limited to one specific single electron.

The ionization wave function, $\psi_{\text {out }}^{S}(x, y, R, t)$, i.e. the part of the wave function entering the analysis region defined via the mask function, equation (13), is projected onto the set of adiabatic eigenfunctions $\left\{\varphi_{n}^{1 \mathrm{e}}(y ; R)\right\}, n \in\{0, \ldots, 4\}$ of the one-electron system, obtained from equation (3) and shown in figure 2(b) exemplarily for $R=R_{0}$. Note that these states differ in the electron's spatial distributions: while for states with the quantum numbers $n \in\{0,1,3\}$, the $y$ electron is located on the (strongly bound) left-hand side, for $n \in\{2,4\}$ electron distribution is predominantly found on the (weakly bound) right-hand side. Thus, a transition between states from different sides corresponds to an intramolecular charge transfer. The population $P_{n}^{S^{\prime}}(t)$ of the $n$th one-electron state by the $y$ electron is calculated as

$$
\begin{equation*}
P_{n}^{S^{\prime}}(t)=\iint\left|\int \varphi_{n}^{\mathrm{le}}(y ; R) \psi_{\text {out }}^{S^{\prime}}(x, y, R, t) \mathrm{d} y\right|^{2} \mathrm{~d} x \mathrm{~d} R \tag{21}
\end{equation*}
$$

where the domain $S^{\prime}$ limits the $x$ integration to either positive or negative values corresponding to the forward ( $S^{\prime}=\mathrm{fwd}$ ) or backward ( $S^{\prime}=\mathrm{bwd}$ ) channel, respectively, but does not distinguish between up- and down-channels anymore. Thus,
$P_{n}^{S^{\prime}}(t)$ are the populations of the single-electron states in the evaluation region, i.e. in the molecular parent ion after photoionization. Sketches next to the panels illustrate the dominant ionization pathways with labels ' 1 ' and ' 2 ' indicating the temporal order.

The populations are shown in figure 8 in backward (left panels, $x<0$ ) and forward direction (right panels, $x>0$ ) for the fully antisymmetric wave function (top panels, $a$ and $b$ ) and the subsystems A and B as indicated (lower panels, c-h). The rise in the period of 1 to 5 fs in all panels corresponds to the main part of the wave packet entering the evaluation region. In the subsequent time evolution, the overall probability within the evaluation region remains mostly constant leading to distinct plateau regions in $P_{n}^{S^{\prime}}(t)$. However, small contributions with low kinetic energy (of the emitted $x$ electron) continue to enter the evaluation region at later times, while components with high kinetic energy are removed at the grid boundaries. Note that a transient population of metastable states, for example through electronic excitation of 2e states or direct excitation of high-lying vibrational states [45], which further decay into the 1e states, would manifest itself by a delayed ionization signal. Such delayed signals are not observed within the investigated time window. We therefore expect the impact of such states to be negligible in the present case.

Several processes (indicated by boldface roman numerals) can be identified and separated from each other. They are summarized with their associated ionization channel $S$ in table 1. We first consider the cases, in which the electron (here, the $x$ electron) interacting with the electric field is the one

Table 1. Various in parts interdependent processes occur during photoionization and contribute to the signal in different evaluation regions for the two subsystems A (with a strongly bound $x$ electron and weakly bound $y$ electron) and B (vice versa). The build up time (BU) describes the time frame of the initial wave packet entering the analyzing region (defined by signal above the noise level) until a stable population is reached. $P_{n}^{S^{\prime}}(t)$ in the last column represents the maximum population of this process.

being eventually emitted (figures 8(c)-(f)). The strongest signal (panel f) corresponds to the emission of the weakly bound electron, initially located near $x=+5 \AA$ (subsystem B), in forward direction corresponding to a direct photoemission (I) without scattering with the remaining electron. In this case, the strongly bound $y$ electron remains almost unaffected in its position located at the left-hand side (down), corresponding to the electronic ground state of the one-electron system, $n=0$ (see figure 2(b)).

However, the removal of the $x$ electron results in an increase of the $y$ electron's binding energy corresponding to a shakedown process. The energy change corresponding to a sudden electron removal can be estimated from the potential energy curves at $R_{0}, \Delta E_{B} \approx V^{0 \mathrm{e}}\left(R_{0}\right)+V_{0}^{2 \mathrm{e}}\left(R_{0}\right)-V_{0}^{1 \mathrm{e}}\left(R_{0}\right)-V_{2}^{1 \mathrm{e}}\left(R_{0}\right)$ (where $V^{00}$ corresponds to the repulsion energy between the movable and the two fixed nuclei only) and accounts for 1.8 eV . Comparing the relative populations at $t=5 \mathrm{fs}$, only a very weak shake-up into the one-electron states $n=$ 1 and 3 is noticed with populations of $P_{1}^{\mathrm{fwd}} / P_{0}^{\mathrm{fwd}}=0.0045$ and $P_{3}^{\mathrm{fwd}} / P_{0}^{\mathrm{fwd}}=0.0004$ relative to the groundstate. This is in line with the almost constant average momentum seen in figure 6(d) for the full (fermionic) system, indicating no coherent dynamics induced.

In contrast, emitting the weaker bound $x$ electron in the opposite (backward) direction, figure 8(e), such that inelastic scattering with the remaining strongly-bound $y$ electron occurs, entails a significant relative population of the first and third excited one-electron states of $P_{1}^{\mathrm{bwd}} / P_{0}^{\mathrm{bwd}}=0.21$ and $P_{3}^{\mathrm{bwd}} / P_{0}^{\mathrm{bwd}}=0.02$, respectively. Note, that these excited states are still localized on the left-hand side of the molecule
(down channel). Since such an excitation does not occur in the forward direction, it must be a result of dynamical correlation between the accelerated $x$ electron and the 'inactive' $y$ electron. This interaction corresponds therefore to a pure knock-up process (II) [2]. As a consequence, within 2 and 5 fs , a $y$ electron wave packet can be seen, oscillating within the left potential well, which is reflected in the damped oscillation pattern of the average momentum shown in figure 6(c).

A similar situation is encountered, when the stronger bound electron (figures 8(c) and (d)) interacts with the electric field and is ultimately emitted. If the $x$ electron emission occurs in the backward direction, figure 8(c), again, no intramolecular scattering occurs (III), and the weaker bound $y$ electron remains (initially) in its place, corresponding predominantly to the second excited state, $n=2$, which is localized on the molecule's right-hand side (up channel). Again, a shake-down stabilization of the binding energy of approximately 1.8 eV is expected and only a very weak shake-up to state $n=4$ is noted $\left(P_{4}^{\text {bwd }} / P_{2}^{\text {bwd }}=0.0048\right)$.

In the forward direction, i.e. with immediate elec-tron-electron interaction (IV), figure 8(d), the second excited state is dominant, too but also shows a considerable knockup process $\left(P_{4}^{\text {fidd }} / P_{2}^{\text {fwd }}=0.10\right)$. Additionally, an increase in the population of the one-electron ground state, $n=0$, can be noted. Therefore, inelastic intramolecular scattering with the weaker bound $y$ electron must have taken place resulting in a knock-down process $(\mathbf{V})$ of the $y$ electron during the $x$ electron emission from the (stronger bound) lower energy levels. Comparing their respective peaks, the relative population achieved through the knock-down process is $P_{0}^{\mathrm{fwd}} / P_{2}^{\mathrm{fwd}}=0.45$. Since
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in the energetically lower $n=0$ state, the $y$ electron is located on the left-hand side, this correlation-driven process coincides with an intramolecular charge transfer (green arrows).

Finally, the lowest panels, figures $8(\mathrm{~g})$ and (h), correspond purely to correlation-driven processes, in which the energy provided by the electric field is absorbed by electron $y$, but results eventually in the emission of electron $x$. Therefore, a nearly elastic collision between the two electrons must have occurred, in which the absorbing electron $(y)$ transfers most of its acquired kinetic energy to the electron originally unaffected by the field $(x)$. This 'indirect photoemission' process (VI, VII), is very similar to the two-step-one (TS1) process in double ionization, where the electron emitted first pushes another electron out of an atom in a second step after photoabsorption [10]. But in our case, the initially accelerated electron is not released in the end but rather takes the place of the subsequently emitted electron-similar to the elastic collision between billiard balls. Consequently, the resulting populations of the single-electron states of the remaining electron shown in figure $8(\mathrm{~g})$ for subsystem A resemble the one of subsystem $B$, seen in panel e, where the remaining electron is located at the strongly bound side. The same applies for subsystem B's elastic collision process, figure 8(h), which rather resembles the populations found in A's inelastic scattering, panel d including knock-up (within VII) and knock-down (VIII) features. Again, this is traced back to the accelerated $y$ electron taking $x$ 's place prior to the emission of the $x$ electron. Note that the indirect photoemission leads to a charge transfer (through elastic collision) immediately after photoabsorption. We therefore conclude that the significant early signals, seen in figure 7 in subsystem A's backward-down channel (and with a lower amplitude also in subsystem B's forward-up channel) correspond to the elastic collision process preceding the $x$ electron's emission.

In panels $\mathrm{c}, \mathrm{d}$, and h of figure 8 , where the $n=2$ state is predominantly occupied, a decrease occurs in $P_{2}^{S^{\prime}}(t)$ after approximately $t \approx 15 \mathrm{fs}$ with a simultaneous increase of the $n=1$ state, $P_{1}^{S^{\prime}}(t)$. This time-dependent feature can be traced back to the non-adiabatic nuclear reorganization dynamics (IX, X, $\mathbf{X I})$ induced by the ionization process. Note that these transitions do not occur, if the simulation is performed with a frozen nuclear configuration (dotted lines). Figure 9 shows the correlated electron-nuclear dynamics for subsystem A with emission in backward direction (corresponding to figure 8(c)) through the density function $\int\left|\psi_{\text {out }}^{\text {bwd }}(x, y, R, t)\right|^{2} \mathrm{~d} x$. It can be seen that during the first 14 fs , the shape of the electronic part only marginally changes, while the center of the nuclear distribution moves from $R_{0}=-2.05 \AA$ towards larger values. This dynamics is induced by the Coulomb attraction between the remaining electron and the mobile nucleus, but is also consistent with the potential energy surface of the second state, $V_{2}^{1 \mathrm{e}}(R)$, see figure $2(\mathrm{a})$ upper panel. The latter one exhibits a large gradient towards the molecular center $(R=0)$, where a coupling region with the first excited state, $V_{1}^{\mathrm{le}}(R)$, is found. Indeed, at 17 fs , the center of the nuclear distribution passes the origin and the electronic distribution begins to shift towards the left-hand side (to negative $y$ values), which is reflected in a slightly negative instantaneous average electronic momen-


Figure 9. Electron-nuclear density of subsystem A in the backward channel, $\int\left|\psi_{\text {out }}^{\text {bwd }}(x, y, R)\right|^{2} \mathrm{~d} x$. Here, the strongly bound $x$ electron is emitted and the $y$ electron remains initially on weakly bound side $(y>0)$, before non-adiabatic transitions around $R=0$ lead to a charge transfer with significant electron density at the molecule's left-hand side $(y<0)$.
tum $\left\langle p_{y}\right\rangle^{\text {backward-up }}(t)$ in the case of direct photoionization in the backward-up channel, cf figure 6(a), which is not present in the case of frozen nuclei (red dotted line). Therefore, upon ionization, nuclear dynamics is initiated, driving the system via non-adiabatic transition from the second to the first electronically excited state, $\varphi_{2}^{1 \mathrm{e}}(y ; R) \rightarrow \varphi_{1}^{1 \mathrm{e}}(y ; R)$ corresponding to an intramolecular charge transfer. Note, however, that this process is significantly slower than the charge transfer process driven by electronic correlation.

It is noteworthy that, here, despite these non-adiabatic transitions, the nuclear dynamics does not seem to affect the various ionization processes discussed above. We attribute this to the chosen near-equilibrium initial conditions for $\chi(R)$. Previous studies have shown, that nuclear dynamics following initial non-equilibrium configurations is reflected in the photoelectron momentum distribution [37, 38]. Investigations of such effects on the correlation-driven knock-up and knockdown processes are currently under way in our workgroup.

To summarize, all observed processes, i.e. direct photoemission with and without inelastic scattering leading to knock-up and knock-down transitions, as well as indirect photoemission through elastic collision, and non-adiabatic transitions, are summarized in table 1 together with their individual amplitudes at their respective maximum and build up times, i.e. the time span the corresponding wave packet requires to achieve approximately stable populations within the observed time window. These times differ for the individual processes mostly due to the different traveling distances (direct emission vs. scattered and indirect emissions) for the ejected electron to reach the evaluation zone and because of differences in their kinetic energies. However, the slightly longer timescales of knock-down processes in particular indicate a more complex electron-electron dynamics within the molecular system prior to the electron release.

Regarding the relative amplitudes, we note, that the correlation-driven pathways through elastic and inelastic scattering appear to be nearly of the same order of magnitude
as the direct photoemission. This can be seen in figures 8(a) and (b), where the dynamics of the fully antisymmetric initial wave function without any restrictions on the electric-field interaction (solid lines) is qualitatively reproduced by the artificially restricted subsystems (dashed lines, corresponding to the direct sum of all individual pathways with restricted field interaction). Remaining discrepancies stem most likely from the missing simultaneous interaction of the XUV pulse with both electrons and also from the omission of interference effects between emitted density from the two initial localized electronic density distributions, which we have dropped by regarding electrons as distinguishable particles.

We conclude that the final state of the molecular parent ion after ionization depends strongly on dynamical correlation between electrons through elastic and inelastic intramolecular scattering events preceding the electron emission beyond static shake-up effects. Furthermore, we showed that such effects also significantly contribute to the total ionization probability. In particular, quantifying the effect of correlation-driven knock-up/knock-down processes and the indirect photoemission processes on the same magnitude as direct photoionization processes, underlines the deficiencies of the commonly applied single active electron approximation as well as the sudden approximation-even in the context of single-photon ionization of molecules.

## 4. Summary

We investigated the correlated electron-electron and elec-tron-nuclear dynamics in a one-dimensional molecular charge-transfer model by solving the time-dependent Schrödinger equation numerically for two electronic and one nuclear degree of freedom. To this end, we considered ionization of a single electron by an ultrashort XUV pulse and investigated the exact scattering mechanism by carefully backtracking the electron's interaction with the residual cation and in particular with the remaining bound electron.

We introduced different theoretical approaches to investigate the correlated electron dynamics and nuclear motion during and after the pulse interaction. First, by removing all unionized components from the total wave function and projection on the one-electron system to quantify shake and knock processes. Second, we dissected these processes and identified different contributions of ionization pathways by replacing the fermionic wave functions by that of two 'distinguishable' electrons and by restricting the interaction of the XUV pulse to a specific electron within the molecule. Using this approach, time-dependent signatures in the evolution of the molecular parent ion were identified and traced back to various intramolecular scattering events on different time scales.

Thereby, we went beyond commonly employed approximations such as the sudden approximation, frozen nuclear degrees of freedom, or the single active electron approximation. Thus, significant contributions from electron-electron interactions within the single-photon ionization process were revealed on the atto- and femtosecond timescale, subsequently leading to non-adiabatic dynamics in the parent molecular ion. In particular, relevant pathways to the overall signal were iso-
lated, in which inelastic scattering resulted in knock-up and knock-down phenomena beyond the typically regarded (sudden) shake effects. Additional pathways of significant contribution involving elastic scattering were found, where the electron originally accelerated by the electric field transfers its momentum to a different electron within the molecule and takes its place instead (indirect photoemission). Our analysis revealed differences in the temporal signatures of all identified processes and allowed to estimate their relevance within the overall photoemission process. It was shown that electroncorrelation driven processes occur on the same order of magnitude as the direct photoemission. While for a two-electron system the amplitude of the elastic collision process may be overestimated due to the reduced dimensionality of the model system, we expect this process to become even more relevant in larger, multi-electron systems. Furthermore, it was shown that different ionization pathways leave the parent molecular ion in different electronic states. As a consequence, correlated electron-nuclear reorganization dynamics is induced.

We believe that the observations made here for a model system are representative for molecular systems and consequently that both, elastic and inelastic scattering among electrons, contribute significantly to the ionization processes and the postionization dynamics through various pathways beyond the single active electron picture.
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# Nuclear-Electron Correlation Effects and Their Photoelectron Imprint in Molecular XUV Ionisation 


#### Abstract

Karl Michael Ziems ${ }^{1,2}$, Jakob Bruhnke ${ }^{1}$, Volker Engel ${ }^{3}$ and Stefanie Gräfe ${ }^{1,2,4,5 *}$ ${ }^{1}$ Institute of Physical Chemistry, Friedrich Schiller University Jena, Jena, Germany, ${ }^{2}$ Max Planck School of Photonics, Jena, Germany, ${ }^{3}$ Institut für Physikalische und Theoretische Chemie, Universität Würzburg, Würzburg, Germany, ${ }^{4}$ Abbe Center of Photonics, Friedrich Schiller University, Jena, Germany, ${ }^{5}$ Fraunhofer Institute for Applied Optics and Precision Engineering, Jena, Germany

The ionisation of molecules by attosecond XUV pulses is accompanied by complex correlated dynamics, such as the creation of coherent electron wave packets in the parent ion, their interplay with nuclear wave packets, and a correlated photoelectron moving in a multi-centred potential. Additionally, these processes are influenced by the dynamics prior to and during the ionisation. To fully understand and subsequently control the ionisation process on different time scales, a profound understanding of electron and nuclear correlation is needed. Here, we investigate the effect of nuclear-electron correlation in a correlated two-electron and one-nucleus quantum model system. Solving the time-dependent Schrödinger equation allows to monitor the correlation impact pre, during, and post-XUV ionisation. We show how an initial nuclear wave packet displaced from equilibrium influences the post-ionisation dynamics by means of momentum conservation between the target and parent ion, whilst the attosecond electron population remains largely unaffected. We calculate time-resolved photoelectron spectra and their asymmetries and demonstrate how the coupled electron-nuclear dynamics are imprinted on top of electron-electron correlation on the photoelectron properties. Finally, our findings give guidelines towards when correlation resulting effects have to be incorporated and in which instances the exact correlation treatment can be neglected.


Keywords: ultrafast phenomena, XUV, attosecond dynamics, photoionisation, TDSE, correlation effects, entanglement, photoelectron spectrum

## 1 INTRODUCTION

The fact that, if formerly non-interacting particles have interacted at some time, their wave function can no longer be expressed in a simple product form (Blum, 2012), has far-reaching consequences in many particle systems. For example, this situation appears in electronic structure calculations and there is termed electron-electron correlation (Kutzelnigg, 1994). The latter determines-to a great deal-the structure and behaviour of matter. In the field of quantum information, this correlation effect is associated with the entanglement of particles (Nielson and Chuang, 2000; Horodecki et al., 2009). As for molecules, not only electron-electron but also electron-nuclear and nuclear-nuclear interactions are of importance. Here, nuclear geometry deformations, in general, lead to the modification of the electronic density, which is responsible for chemical bonding.

The interaction of molecules with strong and ultrashort laser pulses leads, besides many other strong-field phenomena (Wolter et al., 2015; Pukhov, 2002; Krausz and Ivanov, 2009; Corkum and Krausz, 2007; Joachain et al., 2012), to single or multiple ionisation. A single XUV pulse is able to directly produce photoelectrons with different kinetic energies. With respect to the particle correlations mentioned previously, several questions arise where some of these are: What does a coupled electronic-nuclear motion look like during and after the ionisation process? Can features appearing in photoelectron spectra be related to electron-electron and electron-nuclear correlation? What characteristics appear in the post-ionisation dynamics of the charged particles?

Such fundamental issues will be taken up in the present work. Naturally, regarding the complexity of a molecule possessing many electronic and nuclear degrees of freedom, a complete quantum description of a field-triggered ionisation is simply out of reach today. One may then search for physically reasonable models to address the questions posed. It should be clear that they have to go beyond single active electron approximations and include the motion of the nuclei, most desirably on the same level as the electrons. In an early study, Lein et al. (2002) studied the single and double ionisation of the hydrogen molecule involving the motion of all particles in a single dimension and Sukiasyan et al. (2012) described the one-electron photoionisation for a 1D-Helium atom with two active electrons. To understand the impact of ionisation on the parent ion dynamics in real molecules, approximated quantum chemical methods neglecting the explicit ionisation pump can be applied and are powerful tools to unravel electron dynamics post ionisation (Ayuso et al., 2017; Nisoli et al., 2017) and study the nuclear decoherence effect on electronic wave packets (Vacher et al., 2015, 2017).

A useful model to study electron-nuclear correlation effects is the so-called Shin-Metiu model (Shin and Metiu, 1995, 1996). It consists of an electron and a nucleus that move in one dimension in an additional field of two positive charges. Originally devised to describe charge-transfer processes, it was later used to illustrate features of, e.g., coupled electronic-nuclear quantum (Hader et al., 2017; Albert et al., 2017; Schaupp and Engel, 2019b, 2022) and classical dynamics (Schaupp and Engel, 2019a) or two-dimensional coherent femtosecond spectroscopy (Albert et al., 2015). The model was also used to study photoionisation (Falge et al., 2011, 2012a, 2017).

The simple Shin-Metiu model was later extended to include the motion of a second electron, which made it possible to introduce time-dependent electron localisation functions (ELF) and characterise the influence of nuclear motion on these (Erdmann et al., 2004). Also, the wave-packet dynamics in spin-coupled electronic states could be described (Falge et al., 2012b).

Here, we extend our work on XUV ionisation in a molecular model system comprised of fully correlated two electrons and one nucleus (Fröbel et al., 2020). We study the impact of electron-nuclear correlation upon electron-electron correlation on the complete XUV ionisation process monitoring the influence pre, during, and post ionisation. Consequently, we dissect the effects on the parent ion, as well as on the photoelectron. Finally, we report on an imprint of the two-electron correlated bound dynamics on the photoelectron spectrum's asymmetry, thus yielding an observable to measure the
electrons' density behaviour caused by nuclear correlation. This is a natural extension of our former work limited to a single active electron system (Falge et al., 2012a, 2017) and shows that the concept also holds for more complex systems. Moreover, by thoroughly dissecting the different effects present in a full quantum dynamical study with correlated particles, we provide guidance for future investigations resting on more approximated methods.

This study is organised as follows: In Section 2, we briefly introduce the model system, its potential energy surface, the numerical details for solving the time-dependent Schrödinger equation (TDSE), and different analysis tools. In presenting our results, we start by introducing the laser-free non-equilibrium dynamics and, subsequently, report on the impact of correlation effects on 1) the attosecond electron dynamics during ionisation, 2) the post-ionisation dynamics in the parent ions, and 3) the photoelectron. In the last section, we discuss how the asymmetry of the integrated photoelectron spectra shows imprints of resonance dependencies into the continuum and the coupled electron-nuclear dynamics.

## 2 THEORETICAL BACKGROUND

In the following, we briefly describe the model system and numerical procedure. For more details, we refer to our recent work (Fröbel et al., 2020), where we introduce the model in the context of ionisation. Atomic units are used throughout the study.

### 2.1 Molecular Model System

### 2.1.1 Full Three-Dimensional Model

To capture electron-nuclear and electron-electron correlation in molecular XUV ionisation, we use the one-dimensional extended Shin-Metiu model system, which includes two electrons $(x, y)$ and a central nucleus with coordinate $R$ (Shin and Metiu, 1995, 1996; Erdmann et al., 2004). Furthermore, two fixed nuclear point charges $\left(Z_{1}, Z_{2}\right)$ at $\pm L / 2$ define the outer potential barriers. The particle configuration is sketched in Figure 1A. The molecular Hamiltonian reads:

$$
\begin{equation*}
\mathcal{H}_{0}=\frac{\hat{P}^{2}}{2 M}+\frac{\hat{P}_{x}^{2}}{2}+\frac{\hat{P}_{y}^{2}}{2}+\hat{V}^{2 e}(x, y, R) \tag{1}
\end{equation*}
$$

where $M$ is the nuclear mass, $\hat{P}$ the nuclear momentum operator, and $\hat{p}_{x}, \hat{p}_{y}$ the electron momentum operators. The potential is defined as:

$$
\begin{align*}
\hat{V}^{2 e}(x, y, R)= & \frac{Z_{1} Z}{|L / 2-R|}+\frac{Z_{2} Z}{|L / 2+R|}-\frac{Z \operatorname{erf}\left(|R-y| / R_{c}\right)}{|R-y|} \\
& -\frac{Z_{1} \operatorname{erf}\left(|L / 2-y| / R_{f}\right)}{|L / 2-y|}-\frac{Z_{2} \operatorname{erf}\left(|L / 2+y| / R_{f}\right)}{|L / 2+y|} \\
& -\frac{Z \operatorname{erf}\left(|R-x| / R_{c}\right)}{|R-x|}-\frac{Z_{1} \operatorname{erf}\left(|L / 2-x| / R_{f}\right)}{|L / 2-x|} \\
& -\frac{Z_{2} \operatorname{erf}\left(|L / 2+x| / R_{f}\right)}{|L / 2+x|}+\frac{\operatorname{erf}\left(|x-y| / R_{e}\right)}{|x-y|} . \tag{2}
\end{align*}
$$
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FIGURE 1 | (A) Extended Shin-Metiu model system: two electrons ( $x, y$ ) and one nucleus I move in one dimension in the field of the two outer fixed (point charge) nuclei $(R)$. For $R<0$ as in the focus of investigation here, the left electron (here: $y$ ) is stronger bound, while the right electron (here: $x$ ) is weaker bound. The electrons are indistinguishable and are just given defined labels here for visualisation purposes. (B) PECs of the 2 e system, $V_{n}^{2 e}(R)$, and the 1e parent ion, $V_{n}^{\mathrm{e}}(R)$. The vertical line indicates one-photon ionisation and the population of the parent ion states. As an example, the nuclear wave packet in the $n=1$ ion state is shown together with the gradient exerted by the PEC on it (grey shaded Gaussian). In the $2 e$ system ground state ( $n=0$ ), the three different initial nuclear wave packets investigated in this work are shown. The nuclear wave packet near the equilibrium position of $R_{0, m}=-2.05 \AA$ (blue shaded Gaussian), and the two non-equilibrium starting wave packets starting at the isopotential turning points left, $R_{0, l}=-2.79 \AA$ (green shaded Gaussian), and right, $R_{0, r}=-0.90 \AA$ (red shaded Gaussian), of the equilibrium. (C) The absolute square of the first three 1e parent ion wave functions shows that $n=2$ (blue dotted) is located at $y>0$ (weaker bound).

Here, we set the charges $Z_{1}=Z_{2}=Z=1, M$ to the proton mass, the screening parameters $R_{c}=R_{f}=R_{e}=1.5 \AA$ and $L=10 \AA$ for the outer point charges. The potential contains soft Coulomb interactions between the moving particles, parameterised by error functions (erf). The model mimics a generic molecular system leading to a qualitative description of processes. It does not represent a specific class of molecules, such as linear molecules, especially since the central moving nucleus has unscreened interactions with the outer fixed nuclei preventing dissociation. Such effect would be essential for strong-field interactions with seemingly similar linear triatomic systems, but they are not in the scope of this work. Moreover, we are restricted to one nuclear degree of freedom, thus, not investigating nuclear-nuclear correlation. Since the model is one-dimensional, effects of the orbital angular momentum of the electrons are not regarded. We note that the system is already of ionic type. Nevertheless, in what follows, we will refer to the removal of an electron by the external field as an ionisation process.

While the reduced dimensionality of the model allows for solving the dynamics of all three particles, for interpretation, it is useful to obtain the electronic eigenstates and the potential energy curves (PECs) of the two-electron (2e) system. Therefore, we solve the time-independent electronic Schrödinger equation:

$$
\begin{equation*}
\left[\frac{\hat{P}_{x}^{2}}{2}+\frac{\hat{P}_{y}^{2}}{2}+\hat{V}^{2 e}(x, y, R)\right] \varphi_{n}^{2 e}(x, y ; R)=V_{n}^{2 e}(R) \varphi_{n}^{2 e}(x, y ; R) \tag{3}
\end{equation*}
$$

where $\hat{p}_{x}$ and $\hat{p}_{y}$ are the electronic momentum operators. This yields the adiabatic electronic eigenstates $\varphi_{n}^{2 e}(x, y ; R)$ and the potentials $V_{n}^{2 \mathrm{e}}(R)$. All our calculations are restricted to the singlet case, i.e., the appearing wave functions are symmetric upon exchanging $x$ and $y$. Upon removal of an electron through the XUV interaction, the remaining one-electron (1e) parent ion system has the potential:

$$
\begin{align*}
\hat{V}^{\text {le }}(y, R)= & \frac{Z_{1} Z}{|L / 2-R|}+\frac{Z_{2} Z}{|L / 2+R|}-\frac{Z \operatorname{erf}\left(|R-y| / R_{c}\right)}{|R-y|} \\
& -\frac{Z_{1} \operatorname{erf}\left(|L / 2-y| / R_{f}\right)}{|L / 2-y|}-\frac{Z_{2} \operatorname{erf}\left(|L / 2+y| / R_{f}\right)}{|L / 2+y|} . \tag{4}
\end{align*}
$$

The respective electronic eigenstates $\left(\varphi_{n}^{1 \mathrm{e}}(y ; R)\right)$ and the PECs $\left(V_{n}^{\text {le }}(R)\right)$ are determined by the time-independent electronic Schrödinger equation

$$
\begin{equation*}
\left[\frac{\hat{p}_{y}^{2}}{2}+\hat{V}^{\mathrm{le}}(y, R)\right] \varphi_{n}^{\mathrm{le}}(y ; R)=V_{n}^{\mathrm{le}}(R) \varphi_{n}^{\mathrm{le}}(y ; R) \tag{5}
\end{equation*}
$$

The PECs of both the 2 e and 1 e systems are shown in Figure 1B for the lowest four electronic eigenstates. It is important to point out that for the le system (parent ion), and $R<0$ (which is the case throughout this work), the electron resides either left, at negative $y$ values (stronger
bound), or right, at positive $y$ values (weaker bound), of the central nucleus depending on its electronic state. For the $n=21 \mathrm{e}$ state, the electronic eigenfunction's probability density, $\left|\varphi_{2}^{1 e}(y ; R)\right|^{2}$, is located at the weaker bound site. The other le states shown in Figure 1C are located left of the central nucleus (stronger bound site).

We define the initial wave function as the product of the 2 e adiabatic ground state ( $n=0$ ) and a Gaussian-shaped vibrational wave packet, $\chi(R)$ :

$$
\begin{gather*}
\chi(R)=N_{0} e^{-\beta_{R}\left(R-R_{0, l / m / r}\right)^{2}},  \tag{6}\\
\Psi\left(x, y, R, t_{0}\right)=\varphi_{0}^{2 e}(x, y ; R) \chi(R), \tag{7}
\end{gather*}
$$

with the normalisation constant $N_{0}$ and $\beta_{R}=7.14 \AA^{-2}$. As shown in Figure 1B, we regard three different initial vibrational wave packets, which differ with respect to the centre of the Gaussian in Eq. 6. In particular, we use the equilibrium configuration $R_{0, m}=-2.05 \AA$ (blue shaded Gaussian), and two nonequilibrium configurations, where one is placed to the left $R_{0, l}=-2.79 \AA$ (green shaded Gaussian) and the other to the right $R_{0, r}=-0.90 \AA$ (red shaded Gaussian) of $R_{0, m}$. The two nonequilibrium positions were chosen isopotentially.

The system interacts with a linearly polarised XUV pulse defined via its vector potential, $\mathcal{A}(t)$, with polarisation aligned along with the molecular axis of the model:

$$
\begin{equation*}
\mathcal{A}(t)=\frac{E_{0}}{\omega} g\left(t+t_{0}\right) \sin \left(\omega\left(t+t_{0}\right)\right) . \tag{8}
\end{equation*}
$$

We use an electric field strength of $E_{0}=0.169$ a.u (corresponding to an intensity of $I=10^{15} \mathrm{~W} / \mathrm{cm}^{2}$ ), an angular frequency of $\omega=0.570$ a.u. $(\lambda=80 \mathrm{~nm}=15.5 \mathrm{eV})$, and a full-width at half-maximum (FWHM) of $\tau=5$ fs for the Gaussian pulse envelope function $g(t)$. The comparatively long FWHM was chosen to avoid possible few-cycle effects leading to pulsedependent intrinsic asymmetries in the photoelectron spectrum (PES). For the parameters chosen here, the light pulse does not influence the asymmetry of the PES, and despite the high field strength, the simple one-photon picture of energy conservation between light pulse, parent ion, and photoelectron holds. The different pulse interaction times $t_{0}$, for different simulation setups are discussed and introduced as follows: the propagation starts at $t=t_{0}-2 \tau$. The full timedependent Hamiltonian in velocity gauge and dipole approximation reads:
$\mathcal{H}(t)=\frac{\hat{p}^{2}}{2 M}+\frac{\hat{p}_{x}^{2}}{2}+\frac{\hat{p}_{y}^{2}}{2}+\hat{V}^{2 e}(x, y, R)+e \mathcal{A}(t)\left(-\frac{\hat{P}}{M}+\hat{p}_{x}+\hat{p}_{y}\right)$,

### 2.1.2 Approximations: Frozen and Single Point Charge

 NucleusIn order to understand the role of the nuclear degree-of-freedom in the quantum dynamical simulations, we compare the complete electron-nuclear dynamics to the case of 1 ) a frozen nuclear wave packet and 2) a single point charge calculation. In the frozen nuclear wave packet approximation, 1 ), the nuclear dimension
becomes parametric and is only used to sample the nuclear wave packet on the grid by several 2D simulations of the electronic degrees of freedom. Hence, the Hamiltonian, Eq. 9, is missing the nuclear kinetic energy and XUV interaction term. The $R$ dimension in the potential and the wave function becomes parametric. The single point calculation, 2), completely neglects the wave packet nature of the central nucleus and treats the central nucleus as a point charge at a fixed position leading to a single 2D simulation of the electronic degrees of freedom. This leaves the Hamiltonian of Eq. 9 without any explicit or parametric $R$ dependence, yielding a twodimensional wave function depending on $x, y$.

### 2.2 Numerical Details

The time-dependent Schrödinger equation is as follows:

$$
\begin{equation*}
i \frac{\partial}{\partial t} \Psi(x, y, R, t)=\mathcal{H}(t) \Psi(x, y, R, t) \tag{10}
\end{equation*}
$$

with the Hamiltonian defined in Eq. 9 is solved numerically on a grid of dimensions [ - 240, 240] $\AA$ with 1,024 grid points for $x$ and $y$ (electronic dimensions) and [ $-4.99,4.99] \AA$ with 128 grid points for $R$ (nuclear dimension). The integration is performed with a time step of 5as using the split-operator technique (Feit et al., 1982) and the FFTW three libraries (Frigo and Johnson, 1998) for Fourier transforms. This setup is used for all calculations unless stated otherwise. The time-independent 2 e and 1 e Schrödinger equations defined in Eqs. (3) and (5), respectively, are numerically solved with the relaxation method, solving the TDSE in imaginary time (Kosloff and Tal-Ezer, 1986).

To avoid grid reflection, cut-off functions are applied each time step to the full wave function in the asymptotic region of the molecular potential

$$
\begin{equation*}
f(x, y)=\left[1+\mathrm{e}^{\zeta_{1}\left(|x|-\zeta_{2}\right)}\right]^{-1}\left[1+\mathrm{e}^{\zeta_{1}\left(|y|-\zeta_{2}\right)}\right]^{-1} \tag{11}
\end{equation*}
$$

with the parameters $\zeta_{1}=0.085 \mathrm{a}$.u. and $\zeta_{2}=492 \mathrm{a} . \mathrm{u}$. (Heather and Metiu, 1987).

In the following, we introduce three analysis tools of the full-wave function, $\Psi(x, y, R, t)$, in order to arrive at a deeper understanding of the ionisation dynamics. The exact ionised wave function comprised of having one electron in the continuum, whilst the other electron is still bound in the parent ion is unknown for such molecular, manyparticle, and multi-centred systems. The following approaches circumvent this problem by using grid-based functions and projection operators.
2.2.1 Outer Wave Functions, $\Psi_{\text {out }}^{\text {fwd/bwd }}\left(p_{x}, y, R, t\right)$, LongTime Limit
To obtain the part of the wave function representing the ionised system at long times, the outgoing parts of the wave function in $x$ direction are collected. Since the wave function is fully mirror symmetric in $x$ and $y$, we arbitrarily choose $x$ as a dimension of ionisation, while $y$ characterises the bound electron in the parent ion. To this end, we define a mask function in forward (fwd), $x>0$, and backward (bwd), $x<0$, direction using the same values of $\zeta_{1}, \zeta_{2}$ as mentioned previously.

$$
\begin{align*}
& \tilde{f}^{\text {fwd }}(x, y)=\left(1-\left[1+\mathrm{e}^{\zeta_{1}\left(x-\zeta_{2}\right)}\right]^{-1}\right) \Theta(25 \AA-|y|),  \tag{12}\\
& \tilde{f}^{\text {bwd }}(x, y)=\left(1-\left[1+\mathrm{e}^{\zeta_{1}\left(-x-\zeta_{2}\right)}\right]^{-1}\right) \Theta(25 \AA-|y|), \tag{13}
\end{align*}
$$

where the Heaviside function restricts the outer wave function to grid values of $-25 \AA<y<25 \AA$, thus, neglecting double ionisation. At each time step, $\tilde{f}^{\text {fwd } / b w d}(x, y)$ is applied to the total wave function, Fourier-transformed (FT) with respect to the electronic coordinate $x$ and added coherently to the parts already localised in the outer regions in order to yield the outer wave functions:

$$
\begin{align*}
\Psi_{\mathrm{out}}^{\mathrm{fwd} / \mathrm{bwd}}\left(p_{x}, y, R, t\right)= & \Psi_{\mathrm{out}}^{\mathrm{fwd} / \mathrm{bwd}}\left(p_{x}, y, R, t-\Delta t\right) \\
& +\mathcal{F} \mathcal{T}_{x}\left[\tilde{f}^{\mathrm{fwd} / \mathrm{bwd}}(x, y) \Psi(x, y, R, t)\right] . \tag{14}
\end{align*}
$$

Consequently, $\Psi_{\text {out }}^{\text {fud } / b w d}\left(p_{x}, y, R, t\right)$ is only propagated in momentum space in $x$ dimension. The outer wave functions are used to calculate the PESs, state resolved to particular 1e states in the parent ion, $\sigma_{n}^{\mathrm{fwd} / b w d}\left(p_{x}\right)$, and to obtain the total integrated asymmetry $A$. The former is obtained by projection on the adiabatic le states at the end of the time propagation, in the limit $t \rightarrow \infty$

$$
\begin{equation*}
\sigma_{n}^{\mathrm{fwd} / \mathrm{bwd}}\left(p_{x}\right)=\int\left|\int \varphi_{n}^{\mathrm{le}}(y ; R) \Psi_{\mathrm{out}}^{\mathrm{fwd} / b w \mathrm{~d}}\left(p_{x}, y, R, t \rightarrow \infty\right) \mathrm{d} y\right|^{2} \mathrm{~d} R . \tag{15}
\end{equation*}
$$

The total integrated asymmetry of the PES is calculated as

$$
\begin{equation*}
A=\sum_{n} \int \frac{\sigma_{n}^{\text {fivd }}\left(p_{x}\right)-\sigma_{n}^{\mathrm{bwd}}\left(p_{x}\right)}{\sigma_{n}^{\text {fwd }}\left(p_{x}\right)+\sigma_{n}^{\text {bwd }}\left(p_{x}\right)} \mathrm{d} p_{x} . \tag{16}
\end{equation*}
$$

### 2.2.2 Channel Wave Functions, $\Psi_{\mathrm{ch}}^{\mathrm{fwd} / \mathrm{bwd}}(x, y, R, t)$, <br> Intermediate Times

In order to investigate the ionised system at intermediate times in fwd and bwd directions, we define the channel wave functions.

$$
\begin{align*}
& \Psi_{\mathrm{ch}}^{\mathrm{fwd}}(x, y, R, t)=\Theta(-25 \AA+x) \Theta(25 \AA-|y|) \Psi(x, y, R, t), \\
& \Psi_{\mathrm{ch}}^{\mathrm{bwd}}(x, y, R, t)=\Theta(-25 \AA-x) \Theta(25 \AA-|y|) \Psi(x, y, R, t) . \tag{17}
\end{align*}
$$

Again, these wave functions represent the ionised system and monitor the parent ion electron $(y)$ located in the grid range $-25 \AA<y<25 \AA$, while the photoelectron $(x)$ is at larger position values on the grid, $|x|>25 \AA$.

### 2.2.3 Bound/Continuum Wave Function, $\Psi_{1 \mathrm{~b} / 1 \mathrm{c}}(x, y, R$,

 $t$ ), Early TimesAdditionally, to understand the attosecond electron dynamics at early times during XUV pulse interaction, the exact 1 e -bound/1e-continuum ( $1 \mathrm{~b} / 1 \mathrm{c}$ ) wave function is needed. For this, we define a bound/continuum wave function, i.e., 1e-
bound/1e-continuum, by projecting out the 2 e bound states at each time step
$\Psi_{1 \mathrm{~b} / \mathrm{c}}(x, y, R, t)=\Psi(x, y, R, t)$

$$
\begin{equation*}
-\sum_{n=0}^{19}\left(\iint \varphi_{n}^{2 e}\left(x^{\prime}, y^{\prime} ; R\right) \Psi\left(x^{\prime}, y^{\prime}, R, t\right) \mathrm{d} x^{\prime} \mathrm{d} y^{\prime}\right) \varphi_{n}^{2 e}(x, y ; R) . \tag{19}
\end{equation*}
$$

This procedure is computationally very demanding and, therefore, limited to the early few femtoseconds. A maximum of 202 e bound states has shown to be sufficient to obtain convergence. The as such calculated wave function can be used to identify trends in the integrated asymmetry of the PES without having to propagate the full wave function for long times. This is achieved by integrating the bound/continuum wave function once over positive (fwd) and once over negative (bwd) $x$ direction, yielding the asymmetry as:

$$
\begin{gather*}
n^{\mathrm{fwd}}(t)=\int_{0}^{120 \AA} \mathrm{~d} x \iint \Theta(25 \AA-|y|)\left|\Psi_{1 \mathrm{~b} / \mathrm{lc}}(x, y, R, t)\right|^{2} \mathrm{~d} y \mathrm{~d} R,  \tag{20}\\
n^{\mathrm{bwd}}(t)=\int_{-120 \AA}^{0} \mathrm{~d} x \iint \Theta(25 \AA-|y|)\left|\Psi_{\mathrm{lb} / 1 \mathrm{c}}(x, y, R, t)\right|^{2} \mathrm{~d} y \mathrm{~d} R,  \tag{21}\\
\tilde{A}(t)=\frac{n^{\mathrm{fwd}}(t)-n^{\mathrm{bwd}}(t)}{n^{\mathrm{fwd}}(t)+n^{\mathrm{bwd}}(t)} . \tag{22}
\end{gather*}
$$

Hereby, the grid boundaries and grid points of the electronic grid where halved to reduce the computational costs. Because this procedure is only performed to investigate the very early attosecond dynamics, the shorter grid is sufficient to get an insight into the early ionisation dynamics. As will be seen, the asymmetry defined by Eq. 22 produces quantitatively similar results to the asymmetry given by Eq. 16.

## 3 RESULTS

### 3.1 Laser-Free Dynamics

In Figures 2A,B, we show the nuclear coordinate and momentum expectation values obtained for the three different initial nuclear wave packet starting positions $R_{0, l / m / r}$. In 3 ), the corresponding mean electron momentum is displayed. Starting with the nuclear case, we see that for $R_{r}$ an oscillating dynamics within the left potential well takes place (recall Figure 1B) with the nuclear momentum behaving accordingly. For $R_{l}$, there is partial nuclear density transfer to the right potential well after approximately $t>25 \mathrm{fs}$, destroying the simple oscillatory motion of the nucleus. This is due to higher momenta being present in the nuclear wave packet that originate from the steep gradient left of the centre of $R_{0, l}$. The electron response, i.e., the electron density's momentum $\langle\Psi(t)| p_{x}|\Psi(t)\rangle$, follows qualitatively the nuclear momentum, $\langle\Psi(t)| P|\Psi(t)\rangle$, however, with small discrepancies. For both non-equilibrium starting positions, the maximum nuclear and electron momentum expectation value is reached


FIGURE 2 | Laser-free dynamics in the 2 e ground state for different initial wave functions (see Eq. 7): $R_{m}$ for starting in equilibrium position $R_{0, m}=-2.05 \AA$ (blue), $R_{r}$ and $R_{r}$ for starting in non-equilibrium positions $R_{0, l}=-2.79 \AA$ (green) and $R_{0, r}=-0.90 \AA$ (red), respectively. (A) Nuclear coordinate expectation values, (B) nuclear momentum expectation values, and (C) electron momentum expectation values. The vertical dashed lines indicate the time when the nuclear wave packets reach the equilibrium position. This corresponds to the time of maximum nuclear and electron momentum, and the times around which the XUV pulse is centred in Subsection 3.2 and following.
when the nucleus passes the minimum of the potential well, as indicated with the vertical, dashed lines in Figure 2.

### 3.2 Attosecond Dynamics

We aim at investigating the impact of nuclear motion and nuclear-electron correlation on the ultrafast ionisation dynamics. For this, we compare the ionisation process of the nuclear equilibrium configuration $\left(R_{0, m}\right)$ with ionisation of the initial non-equilibrium nuclear configuration ( $R_{0,1 / \mathrm{r}}$ ) with the pulse centred around the time of equilibrium passage, i.e., when $\left\langle R_{1 / r}\left(t_{0}\right)\right\rangle=R_{0, m}$. These times are indicated previously in Figure 2 with the dashed vertical lines and correspond to a maximum positive (negative) nuclear and electron momentum for $R_{l}\left(R_{r}\right)$. The times are $t_{0}=12.30$ fs for


FIGURE 3 | Population, $a_{n}^{1 e}(t)$, of the first three parent ion states, $\varphi_{R}^{1 e}(y ; R)(n=0$ (violet), $n=1$ (green), $n=2$ (blue)), during the XUV ionisation, Eq. 23. Panel (A) shows the comparison of equilibrium (solid lines), i.e., zero nuclear and electron momentum at time of ionisation, and nonequilibrium configuration (dashed/dotted lines), i.e., $R / / R_{r}$ : positive/negative nuclear and electron momentum at time of ionisation. (B) comparison of $R_{r}$ and frozen nucleus $R_{r}$, i.e., no quantum mechanical nuclear degree-offreedom but sampled nuclear wave packet (see Subsection 2.1.2). (C) comparison of $R_{m}$, frozen nucleus $R_{m}$, and a single 2 D purely electronic calculation with a point charge central nucleus at $R_{0, m}$.
$R_{\mathrm{l}}\left(t_{0}\right)=R_{0, m}$ and $t_{0}=24.405$ fs for $R_{\mathrm{r}}\left(t_{0}\right)=R_{0, m}$. From now on, referring to $R_{l}$ and $R_{r}$ implicates this procedure, while $R_{0,1 / \mathrm{r} / \mathrm{m}}$ refers to the initial nuclear positions.

First, we analyse the attosecond dynamics during the XUV pulse interaction leading to the population of the parent ion states, $\varphi_{n}^{\text {le }}(y ; R)$. Thus, we project the le states on the bound/ continuum wave function

$$
\begin{equation*}
a_{n}^{\mathrm{ee}}(t)=\iint\left|\int \varphi_{n}^{\mathrm{le}}(y ; R) \Psi_{\mathrm{lb} / \mathrm{cc}}(x, y, R, t) \mathrm{d} y\right|^{2} \mathrm{~d} x \mathrm{~d} R \tag{23}
\end{equation*}
$$

Figure 3A shows the population of the first three electronic parent ion states for the equilibrium and non-equilibrium cases $\left(R_{l}, R_{r}\right)$. It can be seen that the previously discussed


FIGURE 4 | Nuclear wave packet at the time of ionisation, $t_{0}$, for $R_{m}\left(t_{0}\right)$, $R_{/}\left(t_{0}\right), R_{r}\left(t_{0}\right)$, see text.
dynamics prior to ionisation, which leads to non-zero electron momentum at the time of ionisation, have almost no impact on the attosecond electronic population dynamics. The only small difference is visible for the $n=2$ state in the case of $R_{r}$ (blue dotted line). However, this difference does not originate from the nuclear-electron correlation but is rather due to the deformation of the nuclear wave packet prior to ionisation, see Figure 4, depicting the nuclear wave packet at the time of ionisation for $R_{m}\left(t_{0}\right), R_{l}\left(t_{0}\right)$, and $R_{r}\left(t_{0}\right)$. The deformation of the $R_{r}$ nuclear wave packet, caused by the anharmonic PEC, leads to a small change in resonance conditions into the 1 e -bound/ 1 e -continuum and, consequently, to a slight change in the 1 e state population. This becomes also evident by comparing the attosecond dynamics of $R_{r}$ with a frozen nucleus calculation using the nuclear wave packet obtained at the time of ionisation from the 3D $R_{r}$ simulation (recall Subsection 2.1.2, see Figure 3B). Although in the frozen nuclear wave packet simulation no nuclear or electron momentum is present, it shows identical attosecond dynamics. The frozen nuclear wave packet calculation without intrinsic quantum mechanical nuclear dimension reproduces the attosecond dynamics also for the other two investigated cases $\left(R_{m}, R_{r}\right)$. More so, Figure 3C shows that for $R_{m}$, a single 2D calculation with the classical point charge nucleus centred at $-2.05 \AA$ (the centre of the $R_{m}$ wave packet) is sufficient to reproduce the attosecond dynamics and population of ionic states.

In other words, to describe the correct attosecond dynamics of the parent ion population upon ionisation, the quantum mechanical description of the nuclear degree of freedom can be neglected-a frozen nucleus approach of sampling the nuclear wave packet is sufficient. Moreover, if the nuclear dynamics prior to ionisation only proceeded on a harmonic PEC, leading to a compact Gaussian-like nuclear wave packet, a purely electronic TDSE simulation is able to reproduce the correct behaviour. This is an important finding for future approximations in the field of attosecond ionisation dynamics.

### 3.3 Momentum Conservation in Parent Ion Dynamics

As seen in the previous section, within the first 4 fs upon XUV pulse interaction, the population in the parent ion is created and
reaches stable values. Subsequently, in the parent ion, the nuclear wave packet moves on the corresponding PECs contained in the electronic wave packet acquiring momenta determined by the PEC's gradients. In particular, the nuclear wave packet propagating on $n=2$ and moving towards $R=0$ undergoes a pronounced non-adiabatic transition with $n=1$. Passing through $R=0$ will lead to a change in the population of the parent ion states in the electronic wave packet. If ionisation into $n=2$ and the subsequent nuclear relaxation would be independent of the initial nuclear momentum at $t_{0}, \quad P^{2 e}\left(t_{0}\right)$, gained during propagation in the 2 e electronic ground state (cf. Figure 2), the crossing at $R=0$ would always be reached approximately 17 fs after ionisation. However, if this initial nuclear momentum is retained upon ionisation, this will become visible through the timing of the non-adiabatic transition. Thus, the time at which the non-adiabatic crossing occurs is a direct measurement for pre-ionisation momentum dynamics. Figure 5 shows the parent ion state-resolved population obtained in bwd direction using the channel wave function

$$
\begin{equation*}
b_{n}^{1 \mathrm{e}}(t)=\iint\left|\int \varphi_{n}^{1 \mathrm{e}}(y ; R) \Psi_{\mathrm{ch}}^{\mathrm{bwd}}(x, y, R, t) \mathrm{d} y\right|^{2} \mathrm{~d} x \mathrm{~d} R \tag{24}
\end{equation*}
$$

for $R_{m}, R_{b}$, and $R_{r}$. The non-adiabatic transition leading to depopulation of $n=2$ and population of $n=1$ is clearly visible for all three cases. Moreover, the time of the transition is shifted to earlier (later) times for $R_{l}\left(R_{r}\right)$ demonstrating that the pre-ionisation momentum acquired by the nuclear wave packet propagating in the electronic ground state is retained upon ionisation. This is even more evident in Table 1 where the nuclear momentum expectation value of the individual nuclear


FIGURE 5 | Population of parent ion 1e states using the bwd channel wave function (Eq. 24) to visualise the timing of the non-adiabatic transition between the $n=2$ (blue) and $n=1$ (green) state for $R_{m}$ (solid lines), $R_{/}$(dashed lines), and $R_{r}$ (dotted lines). The $n=0$ population (violet) decreases as the channel wave function for this ion ground state with corresponding highest photoelectron momenta reaches the absorber after 15 fs . The difference in population of the $n=2$ state for $R_{r}$ compared to $R_{m}$ is based on the nuclear wave packet deformation as discussed in the text for the bound/continuum wave function.

| TABLE 1 \| Nuclear momentum expectation value of the different nuclear wave packets on different parent ion states, see Eq. 26, for the three different initial nuclear positions (first to third row). The fourth and fifth rows show the difference of non-equilibrium to equilibrium momentum, emphasising momentum conservation upon ionisation. |  |  |  |
| :---: | :---: | :---: | :---: |
| Starting position | $P_{0}^{1 \mathrm{e}}\left(t_{0}+2.5 \mathrm{fs}\right)$ | $P_{1}^{1 e}\left(t_{0}+2.5 \mathrm{fs}\right)$ | $P_{2}^{1 \mathrm{e}}\left(\mathrm{t}_{0}+2.5 \mathrm{fs}\right)$ |
| $R_{m}$ | -0.24 | 2.92 | 5.42 |
| $R_{\text {I }}$ | 6.95 | 10.23 | 12.87 |
| $R_{r}$ | -6.38 | -3.57 | -1.28 |
| $R_{l}-R_{m}$ | 7.18 | 7.30 | 7.45 |
| $R_{r}-R_{m}$ | -6.15 | -6.49 | -6.70 |

wave packet propagating on one of the first three parent ion states is shown at $t=t_{0}+2.5$ fs for the three initial starting positions. This is calculated by projecting bwd channel wave function on the corresponding ionic state and calculating the momentum expectation value:

$$
\begin{align*}
\Psi_{\mathrm{ch}, \mathrm{n}}^{\mathrm{bwd}, \mathrm{e}}(x, R, t) & =\int \varphi_{n}^{\mathrm{le}}(y ; R) \Psi_{\mathrm{ch}}^{\mathrm{bwd}}(x, y, R, t) \mathrm{d} y \\
P_{n}^{\mathrm{le}}(t) & =\iint \Psi_{\mathrm{ch}, \mathrm{n}}^{\mathrm{bwd}, \mathrm{le} *}(x, R, t) P \Psi_{\mathrm{ch}, \mathrm{n}}^{\mathrm{bwd}, \mathrm{le}}(x, R, t) \mathrm{d} R \mathrm{~d} x \tag{26}
\end{align*}
$$

It can be gathered from Table 1 that the nuclear momentum is different depending on the PEC the nuclear wave packet evolves on, e.g., for $R_{m}$ (first row) the momentum is negative for $n=0$, while it is positive for $n=1$ and further increased for $n=2$ as expected from the PEC gradients (Figure 1). Second, the momenta for the non-equilibrium cases $R_{l}\left(R_{r}\right)$ (second and third row) are uniformly shifted to higher (lower) momentum values. The lower rows, $R_{l}-R_{m}$ and $R_{r}-R_{m}$, quantify the difference to the equilibrium case (no initial momentum). These concur with the momentum in the bound 2 e system at time of ionisation, which is for $R_{l}: P^{2 e}\left(t_{0}\right)=7.6$ a.u. and for $R_{r}: P^{2 \mathrm{e}}\left(t_{0}\right)=-6.4 \mathrm{a} . \mathrm{u}$ (seen vertical dashed lines in Figure 2B). Therefore, we have unambiguously shown that the nuclear momentum in the bound 2 e system is conserved upon ionisation manifesting itself in a change in timing for the non-adiabatic transition.

### 3.4 Photoelectron Spectra and Asymmetry

We now investigate to which extent these nuclear-electron correlation dynamics impact the PES. It has been reported that for simple one active electron systems, the coupled nuclear-electron dynamics are imprinted in the integrated photoelectron asymmetry (Falge et al., 2012a, 2017). So far, it is an open question, whether this also holds for multi-electron systems.

### 3.4.1 Resonance Condition

The major difference to our previous work using single active electron systems is that upon ionisation, there is no ionisation into a single continuum state but rather complex transitions into several 1e-bound/1e-continuum states depending on the XUV pulse's central frequency. Moreover, ionisation into these different states features varying resonance conditions for the
various ion states. The resonance conditions are visualised in Figure 6A as a function of the parametric nuclear position

$$
\begin{equation*}
\mathrm{IP}_{n}(R)=V_{0}^{2 \mathrm{e}}(R)-V_{n}^{1 \mathrm{e}}(R) \tag{27}
\end{equation*}
$$

For the three initial nuclear positions ( $R_{0, m}, R_{0, l}, R_{0, r}$ ), respectively, 3,2 , or 4 parent ion states are energetically accessible for the XUV pulse used in this work ( $\hbar \omega=15.5 \mathrm{eV}$ ).
Figures 6D-F show the respective PES with exactly those 3, 2, or 4 peaks. Additionally, ionisation in these ionic states comes together with static and dynamic electron-electron correlation effects on top of any electron-nuclear correlation due to coupled dynamics. Therefore, depending on the position of the nuclear wave packet at the time of ionisation, there is a stateintrinsic inherent fwd/bwd asymmetry independent of any nuclear-electron coupling, originating from electron-electron interaction. Thus, each peak in the PES has a unique fwd/bwd asymmetry (see Figures 6D-F) leading to the overall photoelectron integrated asymmetry. The origin of the asymmetry for each peak is rooted in the different ionisation processes that lead to its population and are purely based on electron-electron interaction as reported in Fröbel et al. (2020) (see scheme in Figure 6C): $n=0$ is predominantly populated via direct ionisation of the weaker bound electron (right of the central nucleus), which is favourable in fwd direction since it does not have to pass the other electron. $n=2$ is the respective direct ionisation of the stronger bound electron (left of nucleus), which proceeds predominantly into bwd direction. $n=1$ is in a bwd direction dominated knock-up ionisation process with smaller parts as knock-down process in fwd direction. As for different (parametric) $R$ values, a different number of ionic states is accessible, with each of them featuring this intrinsic preference in the emission direction of the photoelectron, this leads to the overall parametric $R$-dependent asymmetry behaviour shown in Figure 6B. These results have been obtained by frozen nucleus calculations using Eq. 16 to calculate the asymmetry, thus, showing that it is a purely electron-electron correlation driven inherent asymmetry. Its $R$-dependency can be easily understood: starting from $R_{0, m}$, the asymmetry rises for more negative $R$ positions since the bwd-dominated $n=2$ state becomes energetically inaccessible (Eq. 27). Equally, the overall asymmetry rises for larger $R$ as the fwd/bwd neutral $n=3$ state becomes energetically accessible. For a nuclear wave packet rather than a point-like $R$-value (see Figure 1) these two effects are smeared

### 3.4.2 Nuclear-Electron Correlation Imprint

The procedure to visualise the imprint of pre-ionisation nuclear-electron correlation dynamics on the photoelectron is the following: we start at $R_{0, r}$ and probe the integrated asymmetry by scanning the time delay of the XUV pulse interaction from $T=[7,100] f \mathrm{fs}$ in 1 fs interval steps. We start the integrated asymmetry calculation earliest at 7 fs to ensure sufficient time for the 5 fs broad XUV pulse. $R_{0, r}$ was chosen as a starting point since the nuclear dynamics are constricted to the left potential well exhibiting a more distinct dynamics with larger imprinted momenta (see Figure 2). During the propagation, the nuclear


FIGURE 6|(A) Ionisation potential (Eq. 27) for different parent ion states and XUV pulse energy $\hbar \omega=15.5 \mathrm{eV}$ (horizontal dashed line) with FWHM in light red. Vertical green, blue and red lines indicate the three initial nuclear positions, $R_{0, m}, R_{0, l}$, and $R_{0, r}$, respectively. (B) Asymmetry is calculated with frozen nucleus simulation at different parametric $R$ values (Eq. 16). (C) Scheme of the relevant ionisation pathways and the resulting ion state: direct ionisation of the weaker (stronger) bound electron dominant in fwd (bwd) direction leads to population of $n=0$ (violet) ( $n=2$ (blue)) parent ion state; $n=1$ parent ion state is populated via knock-up of weaker bound electron in bwd direction or via knock-down of stronger bound electron in fwd direction. Panels (D), (E), and (F) show the PES (solid lines: fwd, dashed lines: bwd) for frozen nucleus calculations at $R_{0, m}, R_{0, l}$, and $R_{0, r}$, respectively. The dashed vertical lines indicate the expected peak position based on the resonance condition $E=\hbar \omega-\mathbb{P}_{n}\left(R_{0, / / m / r}\right)$.
wave packet propagates on the 2 e electronic ground state PEC from the inner turning point $R_{0, r}$ (right) to the outer turning point $R_{0, l}$ (left) and back to $R_{0, r}$ corresponding to the time-delay intervals of $T=[7,37]$ fs and $T=[37,74] \mathrm{fs}$, respectively (see Figures 1, 2). To save computational cost, we calculate the asymmetry from the bound/continuum wave function using Eq. 22, since it allows us to obtain converged asymmetries with fewer time steps and compare with some selected calculations using Eq. 16 that require propagation for long times. As is seen in Figure 6B, due to the changing resonance conditions, the inherent electron-electron correlation-based asymmetry varies for different parametric nuclear positions. The nuclear-electron correlation-based asymmetry is, thus, imprinted on top of the inherent electron-electron correlation-based asymmetry. Consequently, to extract the nuclear-electron correlation-based asymmetry, a "baseline" of the electron-electron correlation-based asymmetry during the nuclear propagation is required. This is carried out here in two approaches whose merits and shortcomings we will
discuss shortly: 1) a mean baseline is obtained from relating the asymmetry from forth and back movement of the nucleus (right to left vs left to right, Figure 7A). 2) A baseline is calculated for each interval step using frozen nuclear wave packet calculations with the nucleus set to its position at the time of ionisation. Approach 1) resembles more an experimental setup where a nuclear wave packet could be propagated forth and back in a potential, whereas a baseline by frozen nucleus calculations (approach 2) cannot be obtained in the experimental setup, however, is not restricted to a forth and back movement of the nucleus in the same potential.

Figure 7A shows how the nuclear-electron correlation-based asymmetry is imprinted on top of the purely electron-electron correlation-based inherent asymmetry baseline that shows the same behaviour as shown in Figure 6B. The right to left (blue) and left to right (orange) curves are obtained by relating the corresponding time intervals $T=[7,37] \mathrm{fs}$ and $T=[37,74] \mathrm{fs}$ to the $R$ value at the time of ionisation. In Figure 7B, the difference of the asymmetry to the two baselines 1) mean (dashed) and 2) frozen (dotted) is shown with
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FIGURE 7 | Imprint of nuclear-electron correlation in the asymmetry of the PES for a non-equilibrium starting position of $R_{0, r}$ probed by a XUV pulse at different time-delays T: (A) Asymmetry calculated according to Eq. 22 at time of ionisation in dependence of the nuclear position $R$ at time of ionisation,
$t_{0}$. Right to left and left to right refer to the time-delay intervals of $T=[7,37] \mathrm{fs}$ and $T=[37,74] \mathrm{fs}$, respectively. The baseline is calculated using approach 1) explained in the text as mean between left to right and right to left. (B) The nuclear-electron correlation-based asymmetry, $\Delta \tilde{A}$, as a function of the time delay $T$ obtained with the mean baseline ( 1 , dashed) and the calculated frozen nucleus baseline (2, dotted). As explained in the text, the mean basline can only be obtained if forth and back propagation in the same potential is available ( $T=[7,37] \mathrm{fs}$ and $T=[37,74] \mathrm{fs}$ ), whereas the frozen nucleus baseline is available for all time delay points. The red dots stem from the asymmetry calculated with the more computationally demanding Eq. 16. The electron mean momentum is also shown, for comparison (solid blue line).
respect to the time-delay $T$. Comparison with the electron density's momentum in the 2 e bound system (solid blue line) shows very good agreement.

This means that starting the nucleus in a non-equilibrium position, which experimentally could be realised, e.g., by a first pump pulse, leads to coupled nuclear-electron bound dynamics that are imprinted on the electron density's momentum. That, in turn, is imprinted on the photoelectron spectrum. Thus, we have demonstrated here that imprints of both, nuclear-electron and electron-electron correlated dynamics, are visible in the photoelectron spectra and the asymmetry of the photoelectron emission direction. We have generalised previous work and analysis on single-electron systems for the here investigated correlated system involving two electrons.

## 4 SUMMARY

We set out to answer questions of particle correlation in molecular XUV ionisation and shed light on how these effects manifest in observables. To this end, we have
employed a fully correlated molecular quantum model system comprised of two active electrons and one active nucleus that mimics a generic molecular system and allows us to report qualitative effects.

First, we examine what a coupled electronic-nuclear motion looks like in the bound system and showed the adiabatic imprint of the nuclear motion on the electronic momentum. Next, we focused on the implication of these coupled dynamics on the molecular XUV ionisation process, in particular to answer the question regarding characteristics in the attosecond population dynamics and post-ionisation dynamics. We report that the nuclear momentum is conserved during the XUV ionisation from the target to the parent ion and impacts the post-ionisation dynamics. On the other hand, the attosecond electron population dynamics are largely unaffected by the coupled nuclear-electron dynamics in the bound system. Finally, we turned towards features appearing in the photoelectron spectra and their relation to electron-electron and electron-nuclear correlation. The results drastically show how all particles are strongly correlated and imprint each other's properties. Each photoelectron peak has an inherent asymmetry rooted in its electron-electron correlation-based ionisation pathways with its bound counterpart. The underlying complex bound/ continuum resonances change when the nucleus is displaced leading to a change in electron-electron correlation-based photoelectron properties. On top of this, the initial coupled nuclear-electron momentum in the bound system is imprinted on the entangled photoelectron via its spectrum's asymmetry and could be used as an experimental observable. While we have seen that correlation impacts pre, during, and post ionisation in various ways, well-designed approximations can be introduced at different stages depending on the intended outcome of the simulation. For example, the attosecond population dynamics are only influenced by a deformation of the nuclear wave packet pre-ionisation, which is not based on nuclear-electron correlation and can be reproduced by a sampling approach to the nuclear wave packet. In the case of harmonic PECs yielding a compact Gaussian-like nuclear wave packet, the nuclear degree of freedom can be safely ignored and a purely electronic description of the system with single-point nuclei reproduces the correct electronic parent ion wave packet population. Moreover, the momentum conservation in the nuclei between target and parent ion can be incorporated into classical approximations. Combining these ideas will be the subject of future research. The photoelectron asymmetries are purely based on the correlation effects of all particles and, thus, can only be observed when treating all particles quantum dynamically and with the corresponding exact correlation. However, approximated methods could be used to calculate the effect that is imprinted in the photoelectron asymmetry rather than the full correlated XUV ionisation process. For example, approximate theories can calculate the change in continuum resonances that lead to a change in the electron-electron correlation-based asymmetry, or the nuclear dynamics in the bound state that are imprinted on the spectrum via nuclear-electron correlation.

We are confident that our findings not only widen our understanding of fundamental correlation-driven processes in XUV ionisation but will also guide future experiments and approximated theory towards which effects have to be taken into account to properly describe correlation in molecular ionisation.
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## Abstract

Few-cycle, attosecond extreme ultraviolet (XUV) pulses in the strong field regime are becoming experimentally feasible, prompting theoretical investigating of the ionization dynamics induced by such pulses. Here, we provide a systematic study of the atomic ionization dynamics beyond the regime of the slowly varying envelope approximation. We discuss the properties of such XUV pulses and report on temporal and spectral modulations unique to the attosecond nature of the pulse. By employing different levels of theory, namely the numerical solution to the time-dependent Schrödinger equation, perturbation theory and a semi-analytical approach, we investigate the ionization of atoms by modulated, few-cycle XUV pulses and distinguish first and higher order effects. In particular, we study attosecond ionization in different intensity regimes aided by a general wave function splitting algorithm. Our results show that polarization and interference effects in the continuum prominently drive ionization in the few-cycle regime and report on carrier-envelope phase (CEP)- and intensity-dependent asymmetries in the photoelectron spectra. The use of spectrally modulated attosecond pulses allows us to distinguish between temporal effects causing asymmetries and dynamic interference, and spectral effects inducing a redshift of the photoelectron spectrum.
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## 1. Introduction

The attosecond timescale ( 1 as $=10^{-18} \mathrm{~s}$ ) is the natural time scale of electronic motion, and its study motivates the large current interest in attosecond science [1, 2]. While in the beginning, the research focus of femtosecond dynamics was on the infrared regime, in recent years, research has been extended to the high frequency regime $[1-3]$. Due to the advances in light-source technology, such as free-electron lasers [4] and high-harmonic generation [5], short light pulses in the extreme ultraviolet (XUV) down to the soft x-ray are nowadays accessible not only in large facilities but also in table-top research labs [5-8]. XUV pulses of a few 100 as down to 50 as have been demonstrated [9]. Moreover, fewcycle XUV attosecond pulses with stable carrier-envelope phase (CEP) have been realized [10-12] and great effort is put into increasing the intensity of attosecond pulses [13, 14].

These extremely short XUV pulses have been used to investigate light-matter interaction down to the attosecond time scale to probe, e.g. ultrafast electron dynamics and charge migration [3, 15-19]. Commonly, single ionization by XUV wave length is well described within linear response by singlephoton interaction. Therefore, for moderate and weak intensities, the impact of pulse shape and/or spectral phase variations on the ionization dynamics is negligible. This does not apply to higher intensities, when CEP- and other phase-modulations of the spectrally extremely broadband pulses are involved, as has been shown by several theoretical works. Firstly, in the area of double photoionization of the helium atom, an asymmetric photoelectron angular distribution has been reported that can be controlled by the CEP of the pulse [20-24]. Secondly, approaches to extend holographic mapping into the XUV regime using two-cycle pulses have been theoretically proposed [25-27]. Thirdly, molecular attosecond photoionization with few-cycle XUV pulses has been studied and, with the help of perturbative models, the redshift in the photoelectron spectra was rationalized [28].

In this work, we theoretically investigate the interaction of moderately to intense broadband XUV pulses with an atom. We emphasize that the common description of spectral phase modulation including chirping for femtosecond pulses with wavelengths in the visible spectral range, need to be adapted to account for the very broad spectral range of the attosecond XUV pulses as we will show below. We present atomic calculations on different levels of theory, specifically numerically exact solutions to the time-dependent Schrödinger equation (TDSE), perturbation theory (PT), and analytical approaches. We examine spectral shifts in the photoelectron spectra, analyze the interaction with spectrally modulated attosecond XUV pulses, distinguish temporal and spectral effects, and reveal a CEP-dependent asymmetry for intense few-cycle XUV pulses. The latter is related to constructive and destructive interference during the ionization process and strongly dependent on the light intensity. The results are analyzed by using a wave function splitting algorithm that allows a unique view on the ionization processes. We demonstrate its capabilities on the example of few-cycle effects in XUV ionization.

The paper is organized as follows: In the theory section, the properties of ultrashort XUV pulses and the employed model system are introduced. Special emphasis is put on temporal and spectral modulations in the few-cycle XUV regime. Furthermore, the different levels of theory are presented. Lastly, in section 3 the numerical results of the model system are discussed, with an emphasis on intense spectrally and CEP-modulated pulses. Finally, we summarize and conclude our findings. In the appendix, we present simulations on the 3D hydrogen atom and explain our wave function splitting algorithm in detail.

## 2. Theory

### 2.1. Properties of Ultrashort XUV Pulses

The electric field of a XUV pulse is described via its timedependent vector potential:

$$
\begin{align*}
\mathcal{A}(t) & =\frac{\mathcal{E}_{0}}{\omega_{0}} \mathrm{e}^{-\beta t^{2}} \sin \left(\omega_{0} t+\phi_{\text {CE }}\right)  \tag{1a}\\
& =\frac{\mathcal{E}_{0}}{2 \mathrm{i} \omega_{0}} \mathrm{e}^{-\beta t^{2}}\left\{\mathrm{e}^{\mathrm{i}\left(\omega_{0} t+\phi_{\text {CE }}\right)}-\mathrm{e}^{-\mathrm{i}\left(\omega_{0} t+\phi_{\text {CE }}\right)}\right\}, \tag{1b}
\end{align*}
$$

where $\mathcal{E}_{0}$ is the electric field strength, $\omega_{0}$ is the field's carrier angular frequency, $\phi_{\mathrm{CE}}$ is the CEP, and $\beta=4 \ln (2) \tau^{-2}$ is the coefficient of the Gaussian envelope function, with $\tau$ being the full width at half maximum (FWHM) pulse duration. This corresponds to the electric field

$$
\begin{align*}
& \mathcal{E}(t)=-\frac{\mathrm{d} \mathcal{A}(t)}{\mathrm{d} t}  \tag{2a}\\
&=-\mathcal{E}_{0} \mathrm{e}^{-\beta t^{2}}\left[-\frac{2 \beta}{\omega_{0}} t \sin \left(\omega_{0} t+\phi_{\mathrm{CE}}\right)\right. \\
&\left.+\cos \left(\omega_{0} t+\phi_{\mathrm{CE}}\right)\right] \tag{2b}
\end{align*}
$$

For comparatively long pulses with many optical cycles, the slowly varying envelope approximation (SVEA) is commonly assumed [29] and the first term in equation (2b) is negligible. However, for ultrashort, few-cycle pulses, the SVEA is generally not valid. The influence of the first term on the spectral properties of the pulse becomes clear by considering the following form:

$$
\begin{align*}
\mathcal{E}(t)= & -\mathcal{E}_{0} \mathrm{e}^{-\beta t^{2}}\left(\frac{4 \beta^{2} t^{2}}{\omega_{0}^{2}}+1\right)^{\frac{1}{2}} \\
& \times \cos \left(\omega_{0} t+\phi_{\mathrm{CE}}+\arctan \left(\frac{2 \beta}{\omega_{0}} t\right)\right)  \tag{3}\\
= & \mathfrak{E}(t) \cos \left(\omega_{0} t+\phi_{\mathrm{CE}}+\phi(t)\right) \tag{4}
\end{align*}
$$

and is shown in figure 1 for a ultrashort, attosecond fewcycle XUV pulse (a), compared to a femtosecond XUV pulse (d). For ultrashort, few-cycle pulses (a), the rapidly varying envelope defines the pulses's spectral properties. The
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Figure 1. Ultrashort, few-cycle XUV pulse with $\tau=140$ as (left: a,b,c) and long XUV pulse with $\tau=5 \mathrm{fs}$ (right: d,e,f) in temporal (first row: $\mathrm{a}, \mathrm{d}$ ) and spectral representation (second/third row: $\mathrm{b}, \mathrm{c}, \mathrm{e}, \mathrm{f}$ ). The different terms are explained in the text. The grey dashed line in panel $\mathrm{b}, \mathrm{c}, \mathrm{e}, \mathrm{f}$ is the carrier frequency, $\omega_{0}$. The grey dotted line in b and c is the central frequency of the electric field, $\tilde{\omega}_{0}$, showing the blue shift for ultrashort pulses outside the SVEA. The laser parameters are: $\mathcal{E}_{0}=-0.169 \mathrm{a} . \mathrm{u}$., $\omega_{0}=0.570 \mathrm{a} . \mathrm{u}$. ( 15.5 eV ) , $\phi_{2}=0$ (unchirped) .
contribution in front of the cosine term defines the envelope of the electric field as $\mathfrak{E}(t)=-\mathcal{E}_{0} \mathrm{e}^{-\beta t^{2}}\left(\frac{4 \beta^{2} t^{2}}{\omega_{0}^{2}}+1\right)^{\frac{1}{2}}$ (dashed line). More importantly, the time-dependent phase $\phi(t)=\arctan \left(\frac{2 \beta}{\omega_{0}} t\right)$ (dotted line) introduces an additional time-dependent envelope-induced frequency, $\omega_{\phi}(t)=\frac{\mathrm{d}}{\mathrm{d} t} \phi(t)$ (dashed-dotted line) and shifts the instantaneous frequency of the pulse as $\tilde{\omega}_{0}(t)=\omega_{0}+\omega_{\phi}(t)$. At the maximum envelope intensity at $t=0$, this results in a frequency of $\tilde{\omega}_{0}(t=0)=$ $\omega_{0}+2 \beta \omega_{0}^{-1}$, giving rise to a blueshift with respect to the carrier frequency, $\omega_{0}[30,31]$. This blueshift is inversely proportional to the pulse length squared. Thus, it becomes particularly pronounced for attosecond pulses as used in the high
frequency regime. In figure 1 , for $\omega_{0}=15.5 \mathrm{eV}$ and a pulse length $\tau=140$ as, the shift accounts for 5.8 eV . For long pulses (d), where the SVEA is applicable, the time-dependent phase $\phi(t)$ (dotted line) and its gradient are negligible compared to ultrashort, few-cycle pulses. Therefore, there is no envelopeinduced frequency (dashed-dotted line).

The spectral representation of the electric field is obtained via the (forward) Fourier transform $(F T), \tilde{\mathcal{E}}(\omega)=F T\{\mathcal{E}(t)\}$. Alternatively, starting from the Euler decomposition of the vector field in equation (1b), we can write

$$
\begin{equation*}
\tilde{\mathcal{A}}(\omega)=\frac{\tilde{\mathcal{E}}_{0}}{\mathrm{i} \omega_{0}}\left\{\mathrm{e}^{-\beta_{\omega}\left(\omega-\omega_{0}\right)^{2}+\mathrm{i} \phi_{\mathrm{CE}}}-\mathrm{e}^{-\beta_{\omega}\left(\omega+\omega_{0}\right)^{2}-\mathrm{i} \phi_{\mathrm{CE}}}\right\} . \tag{5}
\end{equation*}
$$

Making use of the $F T$ properties, the (negative) derivative in time corresponds to a multiplication by $-\mathrm{i} \omega$ in spectral representation to obtain equation (6) using the identities $\beta_{\omega}=$ $(4 \beta)^{-1}$ and $\tilde{\mathcal{E}}_{0}=\mathcal{E}_{0} \sqrt{\beta_{\omega} / 2}$,

$$
\begin{equation*}
\tilde{\mathcal{E}}(\omega)=-\tilde{\mathcal{E}} \frac{\omega}{\omega_{0}}\left\{\mathrm{e}^{-\beta_{\omega}\left(\omega-\omega_{0}\right)^{2}+\mathrm{i} \phi_{\mathrm{CE}}}-\mathrm{e}^{-\beta_{\omega}\left(\omega+\omega_{0}\right)^{2}-\mathrm{i} \phi_{\mathrm{CE}}}\right\} . \tag{6}
\end{equation*}
$$

The linear factor in $\omega$, which arises from the temporal derivative of the vector potential envelope function in equation (1a), guarantees a vanishing DC component, $\tilde{\mathcal{E}}(0)=0$, which is necessary to obtain a propagating pulse [32-34]. The linear frequency factor, $\omega$, in the spectral representation (equation (6)) is another way to account for the effects of the envelope in ultrashort pulses, resulting in a blueshift of the central frequency, $\tilde{\omega}_{0}$, by scaling the analytical spectrum $\tilde{\mathcal{E}}_{\text {carrier }}^{ \pm}(\omega)=\frac{-\tilde{\mathcal{E}}_{0}}{\omega_{0}} \mathrm{e}^{-\beta_{\omega}\left(\omega \mp \omega_{0}\right)^{2} \pm \mathrm{i} \phi_{\mathrm{CE}}}$ associated with the carrier frequency, $\omega_{0}$. Due to the ultrashort pulse duration, the positive and negative frequency components overlap at low energies. In figures 1(b) and (e), the two spectra, plotted for positive frequencies, are contrasted. The vertical dotted line indicates the blueshift of the central frequency, $\tilde{\omega}_{0}$, from the carrier frequency, $\omega_{0}$, (dashed line). Note that although the spectral phase is flat, there is a non-vanishing temporal phase, $\phi(t)$, due to the asymmetry of the spectrum.

In the following, we disentangle properties of the photoelectron spectra caused by the spectral width from temporal effects, i.e. effects that are explained by the attosecond nature and not the broad spectral width. To this end, we investigate ionization from spectrally modulated pulses with quadratic spectral modulation [35]. We introduce a quadratic spectral phase, $\phi_{2}$, in the frequency domain:

$$
\begin{align*}
\tilde{\mathcal{E}}_{\mathrm{c}}(\omega)=-\tilde{\mathcal{E}}_{0} \frac{\omega}{\omega_{0}}\{ & \mathrm{e}^{-\beta_{\omega}\left(\omega-\omega_{0}\right)^{2}+\mathrm{i} \phi_{\mathrm{CE}}-i \frac{\phi_{2}}{2}\left(\omega-\omega_{0}\right)^{2}} \\
& \left.-\mathrm{e}^{-\beta_{\omega}\left(\omega+\omega_{0}\right)^{2}-\mathrm{i} \phi_{\mathrm{CE}}+i \frac{\phi_{2}}{2}\left(\omega+\omega_{0}\right)^{2}}\right\} . \tag{7}
\end{align*}
$$

The quadratic phase $\phi_{2}$ causes a linear chirp in time domain and significantly elongates the pulse duration:

$$
\begin{align*}
\mathcal{E}_{\mathrm{c}}(t)= & F T^{-1}\left\{\tilde{\mathcal{E}}_{\mathrm{c}}(\omega)\right\} \\
= & -\frac{\tilde{\mathcal{E}}_{0}}{\sqrt{8} \omega_{0}}\left(\frac{2\left[\beta_{\omega}+\mathrm{i} \frac{\phi_{2}}{2}\right] \omega_{0}+\mathrm{i} t}{\left[\beta_{\omega}+\mathrm{i} \frac{\phi_{2}}{2}\right]^{3 / 2}} \mathrm{e}^{-\beta_{\mathrm{c}} t^{2}+\mathrm{i}\left(\omega_{0}+2 \phi_{2} \beta_{\mathrm{c}} \beta t\right) t+\mathrm{i} \phi_{\text {CE }}}\right. \\
& \quad+\text { c.c. }) \tag{8}
\end{align*}
$$

where c.c. denotes the complex conjugate of the previous term, and $\beta_{\mathrm{c}}=\beta /\left(1+4 \phi_{2}^{2} \beta^{2}\right)$ defines the temporal profile with a FWHM of $\tau_{\mathrm{c}}=\sqrt{4 \ln 2 / \beta_{c}}$. Figures 2(a) and (c) display an example of a spectrally modulated few-cycle and long XUV pulse. The spectral intensity profile (power spectral density) of the unchirped $\left(\phi_{2}=0\right)$ and spectrally modulated pulses reads:

$$
\begin{align*}
\tilde{\mathcal{I}}(\omega) & \propto\left|\tilde{\mathcal{E}}_{\mathrm{c}}(\omega)\right|^{2} \\
= & \tilde{\mathcal{E}}_{0}^{2} \frac{\omega^{2}}{\omega_{0}^{2}}\left\{\mathrm{e}^{-2 \beta_{\omega}\left(\omega-\omega_{0}\right)^{2}}+\mathrm{e}^{-2 \beta_{\omega}\left(\omega+\omega_{0}\right)^{2}}-2 \mathrm{e}^{-2 \beta_{\omega}\left(\omega^{2}+\omega_{0}^{2}\right)}\right. \\
& \left.\times \cos \left[\phi_{2}\left(\omega^{2}+\omega_{0}^{2}\right)-2 \phi_{\mathrm{CE}}\right]\right\} \tag{9}
\end{align*}
$$

and consists of three terms: the term with positive and the term with negative frequency contributions, $\quad \tilde{\mathcal{I}}^{+}(\omega)=\tilde{\mathcal{E}}_{0}^{2} \frac{\omega_{0}^{2}}{\omega_{0}^{2}} \mathrm{e}^{-2 \beta_{\omega}\left(\omega-\omega_{0}\right)^{2}} \quad$ and $\quad \tilde{\mathcal{I}}^{-}(\omega)=$ $\tilde{\mathcal{E}}_{0}^{2} \frac{\omega^{2}}{\omega_{0}^{2}} \mathrm{e}^{-2 \beta_{\omega}\left(\omega+\omega_{0}\right)^{2}}$ (dashed orange and green lines), respectively, as well as the cosine cross term $\tilde{\mathcal{I}}^{\text {cross }}(\omega)=$ $-\tilde{\mathcal{E}}_{0}^{2} \frac{\omega^{2}}{\omega_{0}^{2}} 2 \mathrm{e}^{-2 \beta_{\omega}\left(\omega^{2}+\omega_{0}^{2}\right)} \cos \left[\phi_{2}\left(\omega^{2}+\omega_{0}^{2}\right)-2 \phi_{\text {CE }}\right] \quad$ (solid red line). All three terms include a scaling by the frequency, $\omega^{2}$, that ensures $\tilde{\mathcal{I}}(0)=0$, as seen in equation (6). Spectrally modulated and unchirped pulses are shown in figures 2(b), (d) and 1(c), (f), respectively.

The spectral intensity profile of unchirped and spectrally modulated pulse are identical in width but differ in the cross term, $\tilde{\mathcal{I}}^{\text {cross }}(\omega)$. The latter depends (on the CEP and) on the quadratic phase $\phi_{2}$ that introduces amplitude modulations in the cross term, which are imprinted on the overall profile, $\tilde{\mathcal{I}}(\omega)$. The amplitude modulated cross term is only relevant for attosecond pulses with a rapidly varying envelope, i.e. a broad spectral width (meaning a small value of $\beta_{\omega}$ ). Another way of looking at this observation is this: The quadratic spectral phase, $\phi_{2}$, as introduced in equation (7), leads to different modulation of the positive and negative frequency components. For long XUV pulses, this solely results in a broadened temporal pulse with no effect on the spectral behaviour. However, for ultrashort XUV pulses, the positive and negative frequency components overlap (recall figure 1(b) dotted line). As a result, the spectra are amplitude modulated in the overlapping region giving rise to the cross term introduced above. Due to the amplitude modulations we refer to the spectrally modulated pulses as quasi-chirped.

For this study, we use an angular carrier frequency of $\omega_{0}=$ $0.570 \mathrm{a} . \mathrm{u}$. ( 15.5 eV ) and different pulse intensities, represented by the electric field amplitudes $\mathcal{E}_{0}=1.69 \times 10^{-2}, 1.69 \times$ $10^{-1}$, and $1.69 \mathrm{a} . \mathrm{u}$. (corresponding to intensities of $I=$ $10^{13}, 10^{15}$, and $10^{17} \mathrm{~W} \mathrm{~cm}^{-2}$, respectively). If not stated otherwise, the intermediate value of $\mathcal{E}_{0}=1.69 \times 10^{-1}$ a.u. is employed. Different FWHM pulse lengths $\tau$ between 140 as and 10 fs , and different CEP values, $\phi_{\mathrm{CE}} \in\left\{-\frac{\pi}{2}, 0, \frac{\pi}{2}, \pi\right\}$, are considered as well. We investigate unchirped, $\phi_{2}=0$, and quasi-chirped, $\phi_{2}=-0.125 \mathrm{fs}^{2}$, pulses as displayed in figures 1 and 2. For the latter, the quasi-chirped vector field based on equation (8) is used:
$\mathcal{A}_{\mathrm{c}}(t)=-\frac{\tilde{\mathcal{E}}_{0}}{\sqrt{2} \omega_{0}}\left(\frac{\mathrm{i}}{\sqrt{\beta_{\omega}+\mathrm{i} \frac{\phi_{2}}{2}}} \mathrm{e}^{-\beta_{\mathrm{c}} t^{2}+\mathrm{i}\left(\omega_{0}+2 \phi_{2} \beta_{\mathrm{c}} \beta t\right) t+\mathrm{i} \phi_{\mathrm{CE}}}+\right.$ c.c. $)$.
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Figure 2. Ultrashort, few-cycle XUV pulse with $\tau=140$ as and a quadratic spectral modulation of $\phi_{2}=-0.125 \mathrm{fs}^{2}$ resulting in a temporal elongation to $\tau_{\mathrm{c}}=5.0 \mathrm{fs}$ (left: a,b). Long XUV pulse with $\tau=5 \mathrm{fs}$ and a quadratic spectral modulation of $\phi_{2}=-90.0 \mathrm{fs}^{2}$ resulting in a temporal elongation to $\tau_{\mathrm{c}}=100.0 \mathrm{fs}$ (right: d,e). The temporal (first row: a,c) and spectral representations (second row: b,c) are shown. The different terms are explained in the text.

The full time-dependent Hamiltonian within the dipole approximation and employing the velocity gauge reads:

$$
\begin{equation*}
\mathcal{H}(t)=\frac{1}{2}(p+\mathcal{A}(t))^{2}+V(x) \tag{11}
\end{equation*}
$$

where $p$ is the electronic momentum.
We numerically solve the time-dependent Schrödinger equation

$$
\begin{equation*}
i \frac{\partial}{\partial t}|\Psi(t)\rangle=\mathcal{H}(t)|\Psi(t)\rangle \tag{12}
\end{equation*}
$$

for atomic systems in 3D using QPROP 3.2 [36] and in 1D using a screened one-dimensional atomic model system with the potential [37-40]

$$
\begin{equation*}
V(x)=-\frac{\operatorname{erf}(|x| / a)}{|x|} \tag{13}
\end{equation*}
$$

Here, $x$ is the electron coordinate, erf denotes the error function and $a=2.83$ a.u. is the truncation parameter, which results in an ionization potential of 0.320 a.u. ( 8.72 eV ). Using a model system allows us to draw qualitative conclusions and compare to a variety of theory to draw intuitive pictures of the processes. It also reduces computational costs and numerical difficulties for the spectrally modulated pulses that are extremely broad in both time and energy. Thus, the results in the main text are obtained using aforementioned model system. Additionally, we compare and validate our findings to numerical solutions
of the TDSE of the 3D hydrogen atom expanded in spherical harmonics in the appendix A.

Atomic units (a.u.) are used throughout the manuscript if not specified otherwise. In the following, the terminology forward (backward) for $x>0(x<0)$ is used, in particular, to describe photoelectron emission directions and their asymmetries.

### 2.2. Level of theory

To disentangle first and higher-order effects, and to identify specific quantum effects, such as interference and transient processes, different levels of theory are applied. In the following, the direct numerical solution of the TDSE will be contrasted against a first-order PT and a semi-analytical approach based on PT and continuum plane waves (PTPW).
2.2.1. Numerical details. The time-dependent wave function $|\Psi(t)\rangle$ is represented on a spatial grid of $[-907,907]$ a.u. with 2048 grid points. The direct propagation is carried out numerically employing the short-time propagator with a time step size of $\Delta t=1$ as by the symmetric split operator technique [41] in coordinate and momentum space and using the FFTW3 library [42] for Fourier transform. Time propagation starts at $t_{0}=-5 \tau$, if not indicated otherwise. Bound electronic eigenstates $\left\{\left|\varphi_{n}\right\rangle\right\}$ are obtained via the relaxation method [43] with the time-independent, field-free Hamiltonian

$$
\begin{equation*}
\mathcal{H}_{0}=V(x)+\frac{p^{2}}{2} \tag{14}
\end{equation*}
$$

yielding 37 bound states $\left\{\left|\varphi_{n}\right\rangle\right\}, n \in\{0, \ldots, 36\}$, with negative eigenenergy $E_{n}<0$. The electronic ground state is used as initial wave function, $\left|\Psi\left(t_{0}\right)\right\rangle=\left|\varphi_{0}\right\rangle$, in all propagation schemes.

To suppress reflection at the grid boundaries in forward (fwd) and backward (bwd) direction during propagation, cutoff functions are used in the asymptotic region of the atomic potential [44]

$$
\begin{align*}
f_{\mathrm{fwd}}(x) & =\left[1+\mathrm{e}^{\zeta_{1}\left(x-\zeta_{2}\right)}\right]^{-1}  \tag{15a}\\
f_{\mathrm{bwd}}(x) & =\left[1+\mathrm{e}^{\zeta_{1}\left(-x-\zeta_{2}\right)}\right]^{-1} \tag{15b}
\end{align*}
$$

with parameters $\zeta_{1}=0.025$ a.u. and $\zeta_{2}=983$ a.u. Parts of the wavefunction that reach the cut-off region, (1$\left.f_{\nu}(x)\right)\langle x \mid \Psi(t)\rangle, \nu \in\{$ fwd, bwd $\}$, are removed from $|\Psi(t)\rangle$, transformed into momentum space, and coherently added to $\left\langle p \mid \tilde{\Psi}_{\text {out }, \nu}(t)\right\rangle=\tilde{\Psi}_{\text {out }, \nu}(p, t)$ over time, which yields the photoelectron spectrum (PES) at the end of the propagation [44]:

$$
\begin{equation*}
\tilde{\sigma}_{\nu}^{\mathrm{TDSE}}(p)=\lim _{t \rightarrow \infty}\left|\tilde{\Psi}_{\mathrm{out}, \nu}(p, t)\right|^{2} \tag{16}
\end{equation*}
$$

where only components in the direction of emission, i.e. $p>0$ ( $p<0$ ) for $\nu=\mathrm{fwd}(\mathrm{bwd})$, are considered. In our calculations, $t \rightarrow \infty$ is set to $t=500 \mathrm{fs}$.
2.2.2. First-order PT. Within first-order PT, the timedependent wavefunction reads:

$$
\begin{equation*}
\left|\Psi^{\mathrm{PT}(1)}(t)\right\rangle=-\mathrm{i} \int_{t_{0}}^{t} \mathrm{~d} t^{\prime} \mathrm{e}^{-\mathrm{i} \mathcal{H}_{0}\left(t-t^{\prime}\right)} W\left(t^{\prime}\right) \mathrm{e}^{-\mathrm{i} E_{0}\left(t^{\prime}-t_{0}\right)}\left|\varphi_{0}\right\rangle \tag{17}
\end{equation*}
$$

with the time-dependent perturbation for a negatively charged particle

$$
\begin{equation*}
W(t)=x \mathcal{E}(t) \tag{18}
\end{equation*}
$$

The continuum propagation with the field-free Hamiltonian, $\mathcal{H}_{0}$ (equation (14)) is carried out via the split operator method outlined above. This explicit propagation provides a description of the transition from the bound state to the continuum within first-order, i.e. without transient ionization, where the system does not necessarily remain ionized but may recombine within a very short time window [45-47]. The PES, $\tilde{\sigma}_{\nu}^{\text {PT }}(p)$, is obtained as in equation (16) replacing $\tilde{\Psi}_{\text {out }, \nu}(p, t)$ by its perturbative counterpart $\left|\Psi^{\mathrm{PT}(1)}(t)\right\rangle$.

### 2.2.3. Perturbation theory with plane waves approach

 (PTPW). As additional level of approximation, we represent the continuum by plane waves (PTPW). Starting from the PT approach (equation (17)), we replace the field-free propagator by a propagator with a (discretized) plane-wave basis$$
\begin{equation*}
\mathrm{e}^{-\mathrm{i} \mathcal{H}_{0}\left(t-t^{\prime}\right)} \rightarrow \int_{-\infty}^{\infty} \mathrm{d} p \mathrm{e}^{-\mathrm{i} \tilde{E}_{p}\left(t-t^{\prime}\right)}|p\rangle\langle p| \tag{19}
\end{equation*}
$$

and the eigenvalues $\tilde{E}_{p}=p^{2} / 2$. We obtain

$$
\begin{align*}
&\left|\tilde{\Psi}^{\operatorname{PTPW}(1)}(t)\right\rangle=-\mathrm{i} \int_{t_{0}}^{t} \mathrm{~d} t^{\prime} \int_{-\infty}^{\infty} \mathrm{d} p \mathrm{e}^{-\mathrm{i} \tilde{E}_{p}\left(t-t^{\prime}\right)}|p\rangle \\
& \times\langle p| x \mathcal{E}\left(t^{\prime}\right) \mathrm{e}^{-\mathrm{i} E_{0}\left(t^{\prime}-t_{0}\right)}\left|\varphi_{0}\right\rangle  \tag{20a}\\
&=-\mathrm{i} \int_{-\infty}^{\infty} \mathrm{d} p|p\rangle\langle p| x\left|\varphi_{0}\right\rangle \mathrm{e}^{-\mathrm{i} \tilde{\mathrm{E}}_{p} t} \mathrm{e}^{\mathrm{i} E_{0} t_{0}} \int_{t_{0}}^{t} \mathrm{~d} t^{\prime} \mathcal{E}\left(t^{\prime}\right) \mathrm{e}^{-\mathrm{i}\left(E_{0}-\tilde{E}_{p}\right) t^{\prime}} . \tag{20b}
\end{align*}
$$

The time integral can be rewritten as

$$
\begin{align*}
\int_{t_{0}}^{t} \mathrm{~d} t^{\prime} \mathcal{E}\left(t^{\prime}\right) \mathrm{e}^{+\mathrm{i}\left(\tilde{E}_{p}-E_{0}\right) t^{\prime}} & \approx \int_{-\infty}^{\infty} \mathrm{d} t^{\prime} \mathcal{E}\left(t^{\prime}\right) \mathrm{e}^{+\mathrm{i}\left(\tilde{E}_{p}-E_{0}\right) t^{\prime}} \\
& =F T^{-1}\left\{\mathcal{E}\left(t^{\prime}\right)\right\}=\tilde{\mathcal{E}}\left(\tilde{E}_{p}-E_{0}\right) \tag{21}
\end{align*}
$$

In the momentum integral the transition dipole moment to the continuum (ionization dipole moment) occurs:

$$
\begin{equation*}
\langle p| x\left|\varphi_{0}\right\rangle=\int_{-\infty}^{\infty} \mathrm{d} x \mathrm{e}^{-\mathrm{i} p x} x \varphi_{0}(x)=F T\left\{x \varphi_{0}(x)\right\}=\mu(p) \tag{22}
\end{equation*}
$$

In the femtosecond regime, the ionization transition dipole moment (equation (22)) is often assumed to be constant and set to one (Condon approximation) [48], which is a good approximation for the comparatively narrow spectral profile. However, in attosecond pulse interaction, the $p$-dependence becomes non-negligible. Thus, equation (20b) can be rewritten as:

$$
\begin{equation*}
\left|\tilde{\Psi}^{\mathrm{PTPW}(1)}(t)\right\rangle=-\mathrm{i} \mathrm{e}^{\mathrm{i} E_{0} t_{0}} \int_{-\infty}^{\infty} \mathrm{d} p|p\rangle \mathrm{e}^{-\mathrm{i} \tilde{E}_{p} t} \mu(p) \tilde{\mathcal{E}}\left(\tilde{E}_{p}-E_{0}\right) \tag{23}
\end{equation*}
$$

yielding the intuitive expression for the PES for $t \rightarrow \infty$ ('Fermi's Golden Rule')
$\tilde{\sigma}_{\nu}^{\text {PTPW }}(p)=\left|\left\langle p \mid \tilde{\Psi}^{\text {PTPW }(1)}(t \rightarrow \infty)\right\rangle\right|^{2}=|\mu(p)|^{2}\left|\tilde{\mathcal{E}}\left(\tilde{E}_{p}-E_{0}\right)\right|^{2}$,
with $\nu=\mathrm{fwd}$ (bwd) for $p>0(p<0)$, as a product of the modulus squared of the transition dipole moment and the electric field in the frequency domain, shifted by the ground state energy, $E_{0}$. The latter has been defined as the spectral intensity, see equation (9).

## 3. Results and discussion

### 3.1. Pulse lengths dependence

In the long pulse limit, XUV ionization is intuitively described as a one photon process removing an electron from its bound state with energy $E_{0}$ and placing it into the continuum, with an excess kinetic energy, $E$, given by energy conservation

$$
\begin{equation*}
E=\omega+E_{0} \tag{25}
\end{equation*}
$$



Figure 3. PES, $\sigma_{\mathrm{fwd}}^{\mathrm{TDSE}}(\mathrm{E})$, obtained by TDSE for different pulse lengths, $\tau$, intensity $I=10^{15} \mathrm{~W} \mathrm{~cm}^{-2}, \mathrm{CEP}$ of $\phi_{\mathrm{CE}}=0, \phi_{2}=0$. The vertical dashed line represents the long pulse limit, equation (25)
$\left(E_{0}=-I_{P}\right)$. Recall, for long, spectrally narrow pulses, the carrier frequency $\omega_{0}$ equals to the photon energy $\omega$. In our model system employed throughout this chapter, this corresponds to $E=15.5 \mathrm{eV}-8.7 \mathrm{eV}=6.8 \mathrm{eV}$. This is demonstrated in figure 3 for unchirped ( $\phi_{2}=0$ ) pulses of different pulse lengths $\tau$. Apart from the obvious decrease in intensity due to the reduced total-i.e. time-integrated-pulse intensity, it is clear that equation (25) holds only for long XUV pulses comprised of many optical cycles. By reducing the pulse length, the PES not only broadens but substantially shifts its peak position towards lower kinetic energies, away from the expected one-photon long pulse limit (dashed vertical line).

This effect can be explained qualitatively by PTPW, which expresses the PES, equation (24), as the product of the transition dipole moment and the spectral intensity profile. Both quantities are shown in figure 4 panel (a) for three selected pulse lengths, $\tau=5 \mathrm{fs}, 560$ as, and 140 as. The transition dipole moment, $|\mu(p)|^{2}$ (orange curve) is largest for low energies. The spectral intensity profile of the XUV pulses, $\tilde{\mathcal{I}}(\omega)$ (blue curves), does not only broaden with decreasing pulse duration, but also substantially blueshifts (vertical dotted lines), recall section 2.1. The overlap between $\tilde{\mathcal{I}}(\omega)$ and $|\mu(p)|^{2}$ is largest in the region of low kinetic photoelectron energies, thereby shifting the PES towards lower kinetic energies [28]. The transition dipole moment becomes the limiting contribution and we observe a dipole-dependent reshaping and imprint of $\mu(p)$ on the PES. In figure 4 panels (b)-(d), this effect is shown comparing results obtained by the TDSE, PT, and PTPW approach. All three levels of theory display the intensity shift towards low kinetic energies marking it as a linear property. While PT overall agrees well with the TDSE approach, the PTPW slightly underestimates the yield for low kinetic energies indicating the error induced by using plane waves in the latter. Not surprisingly, the deviations become larger, the smaller the kinetic energy of the emitted electron [49].

### 3.2. PES for a quasi-chirped pulse

Recent work on dynamic interference emphasizes the importance of the temporal envelope of pulses for XUV ionization
[50-52]. In order to disentangle effects originating due to the temporal envelope of the ultrashort attosecond pulse from those originating from the extreme broad spectral profile, we next investigate attosecond few-cycle pulses with a spectral modulation [53-55]. As a consequence, while the spectral width remains broad, the temporal profile stretches (recall section 2.1). We employ the same parameters as in the previous section: a few-cycle pulse with pulse length of $\tau=140$ as and a spectral phase of $\phi_{2}=-0.125 \mathrm{fs}^{2}$, which linearly changes the instantaneous frequency and effectively elongates the pulse to $\tau_{\mathrm{c}}=5.0 \mathrm{fs}$. The same analysis as for the unchirped pulses in the previous section is performed and shown in figure 5. The overall shift of the PES towards low energies remains unaffected by the quasi-chirp. This is also reproduced by the PT approaches (PT, PTPW). As before, the PES shift originates from the spectral profile of a pulse and not its temporal envelope function. Second, an oscillation in the spectral intensity can be observed, which is imprinted in the PES. This is reminiscent of the cosine cross term, $\tilde{\mathcal{I}}^{\text {cross }}(\omega)$, that becomes relevant for spectrally broad XUV pulses (recall equation (9) and figure 2(b)). The first-order PT approach with an exact continuum propagation is very similar to the TDSE results further underlining that higher order effects are negligible here and that we deal with the same linear effect as for unchirped pulses with the addition of oscillations due to the interplay of the spectral modulation with the broad spectrum of the attosecond pulse.

### 3.3. Intensity-dependent CEP effects

Results discussed above were obtained with a CEP of $\phi_{\mathrm{CE}}=0$ simulating the PES in fwd $(x>0)$ direction. For long and/or weak pulses, the CEP does not affect the PES. We now look into CEP effects of a few-cycle ( $\tau=140$ as) pulse and its effect on the PES in fwd/bwd direction with different intensities. In figures 6(a)-(c), the PES in fwd and bwd direction is shown for CEP values of $\phi_{\mathrm{CE}} \in\{-\pi / 2,0, \pi / 2, \pi\}$ and for different intensities of the original few-cycle XUV pulse ( $\phi_{2}=0$ ). We can distinguish three different regimes with unique CEPdependent asymmetries.


Figure 4. Panel (a) the transition dipole moment, $\mu(p)$, and spectral intensity, $\tilde{\mathcal{I}}(\omega)$, for different pulse lengths $\tau=5 \mathrm{fs}$ (solid line), 560 as (dashed) and 140 as (dotted) and $I=10^{15} \mathrm{~W} \mathrm{~cm}^{-2}$. (b) - (d) PES obtained by three different levels of theories: TDSE, PT, and PTPW, see section 2.2. The PTPW wave function is re-normalized to the norm of the TDSE solution. The vertical lines indicate $\omega_{0}$ (dashed) and the central frequency of the electric field, $\tilde{\omega}_{0}$ (dotted), see section 2.1. The TDSE PES are shown in fwd direction.

For $I=10^{13} \mathrm{~W} \mathrm{~cm}^{-2}$, no CEP-dependent fwd/bwd asymmetry is present and the perturbative description applies. However, for half-integer CEPs, i.e. $\phi_{\mathrm{CE}}= \pm \pi / 2$ (sine-like pulses), a higher signal intensity in the PES is obtained compared to the whole-integer cases, i.e. $\phi_{\mathrm{CE}}=0$ and $\pi$ (cosinelike pulses). This effect is, again, traced back to the cosine cross term in the spectral intensity for attosecond pulses, equation (9), which is maximum for $\phi_{\mathrm{CE}}= \pm \pi / 2$ and minimum for $\phi_{\mathrm{CE}}=0, \pi$. Consequently, the pulse's total intensity is enhanced for $\phi_{\mathrm{CE}}=0, \pi$ leading to a higher yield in the PES according to equation (24). Since this CEP dependence is based on equation (9), it is a first order effect and, thus, fully reproduced applying the PT approach, figure 6(d).

For $I=10^{15} \mathrm{~W} \mathrm{~cm}^{-2}$, we leave the (first order) perturbative regime as can be seen by comparison of the TDSE (figure 6(b)) and PT results (figure 6(d)). For cosine-like pulses $\left(\phi_{\mathrm{CE}}=0\right.$


Figure 5. As in figure 4, pulse with an original pulse length of $\tau=140$ as spectrally modulated to $\tau_{c}=5.0$ fs by using a quadratic phase of $\phi_{2}=-0.125 \mathrm{fs}^{2}$. The TDSE PES is shown in fwd direction.
and $\pi$ ), a fwd/bwd asymmetry appears, whereas for sine-like pulses ( $\phi_{\mathrm{CE}}= \pm \pi / 2$ ) no significant asymmetry is observed.

For $I=10^{17} \mathrm{~W} \mathrm{~cm}^{-2}$, the asymmetry for cosine-like pulses is further enhanced, and additionally an asymmetry for the sine-like pulses appears.

To understand the CEP-dependent asymmetries in the two non-perturbative regimes $\left(I=10^{15} \mathrm{~W} \mathrm{~cm}^{-2}\right.$ and $I=$ $10^{17} \mathrm{~W} \mathrm{~cm}^{-2}$ ) in detail, we utilize our wave function splitting algorithm analysis (see appendix C). As outlined in the appendix, the strength of the splitting algorithm is that at any given time step $t_{i}$, we dissect the full wave function $\left|\Psi\left(t_{i}\right)\right\rangle$ into the continuum partial wave function $\left|\Psi^{\text {cont }}\left(t_{i}\right)\right\rangle$, the part of the wave function of instantaneously newly created continuum electrons within the previous time step, $\left|\Psi_{i}^{\text {new }}\right\rangle$, the part of the wave function describing the deexcitation from the continuum back to the bound state within the previous time step, $\left|\Psi_{i}^{\text {deex }}\right\rangle$, and the effect of interference of new born continuum electrons with the rest of the continuum, $\mathcal{S}\left(t_{i}\right)$. The latter is a scalar, quantifying constructive $\left(\mathcal{S}\left(t_{i}\right)>0\right)$ and destructive $\left(\mathcal{S}\left(t_{i}\right)<0\right)$ interference.

Our analysis shows that initially the light pulse interaction leads to a polarization of the bound wave function and, subsequently, a restoring force pointing to the center of the Coulomb potential. This translates to an initial net momentum for the newly created electrons in the continuum. All three effects are time-dependent and change during the light pulse interaction. This leads to newly created electrons in the continuum with varying net momentum and promotes strong interference effects between newly created and already present electrons in the continuum during the pulse interaction. Such continuum-continuum interferences represent the dominant


Figure 6. PES induced by a $\tau=140$ as XUV pulse in forward and backward direction for different CEP values,
$\phi_{\mathrm{CE}} \in\{-\pi / 2,0, \pi / 2, \pi\}$, and different intensities:
(a) $I=10^{13} \mathrm{~W} \mathrm{~cm}^{-2}$, (b) $I=10^{15} \mathrm{~W} \mathrm{~cm}^{-2}$, (c) $I=10^{17} \mathrm{~W} \mathrm{~cm}^{-2}$, obtained by numerically solving the TDSE. In (d) the PES for $I=10^{15} \mathrm{~W} \mathrm{~cm}^{-2}$ is obtained by first-order PT.
part of the ionization process (see appendix C). The interference pattern in the continuum dictates the final emission asymmetry reported above. For $I=10^{15} \mathrm{~W} \mathrm{~cm}^{-2}$, we obtain a fwd (positive) asymmetry for $\phi_{\mathrm{CE}}=0$, while for $\phi_{\mathrm{CE}}=\frac{\pi}{2}$ the interference contributions cancel out. For $I=10^{17} \mathrm{~W} \mathrm{~cm}^{-2}$ and $\phi_{\mathrm{CE}}=\frac{\pi}{2}$, strong destructive interference of negative net momenta leads to the final fwd emission asymmetry.

For the quasi-chirped attosecond XUV pulse described in section 3.2, these non-perturbative CEP- and intensitydependent effects are not present. This is because-unlike the redshift of the PES reported above-these asymmetries are
a temporal pulse effect originating from the time-dependent polarization and continuum-continuum interference. Since the quasi-chirped attosecond XUV pulse behaves in time like a femtosecond pulse, we do not observe these asymmetries.

Finally, we point out that for unchirped attosecond XUV pulses, no interference structure is found in the final PES neither for 1D (section 3.1) nor 3D appendix A simulations. We report-beyond the long pulse limit-a red-shift of the PES as a spectral effect, and a CEP- and intensity-dependent asymmetry as temporal interference effect. We did not find any indication for spatial or temporal interference leading to modulations/structures in the final PES for XUV ionization [25]. Modulations due to dynamic interference have been observed for longer high-frequency pulses [50-52] and such effects arise in our simulations only for a temporally elongated quasichirped attosecond XUV pulse with $I=10^{17} \mathrm{~W} \mathrm{~cm}^{-2}$.

## 4. Summary

In this work, we have addressed systematically several quantum effects occurring in few-cycle XUV attosecond ionization. To this end, we thoroughly introduced the properties and modulations unique to attosecond, few-cycle XUV pulses beyond the SVEA.

Apart from the trivial effect of a broad spectral bandwidth, envelope-induced contributions lead to a temporal modulation. In the frequency realm this results in a strong blueshift and a cross term in the spectral intensity profile depending on the CEP and spectral modulations.

For weak to moderate intensities, the light-atom interaction can be well described within linear response: despite the blueshift of an attosecond XUV pulse, the resulting PES are shifted towards lower kinetic energies. This is reasoned by the two contributions, the $p$-dependence of the ionization matrix element, and the broad spectral profile of the pulse. Since this shift is a linear effect in the spectral domain, a quasi-chirped XUV attosecond pulse, which stretches the pulse in the time domain, while only marginally affecting its spectral intensity width, results in the same red shift.

These cross terms of the spectral intensity, that is unique to attosecond pulses beyond the SVEA, vary the total pulse intensity, rendering the PES sensitive to the CEP of an ultrashort pulse even within first-order effects. For half-integer CEPs, the yield in the PES is maximum, whereas for wholeinteger CEPs, a minimum signal follows.

As a non-perturbative effect, we report on fwd/bwd asymmetries in the PES for unchirped few-cycle XUV pulses, which depend on the field strength and the CEP of the pulse. This effect is defined by the temporal property of the pulse and is not present for temporally elongated, quasi-chirped XUV pulses. By applying a wave function splitting algorithm, we traced the origin of the asymmetries back to an initial bound state polarization and CEP- and intensity-specific continuumcontinuum interferences that drive the ionization process.

Future questions in this field could be investigating dynamical interference of strong, (un)chirped, few-cycle XUV pulses and hereby extending the works of long, high frequency pulses
[50-52]. It is yet to be addressed how temporal dynamic interference effects are present for these kind of pulses and have to be thoughtfully dissected from the CEP- and intensitydependent effects unraveled in this work. Moreover, it has been shown recently that electronic and nuclear correlation lead to asymmetries in the PES during XUV ionization [56], therefore, the interplay with the asymmetry from attosecond pulses reported here would be of future interest.
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## Appendix A. Calculation on 3D hydrogen

In order to validate and quantify the results of the text, we performed TDSE calculations on the hydrogen atom in 3D using an expansion in spherical harmonics. To this end, we utilized QPROP 3.2 [36] modified to allow for our pulse definitions in section 2.1.

The electronic ground state was obtained by imaginary time propagation. The light pulse was linearly polarized and added in the dipole approximation using velocity gauge with the vector potentials shown in equation ( $1 a$ ) (unchirped) and equation (10) (quasi-chirped). The PES was calculated via t-SURFF [57] during the pulse interaction time, while the propagation of the wavefunction from the end of the pulse to infinity used i-SURFF [58]. For the expansion in spherical harmonics, $L_{\max }=15$ was used and $m=m_{0}=0$ since the magnetic quantum number of the initial state is conserved. The grid, time propagation, and t/i-SURFF parameter had to be chosen carefully to encapsulate the high frequency, broad spectrum with very slow and fast electrons and (temporally elongated) time span of the (modulated) light pulses. We used a time step of $\Delta t=0.02$, grid spacing of $\Delta r=0.2$, and a grid size of $R_{\text {grid }}=1600$ with cut-off of the binding potential to a linear function becoming zero at the grid boundaries at $R_{\text {CO }}=400$. The t-SURFF flux is collected at the grid boundary. The imaginary potential to suppress grid reflection used the parameters $V_{\mathrm{im}, \max }=100$ and $W_{\mathrm{im}}=400$ with a factor of 10 for the i-SURFF propagation. For further detail on the implementation of the parameters, we refer to the original QPROP and t/i-SURFF publications [36, 57, 58].

In the simulations, we used $\omega=0.749, E_{0}=0.0169$ and three pulses identical to the ones used in the text for the model


Figure S1. Normalized PES of hydrogen in 3D using an expansion in spherical harmonics and obtained by numerical solution to the TDSE. Calculations with the same properties as in the text were performed validating the model system approach. A long, femtosecond XUV pulse (blue dotted line) leads to a spectrum centered around the one-photon limit (vertical grey dashed line). The attosecond pulse (dashed orange line) exhibits a red shift. The quasi-chirp of the attosecond pulse (green line) leads to an imprint of the spectral modulation parameter due to the unique cross term for attosecond pulses discussed in the text.
system: (i) a long, femtosecond XUV pulse within the SVEA with $\tau=5$ fs (figure 1 right column), (ii) an attosecond XUV pulse with $\tau=140$ as (figure 1 left column), and (iii) a quasichirped, attosecond XUV pulse with $\tau=140$ as, $\tau_{\mathrm{c}}=5.0 \mathrm{fs}$, and a quadratic spectral modulation $\phi^{\prime \prime}=-0.125 \mathrm{fs}^{2}$ (figure 2 left column). The corresponding PES are shown in figure S1 and confirm the results of the text presented in figures 4 and 5 .

## Appendix B. Wave function splitting algorithm

In order to understand and quantify different effects contributing to attosecond pulse interaction, such as direct ionization, deexcitation and continuum interference, a wave function splitting algorithm is derived. To that end, a projector

$$
\begin{equation*}
\mathcal{P}=\sum_{n}\left|\varphi_{n}\right\rangle\left\langle\varphi_{n}\right| \tag{B1}
\end{equation*}
$$

and its complement $\mathcal{Q}=\mathbb{1}-\mathcal{P}$ are introduced, dissecting a wavefunction into its 'bound' and 'unbound' component, respectively.

Applying the projectors to the full wave function, $\left|\Psi\left(t_{i}\right)\right\rangle, i \in\left[0, N_{t}\right]$, at a certain point in time $t_{i}$ yields two partial wave functions, indicating which components can be considered to be bound at time step $t_{i}$ and which components are unbound, i.e. in a continuum state (cont):

$$
\begin{equation*}
\left|\Psi^{\text {bound }}\left(t_{i}\right)\right\rangle=\mathcal{P}\left|\Psi\left(t_{i}\right)\right\rangle \tag{B2}
\end{equation*}
$$

$$
\begin{equation*}
\left|\Psi^{\mathrm{cont}}\left(t_{i}\right)\right\rangle=\mathcal{Q}\left|\Psi\left(t_{i}\right)\right\rangle \tag{B3}
\end{equation*}
$$

Consequently, the instantaneous new creation of unbound continuum electrons from the bound components of the wavefunction during a single propagation time step $\Delta t$ at time $t_{i}$ can be obtained via

$$
\begin{equation*}
\left|\Psi_{i}^{\text {new }}\right\rangle=\mathcal{Q} \hat{U}\left(t_{i}, t_{i-1}\right)\left|\Psi^{\text {bound }}\left(t_{i-1}\right)\right\rangle \tag{B4}
\end{equation*}
$$

where $\hat{U}\left(t_{i}, t_{i-1}\right)$ is the short-time propagator with the full Hamiltonian and the wavefunction index $i$ indicates the time of birth at timestep $t_{i}$ of the newly created unbound electron.

Further propagation of the newly generated part of the continuum electron's wave function, $\left|\Psi_{i}^{\text {new }}\right\rangle$, from its time of birth $t_{i}$ to a later time $t_{j}, j \geqslant i$, and again dissecting the wavefunction, allows monitoring the influence of the Coulomb potential and light field on the continuum electrons:

$$
\left|\Psi_{i}^{\text {free }}\left(t_{j}\right)\right\rangle= \begin{cases}\left|\Psi_{i}^{\text {new }}\right\rangle & \text { for } j=i  \tag{B5}\\ \left(\prod_{m=i+1}^{j} \mathcal{Q} \hat{U}\left(t_{m}, t_{m-1}\right)\right)\left|\Psi_{i}^{\text {new }}\right\rangle & \text { for } j>i\end{cases}
$$

$\left|\Psi_{i}^{\text {free }}\left(t_{j}\right)\right\rangle$ represents those parts of the wave function that were entering the continuum at time $t_{i}$ and are still found to be unbound at time $t_{j}$. This will be especially interesting for the final time step, $j=N_{t}$, i.e. when the light pulse is switched off. Note that the coherent sum of all continuum electrons born at different times $t_{i}$ (and propagated to $t_{j}$ ) yields the unbound part of the total wavefunction:

$$
\begin{equation*}
\sum_{i=1}^{j}\left|\Psi_{i}^{\text {free }}\left(t_{j}\right)\right\rangle=\left|\Psi^{\mathrm{cont}}\left(t_{j}\right)\right\rangle \tag{B6}
\end{equation*}
$$

Analogously to equation (B4), the deexcitation from the transiently populated continuum into the bound states within a single time step $\Delta t$ is calculated as:

$$
\begin{equation*}
\left|\Psi_{i}^{\text {deex }}\right\rangle=\mathcal{P} \hat{U}\left(t_{i}, t_{i-1}\right)\left|\Psi^{\text {cont }}\left(t_{i-1}\right)\right\rangle \tag{B7}
\end{equation*}
$$

Moreover, the splitting approach allows to isolate the influence of interference between newly generated continuum electrons at time $t_{j},\left|\Psi_{j}^{\text {new }}\right\rangle$, and continuum electrons generated at earlier points in time $\sum_{i<j}\left|\Psi_{i}^{\text {free }}\left(t_{j}\right)\right\rangle$ on the total amount of the photoionization probability. To this end, we start from equation (B6), write the last time step explicitly, and use the identities equations (B4) and (B7):

$$
\begin{align*}
\left|\Psi^{\text {cont }}\left(t_{j}\right)\right\rangle & =\sum_{i=1}^{j-1}\left|\Psi_{i}^{\text {free }}\left(t_{j}\right)\right\rangle+\left|\Psi_{j}^{\text {free }}\left(t_{j}\right)\right\rangle  \tag{B8a}\\
& =\mathcal{Q} \hat{U}\left(t_{j}, t_{j-1}\right) \sum_{i=1}^{j-1}\left|\Psi_{i}^{\text {free }}\left(t_{j-1}\right)\right\rangle+\left|\Psi_{j}^{\text {new }}\right\rangle  \tag{B8b}\\
& =\hat{U}\left(t_{j}, t_{j-1}\right)\left|\Psi^{\text {cont }}\left(t_{j-1}\right)\right\rangle+\left|\Psi_{j}^{\text {new }}\right\rangle-\left|\Psi_{j}^{\text {deex }}\right\rangle \tag{B8c}
\end{align*}
$$

This expression correspond to the coherently propagated wavefunction of the unbound electrons, which is extended by
the newly generated photoelectrons at time step $t_{j}$ and reduced by the electrons that return into a bound state at the same time. The total photoionization probability is therefore

$$
\begin{align*}
\left\langle\Psi^{\text {cont }}\left(t_{j}\right) \mid \Psi^{\text {cont }}\left(t_{j}\right)\right\rangle= & \left\langle\Psi^{\text {cont }}\left(t_{j-1}\right) \mid \Psi^{\text {cont }}\left(t_{j-1}\right)\right\rangle \\
& +\left\langle\Psi_{j}^{\text {new }} \mid \Psi_{j}^{\text {new }}\right\rangle+\left\langle\Psi_{j}^{\text {deex }} \mid \Psi_{j}^{\text {deex }}\right\rangle \\
& -2 \operatorname{Re}\left\{\left\langle\Psi_{j}^{\text {dex }}\right| \hat{U}\left(t_{j}, t_{j-1}\right)\left|\Psi^{\text {cont }}\left(t_{j-1}\right)\right\rangle\right\} \\
& +2 \operatorname{Re}\left\{\left\langle\Psi_{j}^{\text {new }}\right| \hat{U}\left(t_{j}, t_{j-1}\right)\left|\Psi^{\text {cont }}\left(t_{j-1}\right)\right\rangle\right\}, \tag{B9}
\end{align*}
$$

where we used $\left\langle\Psi_{j}^{\text {new }} \mid \Psi_{j}^{\text {deex }}\right\rangle=0$. Using equation (B7) and the projector identity $\mathcal{P}=\mathcal{P}^{2}$, the second to last term becomes $-2\left\langle\Psi_{j}^{\text {deex }} \mid \Psi_{j}^{\text {deex }}\right\rangle$. The last term in equation (B9) represents the interference $\mathcal{S}\left(t_{j}\right)$ of newly generated photoelectrons at timestep $t_{j}$ with previously generated photoelectrons, which can be positive, in case of constructive interference, or negative in case of destructive interference. Using equations (B4) and (B6), and $\mathcal{Q}=\mathcal{Q}^{2}$, it can be written as

$$
\begin{align*}
\mathcal{S}\left(t_{j}\right) & =2 \operatorname{Re}\left\{\left\langle\Psi_{j}^{\text {new }}\right| \hat{U}\left(t_{j}, t_{j-1}\right)\left|\Psi^{\text {cont }}\left(t_{j-1}\right)\right\rangle\right\}  \tag{B10a}\\
& =2 \operatorname{Re}\left\{\left\langle\Psi_{j}^{\text {new }}\right| \mathcal{Q} \hat{U}\left(t_{j}, t_{j-1}\right)\left|\sum_{i=1}^{j-1} \Psi_{i}^{\text {free }}\left(t_{j-1}\right)\right\rangle\right\}  \tag{B10b}\\
& =2 \sum_{i=1}^{j-1} \operatorname{Re}\left\{\left\langle\Psi_{j}^{\text {new }} \mid \Psi_{i}^{\text {free }}\left(t_{j}\right)\right\rangle\right\} . \quad \text { (B10c }
\end{align*}
$$

The total photoionization probability at time $t_{j}$ is then given by:

$$
\begin{align*}
&\left\langle\Psi^{\text {cont }}\left(t_{j}\right) \mid \Psi^{\text {cont }}\left(t_{j}\right)\right\rangle=\left\langle\Psi^{\text {cont }}\left(t_{j-1}\right) \mid \Psi^{\text {cont }}\left(t_{j-1}\right)\right\rangle \\
&+\left\langle\Psi_{j}^{\text {new }} \mid \Psi_{j}^{\text {new }}\right\rangle-\left\langle\Psi_{j}^{\text {deex }} \mid \Psi_{j}^{\text {deex }}\right\rangle \\
&+\mathcal{S}\left(t_{j}\right)  \tag{B11a}\\
&=\sum_{i=1}^{j}\left\{\left\langle\Psi_{i}^{\text {new }} \mid \Psi_{i}^{\text {new }}\right\rangle-\left\langle\Psi_{i}^{\text {deex }} \mid \Psi_{i}^{\text {deex }}\right\rangle+\mathcal{S}\left(t_{i}\right)\right\}, \tag{B11b}
\end{align*}
$$

where we have applied the decomposition of $\left|\Psi^{\text {cont }}\left(t_{j}\right)\right\rangle$ recursively to all previous time steps $t_{i}$. Thus, we interpret the total photoionization probability as the sum of all contributions being excited into the continuum states over all points in time minus the probability of its deexcitation back into a bound state plus the interference term, which is further examined in section 3.3.

Figure S2 visualizes the wave function splitting algorithm and its contributions outlined above for three explicit time steps. The wave function splitting algorithm is mathematically not depending on the dimensionality of the wave function and can be applied as long as the basis of the projection operators can be calculated. For higher dimensions, obtaining this basis is computationally demanding.
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Figure S2. Graphical depiction of wave function splitting algorithm for three example time steps. All wave functions and operators as described in the text. The top, blue row shows the propagation of the full wave function. In each time step, $t_{i}$, the wave function is dissected into a bound (brown) and continuum (red) part, $\left|\Psi^{\text {bound }}\left(t_{i}\right)\right\rangle$ and $\left|\Psi^{\text {cont }}\left(t_{i}\right)\right\rangle$, via the respective projection operators, $\mathcal{P}$ and $\mathcal{Q}$. Further propagation and projection of those by one time step gives the partial wave function of newly created continuum electrons (green), $\left|\Psi_{i}^{\text {new }}\right\rangle$, and deexcitation into bound states (violet), $\left|\Psi_{i}^{\text {deex }}\right\rangle$. The interference term (red), $\mathcal{S}\left(t_{i}\right)$ describes interference between newly created continuum electrons and continuum electrons created at previous times.

## Appendix C. Detailed analysis of Intensity-dependent CEP effects with a wave function splitting algorithm

Here, we present a detailed analysis of the effects described in section 3.3 using the wave function splitting algorithm of appendix B.

All expectation values to an operator $\mathcal{O}$ shown in the following are calculated via $\langle\langle\Phi| \mathcal{O} \mid \Phi\rangle\rangle=\langle\Phi| \mathcal{O}|\Phi\rangle /\langle\Phi|$ $\Phi\rangle$, where $\Phi$ represents either the full wavefunction or one of its projections.

The results of the wave function splitting algorithm are shown in figure S3. The first row a) shows the electric field and vector potential, followed by the momentum and coordinate expectation value of the bound wave function, $\left.\left\langle\left\langle\Psi^{\text {bound }}\left(t_{j}\right)\right| p \mid \Psi^{\text {bound }}\left(t_{j}\right)\right\rangle\right\rangle \quad$ and $\left.\quad\left\langle\left\langle\Psi^{\text {bound }}\left(t_{j}\right)\right| x \mid \Psi^{\text {bound }}\left(t_{j}\right)\right\rangle\right\rangle$, in the second row b). The third row c) depicts the momentum expectation values of the continuum wave function, $\left.\left\langle\left\langle\Psi^{\text {cont }}\left(t_{j}\right)\right| p \mid \Psi^{\text {cont }}\left(t_{j}\right)\right\rangle\right\rangle$, the momentum of newly created continuum electrons, $\left.\left\langle\left\langle\Psi_{j}^{\text {new }}\right| p \mid \Psi_{j}^{\text {new }}\right\rangle\right\rangle$ and the change of this momentum after the light pulse has vanished at $\left.t_{\text {end }}=N_{t} \Delta t, \quad\left\langle\left\langle\Psi_{j}^{\text {free }}\left(N_{t}\right)\right| p \mid \Psi_{j}^{\text {free }}\left(N_{t}\right)\right\rangle\right\rangle$. The interference term, $\mathcal{S}\left(t_{j}\right)$ (equation (B10c)), can be rewritten to
extract the momentum influenced by interference: $\mathcal{S}_{p}\left(t_{j}\right)=$ $2 \operatorname{Re}\left\{\left\langle\sum_{i<j} \Psi_{i}^{\text {free }}\left(t_{j}\right)\right| p\left|\Psi_{j}^{\text {new }}\right\rangle\right\}$. The (norm-weighted) momentum influenced by interference, $\mathcal{S}_{p}\left(t_{j}\right) / \mathcal{S}\left(t_{j}\right)$, follows for all our examples the momentum of newly created electrons, $\left.\left\langle\left\langle\Psi_{j}^{\text {new }}\right| p \mid \Psi_{j}^{\text {new }}\right\rangle\right\rangle$. The cumulative sum yields the continuum momentum at time $t_{j}$ purely defined by interference effects: $\sum_{i \leqslant j} \mathcal{S}_{p}\left(t_{i}\right)$. The last row d) in figure S 3 shows the norm of all contributing processes according to equation (B11b). To improve readability, we will treat time as a continuous quantity below, despite its numerical representation via a discretized grid.

## C.1. Asymmetry at $I=10^{15} \mathrm{~W} \mathrm{~cm}^{-2}$

Starting with the cosine-like pulse of $\phi_{\mathrm{CE}}=0$ (column I in figure S3), we see in I b) that the initial negative vector potential leads to a polarization of the wave function's average position, $\left.\left\langle\left\langle\Psi^{\text {bound }}(t)\right| x \mid \Psi^{\text {bound }}(t)\right\rangle\right\rangle$ (I b dotted line), to negative coordinate values following $\int \mathcal{A}(t) \mathrm{d} t$. This leads to a positive restoring force due to the Coulomb potential and, thus, the positive momentum expectation value $\left.\left\langle\left\langle\Psi^{\text {bound }}(t)\right| p \mid \Psi^{\text {bound }}(t)\right\rangle\right\rangle$ (I b solid line). The positive momentum in the bound state is


Figure S3. Results of the wave function splitting algorithm for column I: $\phi_{\mathrm{CE}}=0$ and $I=10^{15} \mathrm{~W} \mathrm{~cm}^{-2}$, column II: $\phi_{\mathrm{CE}}=\frac{\pi}{2}$ and $I=10^{15} \mathrm{~W} \mathrm{~cm}^{-2}$, and column III: $\phi_{\mathrm{CE}}=\frac{\pi}{2}$ and $I=10^{17} \mathrm{~W} \mathrm{~cm}^{-2}$. For clarity, in a given row the legend is only shown in the first panel (column (I). In column III, re-scaling of some data was performed and is indicated by a new legend. Row (a) shows the vector and electric field, $A(t)$ (solid blue) and $E(t)$ (dashed orange). Row (b) shows momentum and position behavior of the bound wave function,
$\left.\left\langle\left\langle\Psi^{\text {bound }}(t)\right| p \mid \Psi^{\text {bound }}(t)\right\rangle\right\rangle$ (solid blue) and $\left.\left\langle\left\langle\Psi^{\text {bound }}(t)\right| x \mid \Psi^{\text {bound }}(t)\right\rangle\right\rangle$ (dotted purple). Row (c) depicts the momentum expectation values of the continuum wave function, $\left.\left\langle\left\langle\Psi^{\text {cont }}(t)\right| p \mid \Psi^{\text {cont }}(t)\right\rangle\right\rangle$ (solid blue), the momentum of newly created continuum electrons, $\left.\left\langle\left\langle\Psi_{t}^{\text {new }}\right| p \mid \Psi_{t}^{\text {new }}\right\rangle\right\rangle$ (dashed orange), the change of this momentum after the light pulse has vanished at $\left.t_{\text {end }}=N_{t} \Delta t,\left\langle\left\langle\Psi_{t}^{\text {free }}\left(t_{\text {end }}\right)\right| p \mid \Psi_{t}^{\text {free }}\left(t_{\text {end }}\right)\right\rangle\right\rangle$ (dashed-dotted green), and the continuum momentum at time $t$ purely defined by interference effects: $\sum_{i \leqslant t} \mathcal{S}_{p}(i)$ (dotted purple). The last row (d) gives the norm of all contributing processes according to equation (B11b). The long vertical dashed lines indicates zero points in the interference term that are of interest and discussed in the text. These zero points lead to a modulation in the continuum momentum, $\left.\left\langle\left\langle\Psi^{\text {cont }}(t)\right| p \mid \Psi^{\text {cont }}(t)\right\rangle\right\rangle$. Note the different order of magnitude indicated in the legend. The cusps in panel (c) are due to singularities in the norm of $\left|\Psi_{t}^{\text {new }}\right\rangle$.
qualitatively similar, but enhanced in the momentum of the newly born electrons into the continuum at each time step, $\left.\left\langle\left\langle\Psi_{t}^{\text {new }}\right| p \mid \Psi_{t}^{\text {new }}\right\rangle\right\rangle$ (I c dashed line). $\left.\left\langle\left\langle\Psi_{t}^{\text {free }}\left(t_{\text {end }}\right)\right| p \mid \Psi_{t}^{\text {free }}\left(t_{\text {end }}\right)\right\rangle\right\rangle$ (I c dashed-dotted line) reveals that this initial momentum is only slightly altered by further propagation in the Coulomb and light field. The (accumulated) momentum in the continuum, $\left.\left\langle\left\langle\Psi^{\text {cont }}(t)\right| p \mid \Psi^{\text {cont }}(t)\right\rangle\right\rangle$ (I c solid line), differs from the momentum of the newly created continuum electrons and shows temporal modulations. A comparison with the momentum purely defined by interference, $\sum_{t^{\prime} \leqslant t} \mathcal{S}_{p}\left(t^{\prime}\right)$ (I c dotted line), shows a perfect overlap indicating a fully interference-driven process of ionization. This is also evident by comparing the norms of the different contributing processes (I d). Interference (I d dashed-dotted line) is dominating by a factor of 100 over newly created continuum electrons (I d solid line), while deexcitation into the bound states is negligible (I d dashed line). The interference-driven modulations
in the continuum momentum, $\left.\left\langle\left\langle\Psi^{\text {cont }}(t)\right| p \mid \Psi^{\text {cont }}(t)\right\rangle\right\rangle$ (I c solid line), can also be reasoned by the interference term, $\mathcal{S}(t)$ (I d dashed-dotted line), directly: For $t<0.0 \mathrm{fs}$ the interference term is positive (constructive), in the interval $t \in$ [ $0.00,0.03]$ fs it is negative (destructive) and afterwards again positive (constructive). The destructive interference during $t \in$ $[0.00,0.03]$ fs of positive momenta leads to the modulation seen in $\left.\left\langle\left\langle\Psi^{\text {cont }}(t)\right| p \mid \Psi^{\text {cont }}(t)\right\rangle\right\rangle$ (I c solid line).
For the sine-like pulse of $\phi_{\mathrm{CE}}=\frac{\pi}{2}$ (column II), we follow the same reasoning as above to explain the behavior of the continuum electron. The temporal momentum behavior can again be traced back to interference dominating the ionization and leading to modulation in the momentum, $\left.\left\langle\left\langle\Psi^{\text {cont }}(t)\right| p \mid \Psi^{\text {cont }}(t)\right\rangle\right\rangle$ (II c solid line) due to constructive and destructive interference (II d dashed-dotted line). The reason that no (substantial) asymmetry is observed is due to, firstly, bound state polarization in both directions (II b dotted line)
leading to a change in restoring force (II b solid line) imprinted on the continuum electrons (II c dashed line) and, secondly, an interference that compensates constructive and destructive parts after $t>0.07 \mathrm{fs}$.

## C.2. Asymmetries at $I=10^{17} \mathrm{Wcm}^{-2}$

The latter point of constructive and destructive compensation in interference contribution is the essential change when going to $I=10^{17} \mathrm{~W} \mathrm{~cm}^{-2}$ that leads to an asymmetry for $\phi_{\mathrm{CE}}=\frac{\pi}{2}$ (column III in figure S3): For the increased intensity, the bound state polarization (III b dotted line) scales by a factor of ten (proportional to the electric field strength) compared to $I=10^{15} \mathrm{~W} \mathrm{~cm}^{-2}$, which leads to larger restoring force (III b solid line) and, subsequently, momentum expectation values (III c). However, their qualitative behavior is identical for both intensities. The momentum modulation in the continuum, $\left.\left\langle\left\langle\Psi^{\text {cont }}(t)\right| p \mid \Psi^{\text {cont }}(t)\right\rangle\right\rangle$ (III c solid line), is again interferencedriven and can be explained by the change in positive and negative values of $\mathcal{S}(t)$ (III d dashed-dotted line). Here lies the difference to the asymmetry-free sine-like pulse at $I=$ $10^{15} \mathrm{~W} \mathrm{~cm}^{-2}$. After $t>0.07$ fs the interference, $\mathcal{S}(t)$, is strictly negative for $I=10^{17} \mathrm{~W} \mathrm{~cm}^{-2}$ (III d dashed-dotted line), while it is equally positive and negative for $I=10^{15} \mathrm{~W} \mathrm{~cm}^{-2}$ (II d dashed-dotted line). This difference leads to a final positive asymmetry for $I=10^{17} \mathrm{~W} \mathrm{~cm}^{-2}$, that is absent for lower intensities. The negative (destructive) interference, $\mathcal{S}(t)$ (III d dashed-dotted line), of negative momentum components, $\left.\left\langle\left\langle\Psi_{t}^{\text {new }}\right| p \mid \Psi_{t}^{\text {new }}\right\rangle\right\rangle$ (III c dashed line), leads to a net positive momentum imprinted in the final continuum wave packet after ionization, $\left.\left\langle\left\langle\Psi^{\text {cont }}\left(t_{\text {end }}\right)\right| p \mid \Psi^{\text {cont }}\left(t_{\text {end }}\right)\right\rangle\right\rangle$ (III c solid line).

Moreover, row III d) shows a change in relative contribution of the different processes involved. The deexcitation term is increased compared to lower intensity, but still overall negligible (factor ten compared to contribution of newly created electrons). In general, the overall ionization magnitude and the norm of the processes involved follows the vector potential (row d), i.e. are zero if the vector potential is zero.

To summarize, while the polarization of the bound wave function is responsible for the initial momentum of newly created electrons in the continuum, the important term driving the ionization is interference of newly created continuum electrons with the already present continuum electrons (continuum-continuum interference). This term explains the temporal momentum modulations and is responsible for the final emission asymmetry. Moreover, the CEP- and intensitydependent effect reported in this section is-unlike the redshift of the PES reported in section 3.1-a temporal pulse effect, which is not present in our simulations for a temporally elongated, quasi-chirped attosecond XUV pulse with a comparable spectral intensity.

We are confident that the wave function splitting algorithm can be applied to a plethora of problems and systems. In this first example, interference turned out to be the driving force, but for other setups deexcitation might become relevant and can be monitored in detail using this algorithm. We also want to point out that the partitioning by bound and continuum projection operators is just one example. In principle,
the algorithm can be applied to any kind of Hilbert space partitioning, as long as the eigenfunctions of the projection operators are computationally accessible.
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[^1]Chemical reactions occur through the redistribution of valence electrons, which involves nuclear motion mediated by the Coulomb force. The coupling between electronic and nuclear degrees of freedom ${ }^{1}$ can often be very strong, thus making the real-time investigation of electronic dynamics very challenging ${ }^{2}$. However, such non-adiabatic dynamics are essential to understand as they frequently occur in polyatomic molecular systems. Conical intersections ${ }^{3,4}$ (CIs) provide fast and radiation-less energy relaxation between different potential energy surfaces (PESs), efficiently converting electronic excitation into vibrational excitation. Prominent examples are the retinal isomerization ${ }^{5}$ of the vision process and the photo-stability of DNA bases ${ }^{6}$. Due to the importance of valence electron dynamics, many methods were developed; e.g., ultrafast twodimensional spectroscopy ${ }^{7-11}$, attosecond transient absorption ${ }^{12-14}$, time-resolved photoelectron spectroscopy ${ }^{15-17}$, x-ray spectroscopy $^{18,19}$ and high harmonic spectroscopy ${ }^{20-25}$. Nevertheless, a tremendous challenge for existing methods is still the combined requirement for ultrafast time resolution ${ }^{26-28}$, the capability to disentangle timeoverlapping electronic and nuclear dynamics ${ }^{29}$, and to follow radiation-less decay across transient and optical dark states ${ }^{30}$.

Here, we meet these combined challenges with attosecond core-level spectroscopy, which reveals the pathways and real-time conical intersection dynamics in photo-excited neutral furan and its electronic and vibrational dynamics on their native ultrafast time scale. The element and orbital selectivity of core-level spectroscopy, combined with attosecond temporal resolution, reveals the heterocyclic system's electronic and nuclear evolution predominantly into its ring-opening product. Moreover, we are able to resolve electronic and vibrational quantum beating during the pathway dynamics as inherent marker of the dynamic properties of the electronic and vibrational wave packets. We chose to

54 investigate furan $\left(\mathrm{C}_{4} \mathrm{H}_{4} \mathrm{O}\right)$ since it serves as a prototypical system for heterocyclic organic 55 rings ${ }^{31,32}$, which are essential building blocks of polymers, fuels, pharmaceuticals, 56 atmospheric constituents, organic electronics and light-harvesting systems, 57 agrochemicals, and more. Thus, their photochemical dynamics and relaxation processes 58 are of great interest ${ }^{33}$ for various applications. The results of our investigation 59 demonstrate that the initially recognized potential of ultrafast x-ray absorption 60 spectroscopy ${ }^{34-39}$ is now matured with attosecond core-level spectroscopy ${ }^{14,34,35,40-42}$ into 61 a powerful analytical technique to elucidate complex chemical reaction dynamics.

Attosecond core-level spectroscopy provides information on the unoccupied electronic density of states (UDOS) via dipole-allowed core-level K- or L-shell transitions; thus, the method is sensitive to optically dark states that cannot be detected with UV/VIS transient absorption methods, but that play a crucial role in many reaction pathways. We emphasize that core-level attosecond spectroscopy is distinct from general attosecond transient absorption spectroscopy (ATAS ${ }^{12,13,43}$ ) in that the absorption spectrum arises only due to transitions from the innermost core states, i.e., $1 \mathrm{~s}(\mathrm{~K})$ or $2 \mathrm{~s}, 2 \mathrm{p}(\mathrm{L})$ states. The difference in binding energy between the core and valence states is sufficiently high such that screening ensures the valence UDOS to be probed is not significantly altered by removing a core electron. Shallow-bound semi-core or near-valence states, that are accessible with XUV radiation, may not have sufficient screening. Moreover, the absorption spectrum from shallow-bound semi-core to valence transitions incur multiplet effects ${ }^{44}$, i.e. a large number of transitions lead to the final state that have to be disentangled for a meaningful interpretation of the measured optical spectrum. For instance, ignoring spin, the 1 s transition involves only one electron to the final state. In stark contrast, a 3p semi core hole ( $3 p^{\wedge} 53 d^{\wedge} N+1$ ) would lead to 45 final states that determine the $x$-ray spectral shape

80 of the final state. Core-level transitions avoid such complications and are thus critical for 81 the unambiguous identification of electronic and nuclear effects ${ }^{45}$.



Figure 1. (a) Potential energy surfaces showing the $R O$ and $R P$ pathways and the relevant electronic states. Note that the excited states $S_{1}, S_{2}$, and $S_{3}$ refer to the adiabatic states, which change their electronic configurations upon passage across the CIs. (b) Static (non-excited furan) carbon-edge XANES. The measured absorption (red) and the calculated one (blue) are shown. Purple and yellow vertical lines indicate spectral contributions from the two symmetry-distinguishable carbon atoms ( $C_{1}$ and $C_{2}$ ). The prominent peak at 286 eV originates from transitions from the two non-symmetry-equivalent carbon atoms to the lowest unoccupied molecular orbital, $\operatorname{LUMO}\left(C(1 s) \rightarrow \pi^{*}\right)$. Further shown are contributions to higher lying electronic states, such as Rydberg states, anti-bonding $\sigma^{*}$, and higher order $\pi^{*}$ states (indicated as 1), see also SI S4.

The relevant electronic states for photo-excited furan are shown in Fig. 1(a) Infrared multi-photon absorption of $0.7 \mathrm{eV}(1850 \mathrm{~nm})$ photons excites the molecule from its electronic ground state (GS) to the $\pi \pi^{*}\left(\mathrm{~S}_{2}\right)$ excited state. We note that the first excited state, the $\pi 3 \mathrm{~s}\left(\mathrm{~S}_{1}\right)$ Rydberg state, is optically dark in the Franck-Condon (FC) region while the $\pi 3$ p $\left(S_{3}\right)$ Rydberg state, which is energetically very close to the $S_{2}$ state, possesses a

99 6x smaller oscillator strength (see SI S5.2). Theoretical investigations ${ }^{31,46-48}$ have discussed two competitive pathways along which furan evolves after photo-excitation into the $\mathrm{S}_{2}$ state: (i) The molecule can evolve after $\pi \pi^{*}$ excitation in the FC region via non-adiabatic passage through the $\mathrm{S}_{2}\left(\pi \pi^{*}\right) / \mathrm{S}_{1}(3 \mathrm{~s})$ crossing and $\mathrm{S}_{1}\left(\pi \pi^{*}\right) / \mathrm{S}_{0}$ conical intersections back to the initial GS $\left(\mathrm{S}_{0}\right)$. This pathway leads to distortion of the nuclear framework out of the molecular plane, called ring-puckering (RP). (ii) Alternatively, RO occurs via 3 CIs. $\pi \pi^{*}$ excitation in the FC region proceeds through a $\mathrm{S}_{2}\left(\pi \pi^{*}\right) / \mathrm{S}_{1}(3 \mathrm{~s})$ conical intersection and subsequently leads to a transient population of the optically dark $\pi \sigma^{*}$ state via non-adiabatic passage through the $\mathrm{S}_{1}\left(\pi \pi^{*}\right) / \mathrm{S}_{1}\left(\pi \sigma^{*}\right)$ conical intersection. The anti-bonding $\pi \sigma^{*}$ state is repulsive, thus leading to the fission of the C-O bond. At the ring-opened geometry, the system further relaxes through the $\mathrm{S}_{1}\left(\pi \sigma^{*}\right) / \mathrm{S}_{0}$ conical intersection to the electronic ground state. This non-adiabatic pathway is called ringopening (RO). Both pathways ${ }^{49}$ lead to strong vibrational excitation.

Previous experimental studies employed single- and strong-field excitation to identify these pathways. For instance, photoemission experiments successfully identified, yet with contradicting outcome, the photoproducts of $\mathrm{RP}^{50,51}$ or $\mathrm{RO}^{52}$ and inferred branching ratios $^{53}$ and diabatic passage ${ }^{42}$ through a CI, but with insufficient resolution to identify and track the predicted electronic dynamics. A recent investigation with ultrafast electron diffraction on cyclohexadiene ${ }^{54}$ has directly revealed the end product of conformational change. Femtosecond x-ray absorption spectroscopy on furfural ${ }^{55}$ identified the chemical shift and population of PES, but it could not resolve electronic coherences or vibrational excitations upon diabatic passage. Thus far, despite encouraging progress ${ }^{55,56}$, identifying the non-adiabatic pathways with their expected electronic and vibrational coherences has been obscured by the challenge of temporally resolving and directly spectrally identifying

123 them ${ }^{19,57}$. Even more so, the evolution of the coupling of electronic and vibrational

Here, we meet this challenge with IR-pump, core-level x-ray absorption near-edge spectroscopy (XANES) probe measurements with an attosecond soft x-ray beamline on gas-phase furan. We photo-excite furan inside a 4-mm-long effusive cell with 400-micron entrance and exit holes for pump and probe beams by multi-photon absorption of 17-fsduration, carrier-envelope phase (CEP) stable pulses at $1850 \mathrm{~nm}(0.7 \mathrm{eV})$ with intensity up to $47 \mathrm{TW} / \mathrm{cm}^{2}$ on target. This intensity yields photo-excited neutral states with an estimated negligible fraction of ionization of up to $2.5 \%$. The attosecond soft-x-ray (SXR) pulse interrogates photo-excited furan in transmission by measuring the XANES with a homebuilt SXR spectrometer with $1 / 1000$ resolution at the carbon K-edge at 284 eV . See the SI for experimental details.

Before detailing the temporal reaction dynamics, we highlight the sensitivity of XANES to orbital symmetries. For instance, in the GS, the molecule exhibits $\mathrm{C}_{2 \mathrm{v}}$ symmetry, i.e., only 2 of the 4 carbon atoms are distinct. This symmetry arises from the different binding of the two sets of carbon atoms $\left(\mathrm{C}_{1}\right.$ and $\left.\mathrm{C}_{2}\right)$ and sensitively registers as two energetically shifted core transitions $\mathrm{C}_{1,2}(1 \mathrm{~s}) \rightarrow \pi^{*}$ in the x -ray absorption spectrum. Figure 1 (b) shows the measured static (un-pumped) XANES, in which the two distinct carbon atoms are visible as double peaks around 285.6 eV and 286.5 eV . Further visible in the edge region, above the two LUMO peaks, are contributions from transitions into the Rydberg and $\sigma^{*}$ states and higher order and mixed $\pi^{*}$ states.


166 methods include coupled cluster singles and doubles calculations ${ }^{58}$ to calculate the XAS spectra, and for the excited-state dynamics, semi-classical ab-initio on-the-fly surfacehopping dynamics including non-adiabatic and laser couplings ${ }^{59}$; see the SI S8 for detailed information.

```
Early times - coherent electronic wave packet dynamics induced at the 1 st conical
```



Figure 2 a shows that very early delay times feature rich dynamics. We attribute the initial pump pulse interaction to an excitation into the $\pi \pi^{*}\left(\mathrm{~S}_{2}\right)$ state of neutral furan by comparison of the spectral data to various theoretical simulations (see supplement S5 and figures therein). Optical excitation of one electron from the highest occupied molecular orbital (HOMO) into the lowest unoccupied molecular orbital (LUMO) by the pump pulse creates singly occupied molecular orbitals (SOMO). It registers as a new absorption peak in the differential absorption spectrum: the appearance of the single SOMO peak in the pre-edge region (below 285 eV ), shown as a line out in Fig. 2(b), is due to electronic excitation of the $\pi \pi^{*}\left(\mathrm{~S}_{2}\right)$ state in the FC region and core excitation of $\mathrm{C}_{1,2}(1 \mathrm{~s})$ into the hole created in the $\pi$ orbital. Subsequently, analysis of the time evolution of different energetic signatures above the edge region provides insight into the electronic coupling and dynamics. Immediately apparent in Fig. 2(a) at early delay times are strong modulations in the differential absorption spectrum, both positive (red) and negative (blue), and across the entire shown photon energy range. The strong modulations in the differential absorption spectrum are especially pronounced at 287 eV and 289.4 eV (signal region "I" and "II"), shown as a line-out of in Fig. 3(a). The two differential absorption curves reveal rapid modulations at a frequency of $63 \pm 9 \mathrm{THz}$, corresponding

191 to a period of 16 fs ; see inset in Fig. 3(a). Interestingly, these modulations are out-of- phase to each other and reduce in depth after about 80 fs .

To elucidate the origin of this behavior, Fig. 4(a) shows the calculated population dynamics within the first electronic excited states. The remarkable agreement with the measurement allows us to explain the observed behavior: we find from the semi-classical dynamics that already after 12 fs $\pi \pi^{*}$ population traverses the $\mathrm{S}_{2}\left(\pi \pi^{*}\right) / \mathrm{S}_{1}(\pi 3 \mathrm{~s})$ conical intersection. Passage through the conical intersection simultaneously populates the first $\left(\mathrm{S}_{1}\right)$ and the second $\left(\mathrm{S}_{2}\right)$ excited states. Splitting of the electronic wavepacket upon crossing of the CI thus establishes a fixed phase relation between the two evolving populations which manifests itself in quantum beats due to the intrinsic electronic coherence (see S7 of SI for more details). The measured beat frequency of $63 \pm 9 \mathrm{THz}$ is in excellent agreement with theory, which predicts frequencies of $60 \pm 6 \mathrm{THz}$ for RO and $62 \pm 9 \mathrm{THz}$ for RP; see Fig. 4(c). Simulations confirm the dephasing of the coherence around 60 fs due to the different dispersion of PES, in good agreement with the measurement.

Further, the coherent electronic motion of charge density across the two distinct carbon atoms of furan exhibits a $\pi$-phase shift between the spatially separate nuclear sites, shown as red and green insets in Fig. 3(a) and SI Fig. S18. Such out-of-phase oscillations of electronic quantum beats have been theoretically predicted ${ }^{60}$ but not experimentally detected in x-ray absorption. They register via the complex transition dipole matrix element of the core-transition to the common final (valence) state as anti-phase evolution of quantum beats at the two energies that are distinct for the two carbon sites. The detection of the beating signifies that the measurement provides site-specific tracking of

216 the coherent wave-packet evolution across the molecule's nuclear structure and clocking 217 electronic coherence between different states. The electronic quantum beating is 218 predominant in spectral regions "I" and "II" as in these spectral areas, the two involved 219 valence states $S_{1}$ and $S_{2}$ have a common final state in the x-ray absorption (for a more

235 Vibrational dynamics in the excited electronic state $-2^{\text {nd }}$ conical intersection

238 Following the dynamic evolution of the coherent mode at 63 THz , we observe switchover around 80 fs to a lower-frequency mode at $36 \pm 9 \mathrm{THz}$ (Fig. 3b). This mode decays after 140 fs . Our combined experimental and theoretical analysis shows in the following that this switchover is a direct real time observation of electron-nuclear correlation around a conical intersection manifested as a change in quantum beating: the semi-classical dynamics shows that for the RO pathway the nuclear wave packet passes through another conical intersection, $\mathrm{S}_{1}\left(\pi \pi^{*}\right) / \mathrm{S}_{1}\left(\pi \sigma^{*}\right)$, after around 58 fs . This passage results in a change of the $\mathrm{S}_{1}$ state's electronic character to the optically dark dissociative $\pi \sigma^{*}$ state (see SI S6). The appearance of the $36 \pm 9 \mathrm{THz}$ frequency mode originates from coherent vibrational motion along this dissociative state as vibrational quantum beating. A normal mode analysis on the ensemble of trajectories allows us to identify a 37 THz mode as being unique to the RO pathway (see Fig. 4(d), SI S11) and resembling the C-O bond fission. This nuclear wave packet motion is accompanied by the dephasing of the coherent electronic wave-packet motion due to the rapidly increasing energy separation of electronic states along the RO pathway (Fig. 4(b)). The stretching of the nuclear framework destabilizes the $S_{2}$ and $S_{3}$ PES, while it stabilizes $S_{1}$ (see Fig. 1(a)). Thus, we clearly see the interplay of nuclear and electronic wave packet as change in the frequency of the quantum beating from 63 THz to 36 THz around the $\mathrm{S}_{1}\left(\pi \pi^{*}\right) / \mathrm{S}_{1}\left(\pi \sigma^{*}\right)$ conical intersection. The experimentally retrieved time scales of this coupled nuclear and electronic dynamics are in excellent agreement with the results of the simulations.

In addition, the increasing PES gradient of the RO trajectory results in strong deformation of the nuclear framework and coherent vibrational excitation. This is visible as a large chemical shift from 286.5 to 284 eV in the differential absorption spectrum; see Fig. 2(a) area "II"-"III". The accompanying observed splitting of the single SOMO peak (Fig. 2(c)) into 4 peaks after about 80 fs is the unmistakable signature of ring scission due to the

263 breakage of $\mathrm{C}_{2 \mathrm{v}}$ molecular symmetry and of presence of electronic population in the $\pi \sigma^{*}$
264 dark state (see also SI S6 and S12).

266 Later times, ring-opening to the GS - the $\mathbf{3}^{\text {rd }}$ conical intersection $\mathrm{S}_{\mathbf{1}}\left(\boldsymbol{\pi} \boldsymbol{\sigma}^{*}\right) / \mathrm{S}_{\mathbf{0}}$

Lastly, we find that the vibrational coherence and the spectral features of the $\pi \sigma^{*}$ state vanish after 140 fs (Fig. 3 and SI S6). This is in excellent agreement with the theory which predicts passage along the RO trajectory through the $\mathrm{S}_{1}\left(\pi \sigma^{*}\right) / \mathrm{S}_{0}$ conical intersection after 158 fs that manifest as a long-lasting signal around 282 eV unique to RO (Fig. 2(a), area 272 "IV", see also SI S6). This, combined with the observation of the SOMO peak splitting (Fig. 2(c)), and the measured vibrational coherence with a frequency of $36 \pm 9 \mathrm{THz}$ (c.f. Fig. 3(b) and Fig. 4(d)) are clear evidence of the system's evolution towards RO. Theory coordinate. This is in excellent agreement with the measurement.

[^2]We have shown that attosecond core-level spectroscopy is a potent method to reveal correlated multi-body dynamics in a complex molecular system on its native ultrafast timescale. We demonstrate the technique provides several different observables that allow us to disentangle the entire time-evolution of complex-coupled molecular electronic and vibrational dynamics after photo-excitation. The method's particular sensitivity to electronic coherences, phases, optically dark states, and vibrational dynamics allows to resolve and identify non-adiabatic passages, changes in a system's electronic character, and quantum beats. Further, core-level spectroscopy is state and element-specific, permitting spatially resolving electronic wave-packet dynamics across the molecular framework. This study on furan disentangles the system's whole nonadiabatic passage across three conical intersections and reveals the entire buildup of CImediated electronic coherences with their dephasing induced by a coupled vibrational cooling to the ring-opening ground state. Such combined energy and time resolution of attosecond core-level spectroscopy reveals hitherto inaccessible insight into molecular systems' real-time electronic and nuclear dynamics. Armed with intricate knowledge of a molecular system's different couplings and phase evolution, this may provide a decisive new basis for an engineered approach to quantum control. Insight into vibronic couplings may allow arresting dephasing of electronic excitations to facilitate efficient molecular reaction dynamics, to study the correlated multi-body dynamics leading to isomerization (Azo and retinal), or to understand energy relaxation dynamics in DNA.

## Methods

In our experiment, a $1.8 \mu \mathrm{~m}$ CEP-stable 17 fs strong-field pump with estimated on-target peak intensity of $4.7 \times 10^{13} \mathrm{~W} / \mathrm{cm}^{2}$ excites the furan molecule. A time-delayed, isolated attosecond probe pulse allows following the excited-state dynamics. This pulse is

318 obtained through high harmonics generation by tightly focusing a portion of the sub-2
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## S1 Experimental Setup

X-ray absorption near-edge fine structure (XANES) spectroscopy was performed in a home-built soft X-ray (SXR) beamline in which a Mach-Zehnder interferometer permits attosecond-resolved pumpprobe experiments; Fig. S1 shows a sketch of the setup. A $380-\mu \mathrm{J}, 1850-\mathrm{nm}(0.7 \mathrm{eV})$, sub-2-cycle, CEPstable pulse from a home-built $1-\mathrm{kHz}$ laser system ${ }^{1}$ is sent into the beamline. This pulse is split by $70 / 30$ beam splitter (BS) and the low energy portion is directed as pump to the target. The high-energy part is focused into a high-pressure gas target (GT) $)^{2-4}$, with backing pressures up to 12 bar in Helium.


Figure S1. Sketch of the pump-probe scheme in the Attosecond Beamline to study ultrafast carrier and lattice dynamics in graphite. The output of the laser system is separated by a beam-splitter (BS) into a pump and high-harmonic driver with a ratio 30/70. The transmitted beam is focused (CM) into a gas target (GT) filled with Helium to produce isolated attosecond soft $X$ ray pulses via high harmonic generation which constitute the probe of the experiment. The $X$-ray are focused by an ellipsoidal mirror (EM) onto the gas cell (GC), being transmitted through a holy mirror (HM). The transmitted X-rays is then dispersed by an X-ray grating (XG) and detected by an X-ray camera (CCD). The reflection of the beam-splitter constitutes the pump arm, synchronized with the probe with a delay stage (DS). The beam is first expanded (DL), then focused with a calcium fluoride lens (CL) onto the GC, where the beam is overlapped in space and time with the probe. The remaining pump light is then blocked by a movable slit (MS) and a second metallic filter (MF) to reduce stray light on the camera.

The conditions for the present experiment were identical to the ones in Ref. ${ }^{4}$ for producing an isolated 165-as pulse in the SXR water window with a spectrum from 250 to 500 eV (see Figure S2 a). The emerging SXR pulse is focused onto target with a SXR ellipsoidal mirror (EM) (Carl Zeiss AG) to a focal spot of $15 \pm 5 \mu \mathrm{~m}$ FWHM. The target is a gas sample cell (GC) ( 4 mm long) with $400 \mu \mathrm{~m}$ holes to pass the laser beams and through which the vapors of furan (Sigma-Aldrich, concentration $>95 \%$ ) at room temperature exit. After the target, a 100 nm Sn filter (MF) is used to reject the pump light before the SXR radiation is dispersed with a home-built SXR spectrograph, which consists of a flat-field aberration-corrected and reflecting concave grating (2400 lines/mm; Hitachi High Technologies America, Inc.) and a cooled, back-illuminated CCD (PIXIS-XO; Princeton Instruments); the resolution of the spectrograph is 0.3 eV at the Carbon K-edge at 284 eV . The pump-probe delay is controlled via a closed-loop delay stage (Smaract GmbH ) and the pump beam is recombined with the SXR one with a holey mirror (HM) before the target. In order to achieve high intensity, the pump beam is focused with a combination of a diverging $(f=-300 \mathrm{~mm})$ and a focusing $(\mathrm{f}=300 \mathrm{~mm})$ lenses, respectively DL and FL, at a relative distance of 40 cm . This ensures a large beam size on the holey mirror that allows to reduce losses and a focal waist of $48 \pm 1 \mu m$. This is almost three times larger than the probe spot size, which ensures probing a homogeneously pumped region of the sample by the much smaller SXR beam. A pump pulse duration of 17 fs was retrieved from a second-order-harmonic frequency-resolved optical gating (FROG) measurement (see Figure S2 c). This would lead to a peak pump intensity of $6.4 \pm$ $2 \times 10^{13} \mathrm{~W} / \mathrm{cm}^{2}$. However, considering the temporal profile of the pump, the useful area under the
temporal peak corresponds to an applicable peak intensity of $4.7 \pm 2 \times 10^{13} \mathrm{~W} / \mathrm{cm}^{2}$ at the molecular target.




Figure S2. Spectral and temporal characterization of the pump and probe pulses. (a) the spectrally resolved SXR attosecond pulse. (b): measured spectral profile of the $1.85 \mu \mathrm{~m}$ pump. (c) Reconstructed temporal profiles from second-harmonic frequency resolved optical gating (SH-FROG) measurements of the $1.85 \mu \mathrm{~m}$ pump.

## S2 Data acquisition

The data acquisition protocol consists of a collection of series of spectra with different combinations of pump and probe beams on the sample. Shutters along the probe and the pump paths are synchronized with the CCD camera and were used to alternate in a sequence of 55 spectra of 15 seconds integration for the pump plus probe (Ipp), 55 spectra of 15 s integration for the probe $\left(\mathrm{I}_{0}\right)$ and 10 spectra of 15 s for the pump (Ip) case. This scheme allows to minimize the shot-to-shot noise of the SXR beam; the pumponly acquisition enables the correct background subtraction of the Ipp spectra. Each delay step resulted in 35 min of measurement time. To account for possible slow drifts in the SXR flux, we normalize each background corrected pump plus probe spectrum to the corresponding $I_{0}$ on two energy regions, one
before the carbon K-edge ( 260 to 280 eV ) and one after ( 300 to 320 eV ), both being far enough from the edge such that no pump induced effect are present. Finally, the contributions of each delay step are summed together and the resulting spectra, $\overline{I p p}$ and $\overline{I 0}$, are then used to build the differential absorption as $\triangle O D=-\ln \left(\frac{\overline{I p p}}{\overline{I D}}\right)$.

In the first part of the measurement ( -45 fs to 115 fs ), we used a pump-probe delay step size of 2.5 fs to catch all the details of the first part of the dynamic; afterwards the step size has been increased first to 5 $\mathrm{fs}(115 \mathrm{fs}$ to 180 fs$)$ and then to $20 \mathrm{fs}(180 \mathrm{fs}$ to 380 fs$)$ in order to capture the long timescales dynamics. In Fig. S3 we show the complete data set.


Figure S3. Time-dependent attosecond XANES measurement in furan. Experimentally retrieved OD trace. Positive delay indicates that pump pulse proceeded the probe one.

The error on each pixel in energy and time, $\sigma_{\overline{\Delta O D}}$, is estimated as the standard deviation of the average $\overline{\triangle O D}$, calculated from the standard deviation of the 55 repetitions of the $\triangle O D$ trace. Figure S 4 shows the maximum error at a few instances in energy and time range maximally to 7 mOD while they are typically below 4-5 mOD across the entire measures time-energy spectrum.


Figure S4. Analysis of the variance. The 2D map shows the standard deviation of the measured 55 absorption measurements across the time - energy trace.

## S3 Global Fit

The differential attosecond-resolved XANES measurement can be modelled to extract the rich dynamics in more details according to the following:

$$
\overline{\triangle O D}(E, \tau)=\sum_{i=1}^{3} O D_{i}(E) f_{i}(\tau)
$$

Where $f_{i}(\tau)$ is the convolution between a Gaussian and an exponential decay function:

$$
f_{i}(\tau)=\frac{1}{\gamma_{i} \sqrt{2 \pi}} e^{-\frac{1}{2}\left(\frac{\tau-\tau_{0 i}}{\gamma_{i}}\right)^{2}} * e^{-\frac{\tau-\tau_{0 i}}{\tau_{i}}} .
$$

The number of independent spectral amplitudes was set to three to differentiate features of the overlap region, rich dynamics, and long-lasting contributions. The free parameters used in the fit are $O D_{i}(E)$, along with the width, $\gamma_{i}$, and the center, $\tau_{i}^{0}$, of the Gaussian function and the characteristic exponential decay time, $\tau_{i}$. In Fig. S5 and Tab. S1, we show the results of the fit done following a least square fitting procedure. We can see how they reproduce the main characteristics of the data. The three independent components have very distinct temporal behavior: $f_{1}$ is present just at the pump-probe overlap, it is symmetric in its rise and decay and it has a FWHM that is comparable with the one of the pump pulse
(see Figure S2c); its spectral amplitude, $O D_{1}$, has strong positive contribution at 284.5 eV and 286 eV . $f_{2}$ lasts till roughly 100 fs . Finally, $f_{3}$ peaks at later times but does not decay and its amplitude has strong negative contribution between 285 eV and 287 eV and a positive contribution at 282.5 eV . In Fig. S6 we show the comparison between the $\triangle O D$ trace and the one obtained as sub $\triangle O D=\triangle O D-\left(A_{1} f_{1}+\right.$ $A_{3} f_{3}$ ), which we will refer to as sub $\triangle O D$. This corresponds to the differential attosecond-resolved XANES measurement subtracted by the overlap and long-lasting features that can obscure the extracting of the rich dynamics. Thus, in the sub $\triangle O D$ the fast dynamics around the pump-probe overlap and the long-lasting signal are not present, while the dynamics between 15 fs and 150 fs are highlighted, such as the oscillations and energy shifts.


Figure S5: Results of the global fit described in the text. (a): the 2D fit result; (b): time dependence of the $f_{i}$; (c): spectral amplitude $A_{i}$.

|  | $\tau_{0 i}(\mathrm{fs})$ | $\gamma_{i}(\mathrm{fs})$ | $\tau_{i}(\mathrm{fs})$ |
| :---: | :---: | :---: | :---: |
| $i=1$ | -1.7 | 6.7 | 0.1 |
| $i=2$ | -3.2 | 25.1 | 69.9 |
| $i=3$ | 52.2 | 10 | 6165697 |

Table S1: parameters obtained from the global fit described in the text.


Figure S6: Comparison between the $\triangle O D$ (a) and the sub $\triangle O D$ (b) traces. The sub $\triangle O D$ has been obtained removing $\left(A_{l} f_{l}\right)$ and $\left(A_{3}, f_{3}\right)$ from $\triangle O D$.

## S4 Static Absorption of Furan

Despite many previous studies, a complete and consistent characterization of the XANES spectrum of furan has remained elusive. Here, through a combination of experiment and theory, we provide an exhaustive interpretation of its main features at the carbon K-edge. Figure S7 shows the measured ground state absorption spectrum of furan and its comparison with simulations. The comparison between the measured and simulated ground state absorption spectrum of furan at the carbon K-edge allows us to provide an assignment of its main spectroscopic features. At the ground state equilibrium, furan has a planar geometry with a $\mathrm{C}_{2 \mathrm{v}}$ symmetry (see inset of Fig. S7), with two identical carbon atoms bonded to each other, $\mathrm{C}_{1}$, and two bonded to the oxygen, $\mathrm{C}_{2}$. XANES calculations show that $\mathrm{C}_{1}$ and $\mathrm{C}_{2}$ generate distinct contributions to the XANES. The first two features of the GS spectrum correspond to the transitions to the Lowest Unoccupied Molecular Orbital (LUMO) with $\pi^{*}$ electronic configuration from, respectively, $\mathrm{C}_{1}$ and $\mathrm{C}_{2} 1$ s core orbital, $1 \mathrm{~s}_{\mathrm{C} 1} \rightarrow \pi^{*}(\mathrm{LUMO})$ and $1 \mathrm{~s}_{\mathrm{C} 2} \rightarrow \pi^{*}(\mathrm{LUMO})$. The shoulder peak at 287.2 eV is assigned a $1 \mathrm{~s}_{\mathrm{C} 1} \rightarrow 3 \mathrm{~s}$ Rydberg state excitation. The higher energy features at 288.0 eV and 289.3 eV are primarily comprised of $1 \mathrm{~s} \rightarrow \pi^{*}\left(\right.$ higher order) transitions, respectively from $\mathrm{C}_{1}$ and $\mathrm{C}_{2}$, mixed with excitations to Rydberg states. Finally, the feature at 292 eV is largely $1_{\mathrm{C} 1}$ excitation into different $\sigma^{*}$ orbitals.

Interestingly, our XANES calculations allow us to attribute the presence of a resonance to a Rydberg state at 287.2 eV from $\mathrm{C}_{1}$ that has never been identified before. The assignment of this feature has been
a primary area of ambiguity to date. In fact, while Newbury et al. did not resolve it ${ }^{5}$, E.E. Rennie et al. show it but did not interpret $\mathrm{it}^{6}$.


Figure S7: Calculated and experimental static XANES of furan in the electronic $G S\left(S_{0}\right)$ at the FC region: Excitation bars, Gaussian-smoothed spectra (orange line), and experimental comparison (blue line). Excitations from different carbons are color-coded and indicated in the inset on the top left.

## S5 Initial pump excitation and the role of ionization

We apply several theoretical approaches to confirm the assignment of the initial pump excitation in the text. Firstly, in S5.1. we show real-time time-dependent density functional theory simulations that confirm a very low ionization yield. Secondly, in S5.2 and S5.3 we discuss excitation in the neutral Furan framework. We show how the theoretical calculations of spectra and dynamics match the experimental data in energy and temporal domain for an initial excitation into the $\pi \pi^{*}$ state of neutral Furan in the Frank-Condon region. Thirdly, potential additional excitation channels are discussed in S5.4

## S5.1 Assessing the contribution to ionization (real-time TDDFT simulations)

We have performed real-time time-dependent density functional theory (rtTDDFT) simulations using the Octopus program package ${ }^{31,32}$ in order to assess the strong field-induced electron dynamics. Herein, the electron density is propagated on a spatial grid with explicit pump pulse interaction within the frozen nuclei approximation, see computational details below, S8.4. We first investigate the configuration and
parameters for which ionization is expected to be maximum: thus, we define the laser polarization to lie along the molecular dipole, with a peak intensity of $6.4 \times 10^{13} \mathrm{~W} / \mathrm{cm}^{2}$. The time-dependent ionization yield induced by the intense pump pulse is shown in Figure S 8 a), defined as the part of electron density leaving the computational grid. For an intensity of $6.4 \times 10^{13} \mathrm{~W} / \mathrm{cm}^{2}$, the maximum ionization yield for this relative orientation is 0.086 electrons. We emphasize that this yield of 0.086 is obtained assuming "perfect conditions" without any loss due to the experimental setup and without focal averaging. Allover, the effective intensity of the pulse would be much lower. In this respect, the calculation with an intensity of $6.4 \times 10^{13} \mathrm{~W} / \mathrm{cm}^{2}$ constitutes the "worst case" scenario. Therefore, in addition, we also performed simulations with the realistic and applied lower peak intensity of $4.7 \times 10^{13} \mathrm{~W} / \mathrm{cm}^{2}$, which gives an ionization yield of 0.028 electrons. Please note that this still constitutes the relative geometry where ionization is expected to give the largest impact (laser polarization parallel to the molecular dipole). Still, an overall single ionization of $8 \%$ (and $2 \%$ for the realistic intensity) is non-negligible, and we further investigated the strong-field dynamics. For this, every 3000 -time steps, we calculated the projection of the time-dependent density on the initial field-free (static) Kohn-Sham orbitals to estimate the time-dependent population of the occupied molecular orbitals, Fig. S8 b). It shows the ionization occurs with almost equal weight from the highest four occupied molecular orbitals. This indicates that the cation would not only be in its electronic ground state (removal of 0.02 or 0.005 (realistic intensity) electron from the $3 \pi$ electronic state, HOMO) but also in excited electronic states (removal of 0.02 or 0.005 (realistic intensity) electron from the $2 \pi, 10 \sigma$, and $9 \sigma$ electronic state, HOMO-1, -2 and -3 , respectively). The relevant molecular field-free Kohn-Sham orbitals are shown in Tab. S2 below. This means that the system would be in several cationic states, each (including the electronic ground state of the cation) with a very low weight of about maximum $2 \%$ at "perfect conditions" $(0.5 \%$ at realistic intensity). (We note that within rtTDDFT, we cannot reliably access excited electronic states originating from transitions towards previously unoccupied orbitals (LUMO+n).) Despite the very low ionization of max. $2 \%$ into cationic excited states, we considered the possibility of a cationic dynamics in furan further. However, as we will show below, in particular, the ring-opened structure of the cation gives rise to a very different XANES spectrum, which does not reflect the experimentally recorded spectra, Fig. S12. Most prominently, this would be indicated by a new peak occurring around 281 eV , which is
experimentally not seen. Thus, we conclude that while ionization may occur, it will not be the dominant contribution to the observed dynamics.


Figure S8: Time-dependent ionization yield during real-time TDDFT simulation for the pump pulse interaction with worst case peak intensity at focal position of $6.4 \times 10^{13} \mathrm{~W} / \mathrm{cm}^{2}$ : a) ionization yield in electrons, b) occupation number of highest four occupied molecular orbitals (orbital pictures below), c) electric field of pump pulse. The relative geometry is such that the laser polarization is parallel to the molecular dipole termed "perfect condition" for ionization.



Table S2: Relevant Kohn-Sham molecular orbitals obtained by a static real-time TDDFT calculation

## S5.2 Franck-Condon excitations

The calculated energy level of the first excited states of furan and their corresponding oscillator strengths at the FC region allows us to judge the valence electronic transitions relevant for the strong-field pump in the neutral furan and assign the XANES feature at the time-overlap (delay time around time "zero", see Tab. S3). The lowest state, $S_{1}$, corresponds to a Rydberg state with $\pi 3$ s electronic configuration, and is optically dark. $S_{2}\left(\pi \rightarrow \pi^{*}\right.$ excitation) and $S_{3}\left(\pi \rightarrow 3 p_{x}\right.$ excitation) are energetically very close and have both non-zero probability to be optically excited, with a clear preference for a $\mathrm{S}_{2}$ excitation. The RO relevant $\pi \sigma^{*}$ state is optically and energetically inaccessible at the FC region ${ }^{7}$. We will discuss the alternative excitation into $\mathrm{S}_{3}$ in S5.4. While there is a manifold of higher excited electronic states, these are energetically higher, and have, moreover, often low oscillator strengths. The next bright excited state of neutral furan lies about 2 eV higher in energy ( $\mathrm{S}_{13}$, around 8.15 eV ), and, thus, close to the ionization threshold (at around 8.9 eV ). While we generally cannot neglect possible excitation to higher lying
electronic states beyond the herein discussed electronic states $S_{1}-S_{3}$, their relative contribution is expected to be small, as: i) excitation of many electronic states with a long-wavelength driver is less probable in the tunneling regime compared to the multi-photon case; ii) even if high-lying excited states close to the ionization threshold become populated, upon interaction with the falling slope of the pump, they will be efficiently depleted. Thus, we will continue to focus on the main excitation path into the $\mathrm{S}_{2}$ ( $\pi \pi^{*}$ ) electronic state.

|  | Transition | $\Delta E(e \mathrm{~V})$ | $f$ |
| :---: | :---: | :---: | :---: |
| $\mathbf{S}_{\mathbf{1}}$ | $3 \pi \rightarrow 3 \mathrm{~s}$ | 5.87 | 0.00 |
| $\mathbf{S}_{\mathbf{2}}$ | $3 \pi \rightarrow 4 \pi^{*}$ | 6.2 | 0.17 |
| $\mathbf{S}_{\mathbf{3}}$ | $3 \pi \rightarrow 3 \mathrm{p}_{\mathrm{x}}$ | 6.37 | 0.03 |
| $\mathbf{S}_{\mathbf{8}}$ | $2 \pi \rightarrow 3 \mathrm{~s}$ | 7.30 | 0.02 |
| $\mathbf{S}_{\mathbf{1 3}}$ | $2 \pi \rightarrow 4 \pi^{*}$ and $3 \pi \rightarrow 5 \pi^{*}$ | 8.15 | 0.40 |
| $\mathbf{S}_{18}$ | $2 \pi \rightarrow 5 \pi^{*}$ | 8.76 | 0.14 |
| $\mathbf{S}_{\mathbf{2 0}}$ | $2 \pi \rightarrow 3 \mathrm{p}_{\mathbf{z}}+4 \pi^{*}$ | 8.84 | 0.02 |

Table S3: Calculated electronic transitions, vertical excitation energies $(\Delta E)$ and oscillator strengths (f) of the first bright excited electronic states of furan at the FC region up to the ionization threshold. Other states are dark.

## S5.3 Rise and decay of the $\pi \pi^{*}$ signature

According to the simulations, during the first 60 fs of the relaxation dynamics, the $\pi \pi^{*}$ electronic state $\left(\mathrm{S}_{2}\right)$ is expected to be the most populated one before passing a CI that leads to population of the $\pi \sigma^{*}$ state (cf. Fig. 4 (a), manuscript). This is confirmed in the experimental data: Fig. S9b shows that both the $\triangle O D$ and the sub $\triangle O D$ match with the simulated $\pi \pi^{*} \triangle O D$ spectrum (obtained as difference of el. GS and $\pi \pi^{*}$ XANES, see computational details in S6.2) in the temporal region ( 15 fs to 60 fs ). At the overlap ( -15 fs to 15 fs ), $\triangle O D$ deviates from simulated spectra because of strong-field effects (Fig. S9a). This overlap feature can be removed using our global fit approach discussed in appendix S3 and shows perfect agreement within the $(15 \mathrm{fs}$ to 60 fs$)$ region. This confirms the theoretical prediction of $\mathrm{S}_{2}\left(\pi \pi^{*}\right)$ population within the first 60 fs due to the diabatic transition when passing the first $\mathrm{CI}_{\mathrm{S}_{2}\left(\pi \pi^{*}\right) / \mathrm{S}_{1}(\pi 3 \mathrm{~s})}$ that maintains the $\pi \pi^{*}$ character of the wavefunction. Fitting the temporal evolution of the characteristic XANES features of this state, we find further experimental confirmation: Figure S10 shows the peak at 289.5 eV as function of pump-probe delay, superimposed to the fit result obtained using the convolution
of a Gaussian and a decay exponential function. The free parameters used are the width, $\gamma$, the center of the Gaussian function, $\tau_{0}$, and the characteristic exponential decay time, $\tau$. It reaches its maximum value at zero delay and decays in $65 \pm 10 \mathrm{fs}$, in good accordance with the theory predictions.


Figure S9: Comparison of the $\triangle O D$ and the sub $\Delta O D$ with the simulated $\pi \pi^{*} \Delta O$ spectrum in the time window -15 to $15 f s(a)$ and 15 to $60 f s(b)$. The comparison shows that within the first $60 f s$, the dynamics is dominated by the $\pi \pi^{*}$ electronic state.


Figure S10: Temporal behavior of the energy pixel at 289.5 eV and its fitting result.

## S5.4 Comparison to alternative excitation/ionization channels

In section S 5.1 , we have seen that the ionization yield is very low; section S 5.3 shows very good agreement in spectral and time domain for an initial $\pi \pi^{*}$ excitation in the neutral furan. For completeness we also discuss here alternative excitation channels and show by means of theoretical spectra how they would manifest in the initial absorption signal. Figure S11 is analogous to Fig. S9, but here we compare a possible initial excitation into the cation or neutral S3 ( $\pi 3 \mathrm{p}$ ) state. The region at 285 eV and 289.5 eV
shows poor agreement between theory and experiment compared to an initial excitation into $\mathrm{S}_{2}\left(\pi \pi^{*}\right)$ as shown in Fig. S9.


Figure S11: Comparison between the simulated differential XANES spectra and the measured (bold line) $\triangle O D$ ((a) and (c)) and sub $\triangle O D\left((b)\right.$ and (d)) time averaged between $-15 f$ s and 15 fs . In (a) and (b) these are compared with the cation $\left(\mathrm{C}_{4} \mathrm{H}_{4} \mathrm{O}_{+}\right)$ (light blue), in (c) and (d) with neutral $S_{3}$ state ( $\pi 3 p$ ) (magenta).

Still, even though there is a very low ionization yield, assuming the cationic state ultimately leads to a ring-opening, we would obtain the calculated XANES shown in Fig. S12, green line. Herein, we compare theoretically the structure at the ROCI for neutral (orange) and cation (green) furan in their respective electronic GS. From the experiment, we conclude relaxation back to the electronic GS to occur after 150 fs , see chapter SI S6, specifically in Figs. S14 a) and d). The characteristic experimental feature (apart from a GS bleach) is a positive signal in the range of $282 \mathrm{eV}-282.9 \mathrm{eV}$, area highlighted in red in Fig. S12. It only fits the calculated signal of the neutral furan; the cation would have additional XANES features at lower energies ( 281.5 eV ) and at $283.2 \mathrm{eV}, 285 \mathrm{eV}$ whereas in the experiment, no such positive signal can be observed. This is another indication for RO in neutral furan.


Figure S12: Theoretical XANES at ROCI geometry for electronic GS of neutral (orange) and cation (green) furan. For comparison, the static experimental furan XANES is shown in blue. The experiment (see SI section S6) shows only one single positive peak at around 282.5 eV (red area) after relaxation in the GS (and GS bleach). This fits only the neutral furan.

In S 5.2 we showed that excitation in the $S_{3}(\pi 3 p)$ state is energetically accessible but has a much lower oscillation strength compared to the $\mathrm{S}_{2}\left(\pi \pi^{*}\right)$ excitation discussed in the manuscript. Figure S 13 displays the semi-classical surface hopping dynamics for initial excitation into $\mathrm{S}_{2}$ (left panel, as presented in the text) and comparison the initial excitation into $\mathrm{S}_{3}$ (right panel). The differences are insignificant due to a strong coupling / population exchange between $S_{2}$ and $S_{3}$.


Figure S13: Semi-classical dynamics starting 200 trajectories in $S_{2}(a)$ and $S_{3}$ (b).

## S6 Absorption spectra comparison of theory and experiment

Figure S14a displays the difference between the furan XANES spectra with and without the pump excitation, $\triangle O D$ as function of the probe photon energy and pump-probe delay in the ultrafast time range
between -40 to 200 fs (for the full dataset up to 380 fs , see SI S2). The differential absorption spectrum features rich dynamics in the energy region between 282 eV and 290 eV in the first 150 fs , which is consistent with the expected timescale for the propagation up to the CIs to the GS provided by the semiclassical dynamics. In order to retrieve more details of the molecular dynamics and elucidate comparison with simulations, we subtract two dominant contributions (overlap region and long-lasting component) from the experimentally measured time-resolved differential absorption, obtaining a sub $\Delta \mathrm{OD}$ (recall SI S3). In what follows, we will discuss several characteristic features of both $\triangle \mathrm{OD}$ and sub $\triangle \mathrm{OD}$ traces.


Figure S14: Time-resolved attosecond XANES measurement. (a): Experimentally retrieved $\triangle O D$ trace; Positive delay indicates that pump pulse proceeded the x-ray probe. The relevant features discussed in text are marked in red; the different time regions that show different characteristic features are highlighted by the shaded areas: I: -15 to 15 fs, overlap region; II: 15 to 60 fs ; III: 60 to 150 fs ; IV: 160 to 200 fs (b): time-averaged subDOD between-15 fs and 15 fs (area I) (bold dark blue line) compared with the simulated $\pi \pi^{*} \triangle O D$ spectrum at the GS equilibrium geometry (thin light blue line). Both the $\triangle O D$ and sub $\triangle O D$ signals time-averaged between $15 f s$ and $60 f s$ (area II) are spectrally consistent with the thick dark blue line in (b), recall SI S5.3. (c) sub $\triangle O D$ between $70 f$ s and $110 f$ s (area III) compared with the $\triangle O D$ spectrum of the first excited states at the $R O$ and $R P$ geometrical structure of, respectively, $\pi \sigma^{*}$ and $\pi \pi^{*}$ electronic configuration (thin purple and cyan line). (d) $\triangle O D$ trace between $160 f s$ and $200 f s$ (area IV); labeled are the energetic positions of relevant transitions of the electronic GS XANES spectrum at the RO structure (in black) and at the FC region (orange and green).

We first focus on the temporal region around zero delay time (area I in Fig. S14a), where strong-field excitation occurs. Figure S 14 b shows the sub $\Delta \mathrm{OD}$ signal time-averaged between -15 fs and 15 fs (solid lines); for comparison, the calculated XANES differential spectra of the $\pi \pi^{*}$ excited state at the equilibrium structure is displayed (light blue thin line). It shows the creation of photoexcited furan in the $\mathrm{S}_{2}\left(\pi \pi^{*}\right)$ state (recall SI S5.3). Its most characteristic features are the positive signals at 282 eV , 287.5 eV and 289.5 eV , as well as a bleaching of the LUMO $\left(\pi^{*}\right)$ signatures ( $285-286 \mathrm{eV}$ ). The theoretical analysis allows us to assign the new absorption feature at 282 eV to $\mathrm{C}_{1}$ and $\mathrm{C}_{2} 1$ s core electron transition to the singly occupied molecular orbital (SOMO) freed up by the pump-induced excitation from $3 \pi \rightarrow 4 \pi^{*}$, thus, $\mathrm{C}(1 \mathrm{~s}) \rightarrow 3 \pi$. The $\Delta \mathrm{A}$ is strongly dominated by the peaks at $284.5 \mathrm{eV}, 286 \mathrm{eV}$ and 288.5 eV , which are temporally restricted to the pump-probe overlap and have been subtracted to obtain the sub $\triangle \mathrm{OD}$. In strong-field tr-AttoXANES, features like these are usually attributed to reshape of the X-ray absorption lines or light-induced states ${ }^{8}$. These components mask the weaker spectroscopic signatures of electronic excited states in the $\Delta \mathrm{OD}$ trace.

We next investigate the dynamics following the initial $\pi \pi^{*}$ excitation, focusing first on the time window between 15 fs and 60 fs (area II in Fig. S14a). Both the $\triangle \mathrm{OD}$ and sub $\Delta \mathrm{OD}$ signals time-averaged in this temporal region are spectrally consistent with the sub $\Delta \mathrm{OD}$ in area I (recall SI S5.3), hence experimentally demonstrating that this time range is dominated by contributions from the $\pi \pi^{*}$ state. As a further confirmation, the bleach of the characteristic XANES signal at 289.5 eV can be fitted with an exponential function with a decay time of $65 \pm 10 \mathrm{fs}$ (see SI 5.3). The accompanying non-adiabatic trajectory calculations, manuscript Fig. 4 a , shows fast population dynamics involving the first three excited states in the first 60 fs upon excitation. After about 15 fs , we have electronic population changes from $S_{1}$ to $S_{2}$. This is a diabatic crossing at the first CI, where the $\pi \pi^{*}$ electronic state becoming the energetically lowest state maintaining its electronic character (recall manuscript Fig. 1a). This diabatic transfer is evident in the experiment as area I and II are identical and exhibit the same $\pi \pi^{*}$ features. Theoretically, a small contribution from the bright $S_{3}$ Rydberg state is expected at very early times, which is, however, not visible in the experimental data as it is probably masked by the strong-field effects discussed above.

Following these early times, we focus on the next time window between 60 fs and 150 fs (area III in Fig. S14a). Experimentally, the time range is characterized by three contributions (see Fig. S14a): (a) the positive feature of $\Delta \mathrm{OD}$ around 289.5 eV decays to zero; (b) a prominent energetic shift of an absorption feature from 286.5 eV to down to 284 eV (the typical chemical shift caused by nuclear motion along a steep gradient of the potential energy surface ${ }^{9}$ ); (c) the rise, and then the decay, of a positive absorption feature at 284.5 eV . The theoretical calculations (manuscript Fig. 4a) show that for delay times larger than $60 \mathrm{fs}, \mathrm{S}_{2}$ and $\mathrm{S}_{3}$ are depopulated, and $\mathrm{S}_{1}$ becomes the only excited state with nonnegligible population. Moreover, $\mathrm{S}_{1}$ diverges energetically from the other excited states, as the $\mathrm{C}-\mathrm{O}$ bond elongates. This stretching destabilizes $S_{3}$ and $S_{2}$ energetically while it stabilizes $S_{1}$ (manuscript Fig. 4b). As elucidated in the text this leads to the dephasing of the electronic coherence. For the (dominant) RO pathway, this time frame relates to the CI where $\mathrm{S}_{1}$ changes its electronic configuration from $\pi \pi^{*}$ state to the dark dissociative $\pi \sigma^{*}$ state, 2 nd conical intersection $\mathrm{S}_{1}\left(\pi \pi^{*}\right) / \mathrm{S}_{1}\left(\pi \sigma^{*}\right)$. This passage explains the experimentally observed decay of the absorption peak at 289.5 eV (feature I), caused by the depopulation of the $\pi \pi^{*}$ state, and the energetic shift from 286 eV to 284 eV (feature II), originating from the nuclear dynamics in this state.

Simultaneously with the decay of the $\pi \pi^{*}$ feature, the data display the rise of a positive peak at 284.5 eV (feature III), as shown by the time-averaged $\operatorname{sub} \triangle \mathrm{OD}(\mathrm{E}, \tau)$ spectrum between 70 fs and 110 fs (Fig. $\mathrm{S} 14 \mathrm{c})$. This signal is assigned to the first excited state $\left(\mathrm{S}_{1}\right)$ at both RO and RP geometrical structures and is identified as a $1 \mathrm{~s} \rightarrow$ SOMO transition into the valence $\pi$ orbital freed up by the $\pi \rightarrow \sigma^{*}(\mathrm{RO})$ and $\pi \rightarrow \pi^{*}(\mathrm{RP})$ valence excitations. Moreover, this new feature is a direct experimental proof of symmetry breaking during the relaxation process and its impact on electronic features, i.e., the SOMO peak. While at the FC region, there are two symmetry equivalent carbon atoms leading to two transitions at 282 eV (see above), along the relaxation pathways, these transitions split into four contributions as symmetry breaks all four carbons become symmetrically non-equivalent. In the RO case, the four $\mathrm{C}(1 \mathrm{~s}) \rightarrow \mathrm{SOMO}$ transitions are found theoretically at $281.5 \mathrm{eV}, 282.5 \mathrm{eV}, 284.5 \mathrm{eV}$ and 285.5 eV (see section S12) and are experimentally resolved (manuscript Fig. 2c). The occurrence of a positive peak at 282.5 eV in the experimental data, together with the one at 284.5 eV , (manuscript Fig. 2c) is a direct and unique signature of electronic population in the dark dissociative $\pi \sigma^{*}$ state leading to RO and demonstrates the
sensitivity of the tr-AttoXANES method to trace transient signatures of competing photophysical pathways simultaneously.

Finally, the disappearance of the $\mathrm{C}(1 \mathrm{~s}) \rightarrow \mathrm{SOMO}$ transition at 284.5 eV after 160 fs is interpreted as the passage through the 3 rd conical intersection $\mathrm{S}_{1}\left(\pi \sigma^{*}\right) / \mathrm{S}_{0}$ that defines the complete relaxation of the system back to the electronic GS. At longer time delays ( 160 to 200 fs ), $\Delta \mathrm{OD}$ is characterized by a strong depletion of the main XANES feature of the ground state, $\mathrm{C}_{1}(1 \mathrm{~s}) \rightarrow \pi^{*}$ and $\mathrm{C}_{2}(1 \mathrm{~s}) \rightarrow \pi^{*}$, and a positive peak at 282.5 eV (Fig. S14(d)). This last signal confirms the identification of RO furan as the primary relaxation pathway, as it is found in the calculated electronic GS XANES spectrum at the RO structure and is assigned as a $1 \mathrm{~s} \rightarrow \sigma^{*}$ transition ${ }^{10}$. It is not present for RP as shown in Figure S 15 , thus, together with the vibrational frequency matching, and the $\pi \sigma^{*}$ trace (recall Fig. S14 (c)), RO is clearly experimentally identified. The theoretical calculations show that $76 \%$ of the trajectories follow the RO relaxation pathways, with the remaining trajectories resulting in RP, which is in excellent agreement with the experimental observation.


Figure S15: Theoretical $\triangle O D$ spectrum at the $R O C I$ (a) and RPCI (b) geometry. Electronic ground (dark blue) and first excited state (light blue, for $R O: \pi \sigma^{*}$, for $R P: \pi \pi^{*}$ ). The vertical dashed line indicates long lasting experimental signal after 150 fs . Only $R O$ has a signal in this area.

## S7 Origin of electronic coherence

The high frequency component ( 63 THz ) is visible in the experiment in the time region between 20 fs and 80 fs . We recall that this interval is characterized by a coherent superposition of the electronic states $\mathrm{S}_{2}$ and $\mathrm{S}_{1}$ passing through the 1st conical intersection $\mathrm{S}_{2}\left(\pi \pi^{*}\right) / \mathrm{S}_{1}(\pi 3 \mathrm{~s})$. The quantum beating of such an
electronic wave packet leads to intensity modulations of the XANES signal with a frequency defined by the energy difference between the coherently populated electronic states, $\Delta \mathrm{E}_{21}(\mathrm{R})=\mathrm{E}\left[\mathrm{S}_{2}(\mathrm{R})\right]-\mathrm{E}\left[\mathrm{S}_{1}(\mathrm{R})\right]$. This beating would continue until dephasing or decoherence will become important. As the energies of the electronic potential surfaces depend strongly on the nuclear coordinates, also their difference, $\Delta \mathrm{E}_{21}(\mathrm{R})$ does. Peculiarly, the potential energy difference along both modes, RO and RP, is almost equidistant over a large range around the equilibrium structure, $\Delta \mathrm{E}_{21}(\mathrm{R}) \approx \Delta \mathrm{E}_{21}\left(\mathrm{R}_{\mathrm{eq}}\right)$ (manuscript Fig. $4 b)$. Dominant periodic components of $60 \pm 6 \mathrm{THz}$ for the RO mode and $62 \pm 12 \mathrm{THz}$ for the RP case are clearly visible, both decaying around 60-70 fs, when the potential surfaces deviate energetically (recall Fig. 1a and Fig. 4c) and the dependence on the nuclear degrees of freedom, $\Delta E_{21}(R(t))$, leads to a dephasing. In the experiment, two spectral regions, one between 289 eV and 290 eV and a second one between 286.2 eV and 287.5 eV , feature the 63 THz frequency peak. The reason that the oscillations appear in these spectral areas is because there the valence states populated at the CI have a common final state in the XANES. Specifically, the valence excited $\pi \pi^{*}$ state has a transition $1 \mathrm{~s} \rightarrow 3 \mathrm{~s}$ while the valence excited $\pi 3 \mathrm{~s}$ state has a core transition $1 \mathrm{~s} \rightarrow \pi^{*}$. Thus, there is a common final state with a hole in the $1 \mathrm{~s}, \pi, \pi^{*}$, and 3s, see Fig. S16. Moreover, the XANES transitions in the two spectral areas of 289 - 290 eV (violet) and 286.2-287.5 eV (light blue) originates from different carbon sites, i.e., $\mathrm{C}_{1}$ (red bars) and $C_{2}$ (green bars), which is shown theoretically in Fig. S17. This leads to the observed out-ofphase oscillatory behavior in the experiment (manuscript Figs. 3a and S18) and is based on the complex transition dipole moment as recently shown theoretically ${ }^{11}$.


Figure S16: Schematic representation of the projection of the two coherently excited states to a common final doubly excited state via core excitation. The red dot indicates the electronic state created by passing through the first CI (left: $\Psi_{1}: \pi \pi^{*}$; right: $\left.\Psi_{2} ; \pi 3 s\right)$, and the purple dots and arrow indicate the probe pulse excitation needed to create two identical final states.


Figure S17: Calculated XANES at FC region for the electronic $S_{2}\left(\pi \pi^{*}\right)$ state. The red and green bars show the calculated XANES transitions originating from $C_{1}$ or $C_{2}(1 s)$ core orbitals, respectively (recall Fig. S7). The horizontal light blue and violet bars indicate the two areas of electronic coherence modulation in the experiment. The XANES transitions that lead to a common final state, i.e., $1 s \rightarrow 3 s$ for the here shown $S_{2}\left(\pi \pi^{*}\right)$ state, are indicated with a number and a black edge. It is evident that in the two areas of electronic coherence, the transitions leading to a common final state originate from different carbon sites. All XANES transitions are of mixed character where the $1 s \rightarrow 3 s$ contribution is $87 \%$ (transition 1), $68 \%$ (transition 2 ), and 7\% (transition 3).


Figure S18: (a) Out-of-phase experimental modulations from $\triangle O D$ at $286.2 \mathrm{eV}-287.5 \mathrm{eV}$ (orange) and $289 \mathrm{eV}-290 \mathrm{eV}$ (blue). The top inset shows the same oscillations with sloping background subtracted to highlight the modulations. Superimposed is a sin-wave fit with the initial phase adjusted to the data. (b) Fourier analysis of (a) revealing the two modal frequencies. (c) Analysis of the relative phase between the modulation of the sub $\triangle O D$ trace as function of photon energy. Marked in the colored boxes the spectral range of the lineouts in fig(a). . The two curves from (a) oscillate in anti-phase.

This demonstrates that we cannot only probe the existence of an electronic wavepacket but also trace a $\pi$-phase difference back to the two sites of the molecule.

## S8 Computational Details

## S8.1 One-dimensional potential energy curves

The coordinates for the one-dimensional potential energy surfaces displayed in Fig. 1a of the main text were obtained by linear interpolation between the optimized nuclear ground state (GS) of furan and the optimized ring-opening conical intersection (ROCI) and ring-puckering conical interaction (RPCI), respectively. The structures were taken from Ref. 12, and the linear interpolation was done in internal redundant coordinates using the pysisyphus program suite ${ }^{13}$. The electronic ground- and excited-states calculations were performed with the Gaussian 16 program ${ }^{14}$ using (time-dependent) density functional theory (TD-DFT), the hybrid functional $\mathrm{PBE}^{15,16}$ and the valence triple-zeta basis set with diffuse and polarisation functions, $6-311++\mathrm{G}(\mathrm{d}, \mathrm{p})^{17,18}$. The obtained PES are in very good agreement with the PES by Stenrup and Larson ${ }^{12}$ using CCSD/6-311+G*+sp and MS-CASPT2(8,7)/6-311G* level of theory and, thus, confirms the validity of our theory setup for use in the subsequent semi-classical dynamics.

## S8.2 X-ray absorption spectra

XANES were calculated at various nuclear geometries (FC, RPCI, ROCI taken from Ref. 12) and in different electronic states $\left(\mathrm{GS}, \mathrm{S}_{1}, \mathrm{~S}_{2}\right)$. For calculations in the electronic GS, we employed equation-ofmotion coupled cluster theory including singles and doubles (EOM-CCSD) ${ }^{19,20}$ while for the calculations involving electronic excited states, we employed the core-valence-separation scheme ${ }^{21}$ in the frozencore equation of motion model for electronically excited states on the coupled cluster singles and doubles level of theory (fc-CVS-EOM-EE-CCSD) $)^{22,23}$. Both methods utilized the aug-cc-pVDZ basis $\operatorname{set}^{24,25}$ and were performed with QChem $5.3^{26}$. Depending on convergence and symmetry of the structure, 50-120 roots were calculated.

## S8.3 Semi-classical dynamics

For the nonadiabatic excited-state dynamics, the semi-classical program package SHARC $2.1^{27,28}$ was interfaced with Gaussian using the functional and basis set described above (PBE0/6-311++g(d,p)) to calculate solutions to the time-independent electronic Schrödinger equation on-the-fly.

The initial nuclear ground state equilibrium structure was obtained using the same quantum chemical method, and a subsequent vibrational analysis was carried out to verify that we obtained a minimum on the potential energy surface. To simulate the ground state nuclear wave packet, we applied a Wigner sampling at the Franck-Condon (FC) region using the harmonic GS frequencies Boltzmann weighted at $300 \mathrm{~K}^{29,30}$. Assuming a delta peak absorption, an initial set of 200 trajectories were started in the bright $\pi \pi^{*}$ state ( $\mathrm{S}_{2}$ in the FC region). The classic trajectories were propagated for 750 fs with a time step of 0.5 fs while the electronic states were treated in the diagonal representation with 25 steps for the electronic integration. Frustrated hops were reflected along the gradient difference vector, and an energy-based decoherence scheme was applied. Hops to the electronic GS were forced by energy difference, as explicit hops to the GS are not possible in a TD-DFT approach. The parameters of the semi-classical dynamics were studied thoroughly to ensure converged results. To this end, several calculations changing a single parameter were conducted, such as using a time step of 0.1 fs , no reflection of frustrated hops, augmented fewest-switching surface hopping decoherence, surface hopping in the molecular Coulomb Hamiltonian representation, and changing the TD-DFT parameters (B3LYP functional and aug-cc-pvdz basis set). None of these parameter changes exhibited significant changes in the dynamics presented in the manuscript. Moreover, the influence of the pump pulse on the dynamics was analyzed by means of including the pump pulse in various polarization directions as offdiagonal elements of the electronic Hamiltonian during propagation, see S10. No significant alternation of the RO dynamics was observed. Additionally, the pump pulse influence on the initial equilibrium wave packet was studied and did not lead to a significant alternation of the RO dynamics either.

## S8.4 Real-time TDDFT simulations

The real-time TDDFT calculations were performed with the Octopus package ${ }^{31,32}$. All 26 valence electrons are included in the simulation. The time-dependent Kohn-Sham orbitals that construct the electron density are propagated numerically in real-time and real-space using finite element methods.

The numerical details include a spherical box with a radius of $r=15 \AA$, spacing of $\Delta r=0.16 \AA$, time step of 0.03 a.u., and a mask function of width $w=4.0$ a.u. at the boundary. The simulations were tested for convergence in box radius, spacing, and time step. The pump pulse, parallel to the molecular dipole, was implemented with the parameters presented in S 1 . For the exchange-correlation potential, the localdensity approximation (LDA) functional was utilized ${ }^{33-35}$.

## S9 Trajectory analysis

The trajectories were categorized as ring-opening (RO) and ring-puckering (RP) based on their geometry at the time of the electronic GS hop. For an initial set of 150 trajectories, we found 97 RO and 29 RP trajectories. RO and RP exhibit very similar time scales as shown in Fig. S19 if the pump pulse is not included in the dynamics. The combined dynamics are shown in the manuscript in Fig. 4a.


Figure S19: Population dynamics of RO (left) and RP (right) trajectories.

To obtain the average, time-resolved potential energy landscape during the non-adiabatic relaxation dynamics leading to either RO or RP, we construct the nuclear wave packet, or rather its time-dependent mean position, in the electronic excited state manifold for each of the two relaxation pathways. This is done as a post-processing of the semi-classical dynamics. To this end, we take, respectively, all RO and RP trajectories at a given time, average the structure over all trajectories, and calculate the time-resolved potential energy landscape using the quantum chemical method of the semi-classical dynamics. Note that to obtain the average structure along the RO or RP pathway at a given time, the individual structures of each trajectory have to be matched and aligned in coordinate space due to the symmetry of the
relaxation pathways, e.g., RO can occur by cleavage of either of the two symmetric CO bonds. This has been done using coordinate space analysis and the Hungarian method to align the molecules ${ }^{36,37}$. The time-dependent potential energy landscape along RO and RP pathway have been used to calculate the time-dependent energy gaps along either relaxation (see Figure $4 b$ in the manuscript) and, subsequently, to estimate the electronic coherence as described in the manuscript. The vibrational dynamics are investigated via normal mode analysis. Here, the harmonic normal modes of the nuclear and electronic GS are used as basis for analyzing the structural dynamics of the excited state trajectories along the RO and RP relaxation pathway. The coherent motion in each mode is judged by means of the standard deviation over time of the average trajectory and is displayed in Fig. $4 \mathrm{~d}^{38,39}$.

## S10 Strong-field effect on the semi-classical dynamics

The influence of the Wigner sampling on the semi-classical dynamics was compared at various temperature and including the strong-field pump as off-diagonal element in the Hamiltonian of the semiclassical dynamics (cf. section S8.3).

To understand the strong field effect in detail, we optimized the nuclear GS geometry including the peak field strength of the pump pulse, which lead to a change of C-O bond length of $+0.05 \AA$ (positive polarization along dipole) or - $0.03 \AA$ (negative polarization along dipole). Performing Wigner sampling and semi-classical dynamics from this new distorted geometry and including the strong field pump in the dynamics, leads to the population dynamics shown in Table S4. It shows that the ring opening dynamics does not change significantly when the laser pulse in incorporated explicitly while the ring puckering pathway is accelerated. The latter time scale does not fit the experiment and is another indication of a dominant ring-opening in the experiment.

| Polarization | Ring opening | Ring puckering |
| :---: | :---: | :---: |
|  |  |  |
|  |  |  |

Table S4: Semi-classical dynamics including coupling with the strong-field pump

## S11 Fourier Transform analysis of vibrational dynamics

We confirmed the validity of the normal mode analysis by additional Fourier analysis of the semiclassical data. We analyzed the dynamics of all trajectories along all bonds in Fourier space and confirmed that the $\mathrm{C}-\mathrm{O}$ and $\mathrm{C}-\mathrm{C}$ bonds vibrate in the same frequency area as the RO normal mode analysis showed (manuscript Fig. 4d).


Figure S20: Fourier analysis of C-C and C-O bonds during the semi-classical dynamics without explicit pump pulse interaction


Figure S21: Fourier analysis of $C-C$ and $C-O$ bonds during the semi-classical dynamics with explicit pump pulse interaction, polarized along the permanent dipole of furan.

## S12 Symmetry breaking along ring-opening

Furan's structure is of $\mathrm{C}_{2 \mathrm{v}}$ symmetry at the FC region with two symmetry equivalent carbon atoms while it is of the lower $\mathrm{C}_{\mathrm{s}}$ symmetry at the ROCI, with four distinct carbon atoms. Thus, going from the FC region to the ROCI during the RO pathway leads to a symmetry breaking. This is imprinted on the XANES by means of splitting of the SOMO peak. As discussed in the text, the SOMO peak at the FC region appears as the electronic state changes from the electronic ground to the $\pi \pi^{*}$ state and constitutes two distinct transitions from the $\mathrm{C}_{1}$ and $\mathrm{C}_{2} 1 \mathrm{~s}$ core orbitals. The two different XANES at the FC region are shown in Fig. S22(a) in orange (GS) and green $\left(\pi \pi^{*}\right)$. The SOMO peak and its two transitions are indicated as a light green and red bar referring to a 1 s core transition from $\mathrm{C}_{2}$ and $\mathrm{C}_{1}$, respectively. The $\mathrm{C}_{1}$ and $\mathrm{C}_{2}$ is labelled on the right in the molecule inset. At the ROCI, all four carbon atoms are unique leading to a splitting of the SOMO in the electronic $\mathrm{S}_{1}$ state into four contributions as indicated in Figure S22(b) with the dashed arrows. The numbers below the peaks of the $S_{1}$ ROCI XANES (purple) refer to the SOMO peak originating from the four different carbon atoms. The labelling is indicated in the ROCI structure on the right. The peak at 284.5 eV , i.e., $\mathrm{C}_{2} 1 \mathrm{~s} \rightarrow \mathrm{SOMO}(\pi)$, is a unique spectral feature in the experiment, not overlapping with any other XANES. For reference, in brown the electronic ground state XANES at ROCI is shown. The $\pi$ orbital, i.e., the HOMO, is fully occupied and cannot be populated in the XANES anymore. The lowest transition corresponds to $1 \mathrm{~s} \rightarrow \sigma^{*}$ (LUMO). Due to symmetry, the four distinct SOMO peaks are not all bright in the el. GS at ROCI.


Figure S22: XANES for different electronic configurations at (a) FC region and (b) ROCI geometry. Arrows indicate how the SOMO peak splits due to symmetry breaking.

| $\mathrm{FC}, \mathrm{S}_{2}\left(\pi \pi^{*}\right)$ |
| :---: | :---: |
| $1 \mathrm{~s}\left(\mathrm{C}_{2}\right) \rightarrow \pi(\mathrm{SOMO})$ |


| $\mathrm{ROCl}, \mathrm{S}_{1}\left(\pi \sigma^{*}\right)$ <br> $1 \mathrm{~s}\left(\mathrm{C}_{2}\right) \rightarrow \pi(\mathrm{SOMO})$ |  |
| :---: | :---: |
| $\mathrm{ROCl}, \mathrm{S}_{1}\left(\pi \sigma^{*}\right)$ <br> $1 \mathrm{~s}\left(\mathrm{C}_{3}\right) \rightarrow \pi(\mathrm{SOMO})$ |  |
| $\mathrm{ROCl}, \mathrm{S}_{1}\left(\pi \sigma^{*}\right)$ <br> $1 \mathrm{~s}\left(\mathrm{C}_{4}\right) \rightarrow \pi(\mathrm{SOMO})$ |  |

Table S5: Natural transition orbitals for the SOMO transitions discussed in the text
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## ABSTRACT

We investigate the role of Compton ionization in ultrafast non-resonant x-ray scattering using a molecular model system, which includes the ionization continuum via an orthonormalized plane wave ansatz. Elastic and inelastic components of the scattering signal, as well as coherentmixed scattering that arises from electron dynamics, are calculated. By virtue of a near-quantitative distinction between scattering related to electronic transitions into bound and continuum states, we demonstrate how Compton ionization contributes to the coherent-mixed component. Analogous to inelastic scattering, the contribution to the coherent-mixed signal is significant and particularly manifests at intermediate and high-momentum transfers. Strikingly, for molecules with inversion symmetry, the exclusion of bound or continuum transitions may lead to the prediction of spurious coherent-mixed signals. We conclude that qualitative and quantitative accuracies of predicted scattering signals on detectors without energy resolution require that elements of the two-electron density operator are used. This approach inherently accounts for all accessible electronic transitions, including ionization.
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## I. INTRODUCTION

Over the last decade, novel light sources have revolutionized femtochemistry and femtophysics. ${ }^{1}$ Recently constructed X-Ray Free-Electron Lasers (XFELs) ${ }^{2-4}$ offer pulses of hard x-rays with unprecedented brightness and duration that permit gas-phase ultrafast non-resonant x -ray scattering experiments capable of tracking photochemical reactions on timescales of a few tens to hundreds of femtoseconds. ${ }^{5-7}$ Such experiments are much aided by the high photon flux and repetition rate of XFELs, leading to vast reductions in data acquisition time and excellent signal-to-noise ratios.

The experimental ultrafast x -ray scattering (UXS) signal is dominated by scattering from core electrons, leading to a valuable sensitivity to nuclear structure. This physics underpins the independent atom model (IAM), ${ }^{8,9}$ which approximates a molecule's elastic scattering cross-section by a coherent sum of pre-tabulated form factors of the constituent atoms. ${ }^{10,11}$ Although this provides reasonable agreement with measured data, in particular, for molecules in their electronic ground states that are comprised of heavier elements, recent improvements in experimental capability as well as the
increasing focus on photoexcited systems demand a more accurate description based on electronic structure theory.

These experimental and theoretical advances stand to allow subtle effects of electronic excitation, chemical bonding, or electronic correlation, previously hidden in the background of the data, to become visible. ${ }^{18}$ Experiments have already demonstrated that excited electronic states, ${ }^{19}$ charge transfer, ${ }^{20}$ ionization, ${ }^{21}$ and the orientation of transition dipole moments ${ }^{22}$ can be identified in the scattering signals. Furthermore, the prospect of XFELs providing attosecond pulses in the hard x -ray regime ${ }^{23-30}$ will eventually allow or the real-time observation of electron dynamics with UXS. ${ }^{20,1-4)}$ None of these effects can be accounted for by the IAM, and their emergence calls for further refinement of the theoretical framework.

The development of such a framework has received significant attention. It began with a semi-classical description of the time-resolved scattering cross-section, ${ }^{42,43}$ continued with its rigorous derivation within non-relativistic quantum electrodynamics, ${ }^{31,37,44,45}$ and culminated in the first proof-of-concept simulations of scattering from electronic wave packets. ${ }^{31,33,34,36,46}$ Although these seminal simulations demonstrate
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that UXS is capable of probing electron dynamics, they rely on the assumption of energy-resolving detectors or arbitrarily truncate the infinite sum over states, thereby excluding most inelastically scattered photons and their associated electronic transitions. Apart from general symmetry considerations, ${ }^{37,45}$ it remains an open question of how these hitherto disregarded transitions, in particular, Compton ionization, affect the UXS signal of non-stationary electronic wave packets. We address this question using accurate simulations of x -ray scattering from a model system.

Model systems have a rich tradition in theoretical physics and chemistry and advance the qualitative understanding of fundamental processes. In strong field physics, for example, the classical recollision model ${ }^{48,49}$ and reduced-dimensionality models ${ }^{50-55}$ have been used to explain phenomena such as multiphoton ionization, above-threshold ionization, high-harmonic generation, laserinduced electron diffraction, and holography. ${ }^{56}$ In the field of quantum molecular dynamics, models are used to understand coupled electron-nuclear dynamics ${ }^{57-61}$ and their interplay with photoionization. ${ }^{62-66}$ Here, we use a correlated two-electron molecular model system that allows us to obtain numerically exact solutions to all electronic states on a grid. This facilitates the explicit evaluation of all inelastic and coherent-mixed one-electron scattering matrix elements that contribute to the scattering signal.

We emphasize that performing such a calculation for a real molecule with reasonable accuracy is challenging or even impossible. To the best of our knowledge, the only attempt to compute the complete sum over all final states of a non-hydrogenic system explicitly was reported by Slowik et al. for static inelastic scattering from the carbon atom in its electronic ground state via a Hartree-Fock-Slater model. ${ }^{67,68}$ Their approach, however, relied on the availability of accurate grid-based radial functions, and its extension to molecules is not straightforward. Once standard quantum-chemical basis sets are employed, results from a Hartree-Fock-Slater approach inevitably suffer from the limited size and flexibility of the basis set. With our molecular model system, we can account for electron correlation beyond a mean-field description, achieve complete convergence of the sum over states, and obtain quantitative accuracy of the scattering signals and their contributions.

At this point, it is worthwhile to distinguish the contribution of Compton ionization to non-resonant x-ray scattering, mediated by the $\hat{\boldsymbol{A}}^{2}$-term of the interaction Hamiltonian, from the effect of other x-ray-driven processes that lead to ionization. Most notably, radiation damage incurred via photoionization, mediated by $\hat{\boldsymbol{p}} \cdot \hat{\boldsymbol{A}}$, is an important concern in serial femtosecond crystallography where highly intense pulses of hard x-rays are used. ${ }^{69-73}$ This effect is particularly strong for targets that contain heavy elements with large photoionization cross-sections. ${ }^{74,75}$ Gas-phase UXS experiments, in contrast, can be carried out at relatively low x-ray intensities, thanks to the large number of molecules in the interaction region, and the probability of sequential photoionization and scattering is usually negligible. ${ }^{6,19,21,76-84}$ Focusing on UXS, this article, therefore, refrains from a further discussion of the impact of radiation damage on the scattering signal, and we refer to the previously mentioned work by Slowik et al. for a detailed theoretical analysis of that matter. ${ }^{68}$ Finally, we note in passing that Compton ionization has also been exploited to measure the momentum distribution of bound electrons. ${ }^{85-8}$

The remainder of the paper is organized as follows: in the theory section, we introduce the model system, review the theory of UXS, and provide an orbital-based interpretation of the scattering signal to aid qualitative understanding. Special emphasis is placed on casting existing theory into a form appropriate for the model system as well as on the difference in calculating the scattering signal via elements of either the one- or the two-electron density operator. In the result section, we start with static scattering from a single electronic state and then turn to UXS of an electronic wave packet. Finally, we summarize our findings and provide a general perspective.

## II. THEORY

## A. Model system

We employ an electronic version of the one-dimensional-extended Shin-Metiu model ${ }^{61}$ sketched in Fig. 1. The system is composed of three space-fixed nuclear point charges and two moving electrons with coordinates $x$ and $y$, respectively. The two outer nuclei are fixed at $\pm \zeta$, whereas the position of the inner nucleus relative to the center of mass of the two outer nuclei is an adjustable parameter, given by the displacement coordinate $R$. The model's electronic Hamiltonian is

$$
\begin{equation*}
\mathscr{H}_{0}=\frac{\hat{p}_{x}^{2}}{2}+\frac{\hat{p}_{y}^{2}}{2}+\hat{V}^{2 e}(x, y ; R), \tag{1}
\end{equation*}
$$

where $\hat{p}_{x}$ and $\hat{p}_{y}$ are the momentum operators of the two electrons, and $\hat{V}^{2 e}(x, y ; R)$ describes the Coulomb interaction between all particles, omitting the constant interaction of the fixed outer nuclei,

$$
\begin{aligned}
\hat{V}^{2 e}(x, y ; R)= & \frac{Z_{1} Z}{|\zeta-R|}+\frac{Z_{2} Z}{|\zeta+R|}+\frac{\operatorname{erf}\left(\frac{|x-y|}{R_{e}}\right)}{|x-y|} \\
& -\frac{Z \operatorname{erf}\left(\frac{|R-y|}{R_{c}}\right)}{|R-y|}-\frac{Z_{1} \operatorname{erf}\left(\frac{|\zeta-y|}{R_{f}}\right)}{|\zeta-y|}-\frac{Z_{2} \operatorname{erf}\left(\frac{|\zeta+y|}{R_{f}}\right)}{|\zeta+y|} \\
& -\frac{Z \operatorname{erf}\left(\frac{|R-x|}{R_{c}}\right)}{|R-x|}-\frac{Z_{1} \operatorname{erf}\left(\frac{|\zeta-x|}{R_{f}}\right)}{|\zeta-x|}-\frac{Z_{2} \operatorname{erf}\left(\frac{|\zeta+x|}{R_{f}}\right)}{|\zeta+x|} .
\end{aligned}
$$

(2)

Here, soft Coulomb interactions are parameterized with error functions, $\operatorname{erf}(\cdots)$. Their screening parameters are set to $R_{\mathrm{c}}=R_{\mathrm{f}}=R_{\mathrm{e}}$ $=1.5 \AA$, the distance between the outer nuclei is $2 \zeta=10.0 \AA$, and the nuclear charges are chosen to be $Z_{1}=Z_{2}=Z=1$. In the following, we consider two values of the displacement coordinate $R$ for the central nucleus. For $R=0 \AA$, the two electrons experience a symmetric Coulomb potential, whereas for $R=-2.05 \AA$, the potential is asymmetric. The latter configuration is known to be the equilibrium geometry of the system. ${ }^{66}$ Overall, this commonly employed set of parameters results in realistic internuclear distances and energetically well-separated eigenstates in the weak non-adiabatic coupling regime. ${ }^{64,6}$

With the two-electron Hamiltonian in Eq. (1), the timeindependent electronic Schrödinger equation reads,

$$
\begin{equation*}
\left[\frac{\hat{p}_{x}^{2}}{2}+\frac{\hat{p}_{y}^{2}}{2}+\hat{V}^{2 e}(x, y ; R)\right] \varphi_{i}^{2 e}(x, y ; R)=V_{i}^{2 e}(R) \varphi_{i}^{2 e}(x, y ; R), \tag{3}
\end{equation*}
$$
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FIG. 1. Schematic representation of the symmetric ( $R=0.00 \AA$, bottom) and asymmetric ( $R=-2.05 \AA$, top) model configurations. The colored solid lines show the one-electron density of the system in its electronic ground state, $\rho_{00}(x)$
and yields the adiabatic two-electron eigenenergies, $V_{i}^{2 e}(R)$, and eigenstates, $\varphi_{i}^{2 e}(x, y ; R)$. Although these eigenstates form a complete basis, it is computationally expensive to calculate all possible $\mathscr{N}_{x}^{2}$ eigenstates on the Cartesian grid of $\mathscr{N}_{x}$ points per dimension. We, therefore, use the exact two-electron eigenstates, $\varphi_{i}^{2 e}(x, y ; R)$, only to describe the manifold of $\mathcal{N}_{2}$ bound states below the first ionization threshold and utilize a plane-wave approach to complete the basis. To this end, we define a cationic system that has the same nuclear configuration as the full two-electron system but contains only one electron. The time-independent electronic Schrödinger equation of this system is

$$
\begin{equation*}
\left[\frac{\hat{p}_{y}^{2}}{2}+\hat{V}^{\mathrm{le}}(y ; R)\right] \phi_{i^{\prime}}^{\mathrm{le}}(y ; R)=V_{i^{\prime}}^{\mathrm{le}}(R) \phi_{i^{\prime}}^{\mathrm{e}}(y ; R), \tag{4}
\end{equation*}
$$

with the adiabatic one-electron eigenenergies, $V_{i}^{1 e}(R)$, and eigenstates, $\phi_{i^{\prime}}^{1 \mathrm{e}}(y ; R)$. The energy of the cationic ground state, $V_{0}^{\text {le }}(R)$, defines the first ionization threshold employed to limit the number of exact two-electron states calculated with Eq. (3). Analogous to Eq. (2), the operator $\hat{V}^{\text {le }}(y ; R)$ describes the Coulomb interactions of the one-electron system,

$$
\begin{align*}
\hat{V}^{\text {le }}(y ; R)= & \frac{Z_{1} Z}{|\zeta-R|}+\frac{Z_{2} Z}{|\zeta+R|}-\frac{Z \operatorname{erf}\left(\frac{|R-y|}{R_{c}}\right)}{|R-y|} \\
& -\frac{Z_{1} \operatorname{erf}\left(\frac{|\zeta-y|}{R_{\mathrm{f}}}\right)}{|\zeta-y|}-\frac{Z_{2} \operatorname{erf}\left(\frac{|\zeta+y|}{R_{f}}\right)}{|\zeta+y|} . \tag{5}
\end{align*}
$$

Crucially, all bound and continuum solutions to the one-electron Schrödinger equation in Eq. (4) can be obtained numerically.

For brevity, we will now drop the parametric dependence of the eigenstates on the nuclear displacement coordinate $R$ and introduce Dirac notation, i.e., $\varphi_{i}^{2 e}(x, y ; R)=\left\langle x, y \mid \varphi_{i}^{2 e}\right\rangle$ and $\phi_{i^{1 e}}^{\text {le }}(y ; R)$ $=\left\langle y \mid \phi_{i^{\prime}}^{\text {e }}\right\rangle$. To complete the two-electron basis, the other electron not described by Eq. (4) is approximately mapped by a plane wave, $\langle x \mid k\rangle=\exp [\iota k x]$, where $\iota$ is the imaginary unit and $k$ a wave vector on the momentum grid. Starting from an initial singlet state with an antisymmetric spin function, each spatial two-electron basis function in the manifold of ionized or highly excited singlet states is then a symmetrized direct product,

$$
\begin{equation*}
\left\langle x, y \mid k, \phi_{i}^{\mathrm{le}}\right\rangle=\frac{1}{\sqrt{2}}\left(e^{i k x} \phi_{i^{1 \mathrm{e}}}^{\mathrm{le}}(y)+\phi_{i^{1 \mathrm{e}}}^{\mathrm{le}}(x) e^{i k y}\right), \tag{6}
\end{equation*}
$$

orthonormalized with respect to the subspace of bound states below the first ionization threshold,

$$
\begin{equation*}
\left|\phi_{i^{2}, k}^{2 e}\right\rangle=N_{i^{\prime}, k}\left(\left|k, \phi_{i^{\prime}}^{\mathrm{le}}\right\rangle-\sum_{i=1}^{N_{2}}\left|\varphi_{i}^{2 e}\right\rangle\left\langle\varphi_{i}^{2 e} \mid k, \phi_{i^{\prime}}^{\mathrm{le}}\right\rangle\right), \tag{7}
\end{equation*}
$$

where $\kappa$ is the index of $k$ on the momentum grid, ${ }^{88} \mathscr{N}_{2}$ is again the number of bound states below the first ionization threshold, and $N_{i^{\prime}, K}$ ensures normalization,

$$
\begin{equation*}
N_{i^{\prime}, \kappa}=\left(1+\left|\left\langle k \mid \phi_{i^{\prime}}^{1 e}\right\rangle\right|^{2}-\sum_{i=1}^{N_{2}}\left|\left\langle\varphi_{i}^{2 e} \mid k, \phi_{i^{\prime}}^{1 e}\right\rangle\right|^{2}\right)^{-1 / 2} . \tag{8}
\end{equation*}
$$

We note that the direct-product ansatz in Eq. (7) cannot account for residual Coulomb interaction between the two electrons or between the plane-wave electron and the nuclei. However, the omission of this Coulomb interaction is of no concern here since we are not interested in particular eigenstates above the first ionization threshold but only seek to define a complete and orthonormal basis that explicitly includes the continuum.

To summarize, the two regimes of the model's two-electron basis in Eqs. (3) and (7) are

1. exact bound states, $\left|\varphi_{i}^{2 e}\right\rangle$, with $i \in\left[0, \mathcal{N}_{2}\right)$, and
2. ionized and excited states above the first ionization threshold, $\left|\phi_{i^{\prime}, k}^{2 e}\right\rangle$, with $i^{\prime} \in\left[0, \mathcal{N}_{x}\right)$ and $\kappa \in\left[0, \mathcal{N}_{x}\right)$.

## B. Ultrafast $x$-ray scattering

The observable quantity in UXS is the time-dependent differential scattering cross-section, $d \sigma / d \Omega$. It is equal to the number of photons scattered into a given solid angle $\Omega$ and can be derived within first-order time-dependent perturbation theory either based on semi-classical theory ${ }^{42,43}$ or non-relativistic quantum electrodynamics. ${ }^{31,44}$ For a coherent superposition of $\mathcal{N}_{\text {s }}$ electronic eigenstates,

$$
\begin{equation*}
|\Psi(t)\rangle=\sum_{i=1}^{\mathcal{N}_{s}} c_{i} \mathrm{e}^{-L E_{i} t / \hbar}\left|\varphi_{i}\right\rangle, \tag{9}
\end{equation*}
$$

where $t$ denotes the time, $\left|c_{i}\right|^{2}$ is the population, $\hbar$ is the reduced Planck constant, $E_{i}=V_{i}^{2 e}(R)$ is the electronic energy of state $\left|\varphi_{i}\right\rangle$ $=\left|\varphi_{i}^{2 e}\right\rangle$, and within the commonly applied Waller-Hartree approximation, ${ }^{89}$ the scattering cross-section ${ }^{33,37}$ for the model system can be written as

$$
\begin{align*}
\frac{d \sigma}{d \Omega}= & \left(\frac{d \sigma}{d \Omega}\right)_{\mathrm{Th}} \sum_{i, j}^{\mathcal{N}_{\mathrm{s}}} c_{j}^{*} c_{i} \Lambda_{j i}(q ; R) \\
& \times \int_{-\infty}^{+\infty} I(t-\tau) \mathrm{e}^{\iota \omega_{j i} t} d t \tag{10}
\end{align*}
$$

In Eq. $(10)$ above, $(d \sigma / d \Omega)_{\mathrm{Th}}$ is the Thomson scattering crosssection of a free electron, $I(t-\tau)$ is the photon-number intensity of the x-ray pulse centered at time $\tau$, the angular frequency is $\omega_{j i}$ $=\left(E_{j}-E_{i}\right) / \hbar$, and $\Lambda_{j i}(q ; R)$ is a two-electron scattering matrix element of the respective states, $\left|\varphi_{i}\right\rangle$ and $\left|\varphi_{j}\right\rangle$, at momentum transfer coordinate $q$. Here, $q$ is the component of the momentum transfer vector $\boldsymbol{q}$ in the direction of the molecular axis. Because of the
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model system's confinement to one dimension, components of $q$ orthogonal to the molecular axis do not carry information about the target. Despite the one-dimensionality of the model system, however, the x-ray photon is still allowed to change its direction when scattered, such that values $q>0$ are possible. The scattering geometry is two-dimensional, and the solid angle $\Omega$ reduces to the polar scattering angle $\theta$. For a given mean-photon energy of the incident x-ray pulse, and within the Waller-Hartree approximation, $q$ can be bijectively mapped to $\theta$. The precise relationship between $q$ and $\theta$ also depends on the relative orientation of the molecular axis and the wave vector of the incoming photon. Since this mapping only leads to compression or stretch of the scattering signal and does not alter its information content [see Eq. (S1) and Fig. S1 of the supplementary material], we will not consider a specific orientation and discuss scattering signals of the model system as functions of $q$ rather than $\theta$

Turning back to Eq. (10) and dropping $R$ again, the twoelectron scattering matrix elements are ${ }^{37}$

$$
\begin{align*}
\Lambda_{j i}(q) & =\left\langle\varphi_{j}\right| \hat{L}^{\dagger}(q) \hat{L}(q)\left|\varphi_{i}\right\rangle \\
& =\delta_{i j} N_{\mathrm{e}}+2 \iint \mathrm{e}^{q q(x-y)} \Gamma_{j i}(x, y) d x d y . \tag{11}
\end{align*}
$$

The operator $\hat{L}(q)$ in the first line of Eq. (11) is the one-electron scattering operator. For the model system, it is $\hat{L}(q)=\exp [\iota q x]$ $+\exp [\iota q y]$. Moreover, $\delta_{i j}$ is the Kronecker delta, $N_{e}=2$ is the number of electrons, and $\Gamma_{j i}(x, y)$ is the two-electron (transition) density,

$$
\begin{equation*}
\Gamma_{j i}(x, y)=\varphi_{j}^{*}(x, y) \varphi_{i}(x, y) \tag{12}
\end{equation*}
$$

The two-electron scattering matrix element $\Lambda_{j i}(q)$ can thus be obtained from the two-fold Fourier transform of the two-electron (transition) density. Its diagonal terms are equal to the total scattering probability of the respective electronic state.

The expression for the scattering cross-section in Eq. (10) above is valid for the most common case of energy-integrating detectors, i.e., under the condition that all scattered photons are detected irrespective of their individual energies. Nuclear dynamics and nuclear eigenstates are furthermore not considered in the model employed here.

## 1. Total and coherent-mixed scatterings

In the following, it is assumed that the x-ray pulse is much shorter than the period of the wave packet and that the corresponding photon-number intensity, $I(t-\tau)$, is normalized to unity. All scattering signals will be given in units of the Thomson scattering cross-section, $(d \sigma / d \Omega)_{\mathrm{Th}}$, and are henceforth written as $S(q, \tau)$. With Eq. (10), we define the scattering signal of the model system as

$$
\begin{equation*}
S(q, \tau)=\sum_{i, j}^{\mathcal{N}_{\mathrm{s}}} c_{j}^{*} c_{i} \mathrm{e}^{i \omega_{j i} \tau} \Lambda_{j i}(q) . \tag{13}
\end{equation*}
$$

The static, diagonal, part of Eq. (13) with $i=j$,

$$
\begin{equation*}
S_{\mathrm{t}}(q)=\sum_{i}^{\mathcal{N}_{\mathrm{s}}}\left|c_{i}\right|^{2} \Lambda_{i i}(q), \tag{14}
\end{equation*}
$$

is known as total scattering. The time-dependent part with $i \neq j$ is sometimes termed coherent-mixed scattering, ${ }^{36,37}$

$$
\begin{equation*}
S_{\mathrm{cm}}(q, \tau)=2 \sum_{i=1}^{\mathcal{N}_{s}-1} \sum_{j>i}^{\mathcal{N}_{\mathrm{s}}} \operatorname{Re}\left[c_{j}^{*} c_{i} \mathrm{e}^{i \omega_{j i} \tau} \Lambda_{j i}(q)\right], \tag{15}
\end{equation*}
$$

where the symmetry of the off-diagonal two-electron scattering matrix elements, $\Lambda_{i j}(q)=\Lambda_{j i}^{*}(q)$, is used to reduce the sum over $j$ to $j>i$. As mentioned before, the coherent-mixed component can probe ultrafast electron dynamics in the target.

## 2. Scattering components

One can now dissect the total scattering signal, $S_{\mathrm{t}}(q)$, in Eq. (14) into its constituent elastic and inelastic components. ${ }^{3,42,44,45}$ The scattering is said to be elastic if no energy, only momentum, is interchanged between the $x$-ray photon and the molecule. Inelastic scattering, often referred to as Compton scattering, ${ }^{90}$ in contrast, also implies an energy transfer to or from the photon. First, the identity,

$$
\begin{equation*}
1=\sum_{f=1}^{\infty}\left|\varphi_{f}\right\rangle\left\langle\varphi_{f}\right|, \tag{16}
\end{equation*}
$$

is introduced between the two scattering operators in Eq. (11), which yields

$$
\begin{equation*}
\Lambda_{j i}(q)=\sum_{f=1}^{\infty} L_{f j}^{*}(q) L_{f i}(q) \tag{17}
\end{equation*}
$$

Here, $L_{f i}(q)$ is a one-electron scattering matrix element (a statespecific scattering amplitude),

$$
\begin{equation*}
L_{f i}(q)=\left\langle\varphi_{f}\right| L(q)\left|\varphi_{i}\right\rangle=\int \mathrm{e}^{\imath q x} \rho_{f i}(x) d x, \tag{18}
\end{equation*}
$$

and $\rho_{f i}(x)$ is the one-electron (transition) density,

$$
\begin{equation*}
\rho_{f i}(x)=2 \int \varphi_{f}^{*}(x, y) \varphi_{i}(x, y) d y . \tag{19}
\end{equation*}
$$

Using Eq. (17), we can now define the elastic component of the total scattering signal in Eq. (14) to be

$$
\begin{equation*}
S_{\mathrm{el}}(q)=\sum_{i=1}^{\mathcal{N}_{\mathrm{s}}}\left|c_{i}\right|^{2}\left|L_{i i}(q)\right|^{2}, \tag{20}
\end{equation*}
$$

where all state indices in Eq. (17) are equal, $i=j=f$. Similarly, the inelastic component with $i=j$ and $f \neq i$ is

$$
\begin{equation*}
S_{\text {in }}(q)=\sum_{i=1}^{\mathcal{N}_{s}}\left|c_{i}\right|^{2} \sum_{f \neq i}^{\infty}\left|L_{f i}(q)\right|^{2} . \tag{21}
\end{equation*}
$$

Here, the scattered photon leads to an electronic transition, $f \longleftarrow i$, in the molecule. As an alternative to Eq. (21), the inelastic component can be defined without the infinite sum over $f$ simply by subtraction of the elastic component, Eq. (20), from the total scattering, Eq. (14),

$$
\begin{equation*}
S_{\mathrm{in}}(q)=S_{\mathrm{t}}(q)-S_{\mathrm{el}}(q) . \tag{22}
\end{equation*}
$$
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Finally, one can also express the coherent-mixed scattering in Eq. (15) in terms of one-electron scattering matrix elements. Insertion of Eq. (17) leads to,

$$
\begin{equation*}
S_{\mathrm{cm}}(q, \tau)=2 \sum_{i=1}^{\mathcal{N}_{s}-1} \sum_{j>i}^{\mathcal{N}_{s}} \operatorname{Re}\left[c_{j}^{*} c_{i} \mathrm{e}^{\omega \omega_{j i} \tau} \sum_{f=1}^{\infty} L_{f j}^{*}(q) L_{f i}(q)\right] . \tag{23}
\end{equation*}
$$

## 3. Orbital-based interpretation of the scattering signal

In Sec. III, we will, among other things, compare the inelastic and coherent-mixed components calculated via Eqs. (21) and (22) and via Eqs. (15) and (23). Before we move to the results, though, the reader may wonder how the formal equivalence of Eqs. (21) and (22) can be understood physically. How is it possible that a calculation that explicitly includes all electronic transitions to bound and ionized states and a simulation that only involves the molecule's twoelectron density yield, at least in principle, the same result? How is the two-electron density accounting for inelastic scattering? A qualitative answer is most easily given if the model system is in a single electronic singlet state, written approximately as an antisymmetrized Hartree product of real-valued spatial molecular orbitals, $\phi_{1}(x)$ and $\phi_{2}(y)$, ${ }^{90}$

$$
\begin{align*}
\varphi_{\mathrm{X}}\left(m_{x}, x, m_{y}, y\right)= & \frac{1}{\sqrt{2}}\left(\phi_{1}(x) \alpha\left(m_{x}\right) \phi_{2}(y) \beta\left(m_{y}\right)\right. \\
& \left.-\phi_{2}(x) \beta\left(m_{x}\right) \phi_{1}(y) \alpha\left(m_{y}\right)\right), \tag{24}
\end{align*}
$$

where $\alpha\left(m_{x}\right)$ and $\beta\left(m_{y}\right)$ are orthonormal spin functions. Integrating over the spin coordinates, $m_{x}$ and $m_{y}$, the respective one- and twoelectron densities in Eqs. (12) and (19) are

$$
\begin{equation*}
\rho_{\mathrm{XX}}(x)=\left|\phi_{1}(x)\right|^{2}+\left|\phi_{2}(x)\right|^{2}, \tag{25}
\end{equation*}
$$

and

$$
\begin{equation*}
\Gamma_{\mathrm{XX}}(x, y)=\frac{1}{2}\left(\left|\phi_{1}(x)\right|^{2}\left|\phi_{2}(y)\right|^{2}+\left|\phi_{2}(x)\right|^{2}\left|\phi_{1}(y)\right|^{2}\right) . \tag{26}
\end{equation*}
$$

Insertion of the one-electron density, $\rho_{\mathrm{xx}}(x)$, into Eqs. (18) and (20) and the two-electron density, $\Gamma_{\mathrm{XX}}(x, y)$, into Eqs. (11) and (14), yields the following expressions for the elastic and total scattering signals,

$$
\begin{equation*}
S_{\mathrm{el}}(q)=\left|l_{11}(q)\right|^{2}+\left|l_{22}(q)\right|^{2}+2 \operatorname{Re}\left[l_{11}(q) l_{22}^{*}(q)\right], \tag{27}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{\mathrm{t}}(q)=2+2 \operatorname{Re}\left[l_{11}(q) l_{22}^{*}(q)\right], \tag{28}
\end{equation*}
$$

where the elements $l_{m n}(q)$ are one-dimensional Fourier transforms of products of spatial orbitals,

$$
\begin{equation*}
l_{m n}(q)=\int \phi_{m}^{*}(x) \mathrm{e}^{\iota q x} \phi_{n}(x) d x \tag{29}
\end{equation*}
$$

Comparing Eqs. (27) and (28), the inelastic component in Eq. (22) can now be identified as

$$
\begin{equation*}
S_{\text {in }}(q)=2-\left|l_{11}(q)\right|^{2}-\left|l_{22}(q)\right|^{2} . \tag{30}
\end{equation*}
$$

This expression only involves the two occupied orbitals, ${ }^{68}$ yet completely describes the inelastic scattering of the wave function in Eq. (24). Thereby, it offers a physical explanation of the equivalence of Eqs. (21) and (22). Instead of explicitly adding the scattering probabilities of every electronic transition, the Fourier transform of the two-electron density accounts for inelastic scattering by subtraction of the elastic scattering probability of every bound electron from the total scattering probability of two free electrons. For a triplet state or a system with more than two electrons, $S_{\text {in }}(q)$ would be further reduced by the sum of all off-diagonal elements that refer to Pauli-forbidden transitions between orbitals occupied by electrons with the same spin. Crucially, all required information is contained within the system's two-electron density

A similar analysis can be made for the coherent-mixed component in Eqs. (15) and (23). Assuming coherence between the wave function in Eq. (24) and an electronically excited singlet state, $\varphi_{B}$, with $\phi_{3} \longleftarrow \phi_{2}$, the two-electron transition density in Eq. (12) is

$$
\Gamma_{\mathrm{BX}}(x, y)=\frac{1}{2}\left(\left|\phi_{1}(x)\right|^{2} \phi_{3}^{*}(y) \phi_{2}(y)+\phi_{3}^{*}(x) \phi_{2}(x)\left|\phi_{1}(y)\right|^{2}\right) .
$$

Inserting $\Gamma_{\mathrm{BX}}(x, y)$ into Eq. (11), one obtains the off-diagonal twoelectron scattering matrix element,

$$
\begin{equation*}
\Lambda_{\mathrm{BX}}(q)=2 \operatorname{Re}\left[l_{11}(q) l_{23}^{*}(q)\right], \tag{32}
\end{equation*}
$$

which leads to the coherent-mixed scattering signal defined in Eq. (15),

$$
\begin{equation*}
S_{\mathrm{cm}}(q, \tau)=4 \operatorname{Re}\left[c_{j}^{*} c_{i} \mathrm{e}^{i \omega_{j i} \tau}\right] \operatorname{Re}\left[l_{11}(q) l_{23}^{*}(q)\right] . \tag{33}
\end{equation*}
$$

The coherent-mixed component can thus be understood as an interference of the orbital-transition amplitude $l_{23}^{*}(q)$ with the diagonal element $l_{11}(q)$. The former refers to the orbitals in which the two states differ, the latter, to the occupied orbitals the states share. We note that for a system containing more than two electrons, the transition amplitude would interfere with all diagonal elements of the other electrons and the signal would be furthermore reduced by all Pauli forbidden transitions into or out of the two orbitals that differ. That has an important consequence. Albeit being a relatively weak effect related to a single orbital transition, here $\phi_{3} \longleftarrow \phi_{2}$, the coherent mixed component is somewhat amplified by the diagonal elements of all other electrons.

We can now compare the coherent-mixed component in Eq. (33) with the expression obtained via the infinite sum over states in Eq. (23). For that, we define a basis of singlet states excited by $\phi_{r} \longleftarrow \phi_{1}$ and $\phi_{s} \longleftarrow \phi_{2}$ with respect to Eq. (24), where $r$ and $s$ may refer to all bound and virtual orbitals as well as to all one-electron continuum functions. With Eq. (19) and integration over the spin coordinates, we now obtain the relevant one-electron transition densities,

$$
\begin{align*}
\rho_{f \mathrm{X}} & =\delta_{s 2} \phi_{r}^{*}(x) \phi_{1}(x)+\delta_{r 1} \phi_{s}^{*}(x) \phi_{2}(x)  \tag{34}\\
\rho_{f \mathrm{~B}} & =\delta_{s 3} \phi_{r}^{*}(x) \phi_{1}(x)+\delta_{r 1} \phi_{s}^{*}(x) \phi_{3}(x) \tag{35}
\end{align*}
$$

and with Eq. (18), the respective one-electron scattering matrix elements,

$$
\begin{align*}
& L_{f \mathrm{X}}(q)=\delta_{s 2} l_{r 1}(q)+\delta_{r 1} l_{s 2}(q),  \tag{36}\\
& L_{f \mathrm{~B}}(q)=\delta_{s 3} l_{r 1}(q)+\delta_{r 1} l_{s 3}(q) .
\end{align*}
$$
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Following Eq. (17), the two-electron scattering matrix elements are, therefore,

$$
\begin{align*}
\Lambda_{\mathrm{BX}}(q) & =\sum_{f=1}^{\infty} L_{f \mathrm{~B}}^{*}(q) L_{f \mathrm{X}}(q) \\
& =2 \operatorname{Re}\left[l_{11}(q) l_{23}^{*}(q)\right]+\sum_{s=1}^{\infty} l_{s 2}(q) l_{s 3}^{*}(q) . \tag{37}
\end{align*}
$$

Here, the sum over $s$ runs over the entire basis of orbitals and continuum single-particle functions. If complete, this sum must vanish for Eq. (37) to match Eq. (32). This implies that any finite truncation of the infinite sum over states in Eq. (23) adds complex-valued terms to the coherent mixed component that are spurious as long as the truncation is not justified by the detector response. The common and most severe truncation that only includes the populated states, for example, yields

$$
\begin{align*}
\Lambda_{\mathrm{BX}}^{\min }(q)= & 2 \operatorname{Re}\left[l_{11}(q) l_{23}^{*}(q)\right]+l_{12}(q) l_{13}^{*}(q) \\
& +l_{22}(q) l_{23}^{*}(q)+l_{23}(q) l_{33}^{*}(q) . \tag{38}
\end{align*}
$$

Clearly, the three complex-valued terms at the right-hand side of Eq. (38) do not appear in Eq. (32) above and are a mere artifact of the truncation. However, we note that these terms may become valid and detectable in the future once detectors with sufficient energy resolution are available.

## C. Numerical methods

Equations (3) and (4) are solved numerically on a grid of dimensions $\left[-60,60 \AA\right.$ ] with $\mathcal{N}_{x}=256$ grid points for each $x$ and $y$ using the relaxation method based on imaginary time propagation. ${ }^{11}$ The integration in imaginary time is performed with a time step of 5 as by utilizing the split-operator method in second order ${ }^{92}$ and the FFTW3 subroutine library for Fourier transfroms. ${ }^{93}$ The one- and two-electron scattering matrix elements, and thereby the scattering signals, are computed by direct numerical integration of Eqs. (11) and (18)

## III. RESULTS AND DISCUSSION

In the following, we investigate x -ray scattering from single electronic states as well as from coherent superpositions of electronic states for our model system and shed light on fundamental questions of x -ray scattering from molecules. Especially, we will address the questions of (i) how individual transitions add up to the inelastic and coherent-mixed scattering signals, (ii) what role ionization into continuum plays, and (iii) how the symmetry of the electronic wave function affects the scattering signal.

Since scattering signals are displayed as functions of $q$ rather than $\theta$, no particular mean-photon energy of the incident x -ray pulse is assumed. However, 10 keV would be an appropriate choice for scattering angles $\theta \leq 60^{\circ}$ (see Fig. $S 1$ in the supplementary material). Following Eq. (13), it is furthermore assumed that the pulse duration is much shorter than the period of the electronic wave packet. For the two cases of coherent-mixed scattering considered, this implies pulses significantly shorter than 2 and 10 fs , respectively.

## A. Static scattering from a single electronic state

We start by investigating x -ray scattering from the electronic ground state, $\left|\varphi_{0}^{2 e}\right\rangle$, for the asymmetric configuration with $R=-2.05 \AA$ and a first ionization threshold of -9.96 eV . All $\mathscr{N}_{2}=37$ bound states below this threshold are obtained from Eq. (3) and 65536 orthonormalized product states, defined by Eq. (7), complete the two-electron basis

The ground state's one- and two-electron densities, $\rho_{00}(x)$ and $\Gamma_{00}(x, y)$, are shown in Figs. 2(a) and 2(b). The two-electron density is symmetric under reflection over the diagonal axis with $x=y$ since two electrons are indistinguishable. Figure 2(c) also displays the electron-electron pair distribution function (PDF), $g_{00}(x-y)$, which is obtained from $\Gamma_{00}(x, y)$ by the coordinate transform $\{x, y\} \rightarrow\{\Delta r, \bar{r}\}$, where $\Delta r=x-y$ and $\bar{r}=(x+y) / 2$, and subsequent integration over $\bar{r}$. It displays the distribution of distances between the two electrons and peaks at $8.4 \AA$.

As discussed around Eqs. (14) and (20) before, the two-fold Fourier transform of the two-electron density yields the static total scattering signal, $S_{\mathrm{t}}(q)$, whereas the Fourier transform of the oneelectron density leads to the elastic scattering signal, $S_{\mathrm{el}}(q)$. Total scattering can also be obtained from the Fourier transform of the PDF,

$$
\begin{equation*}
\Lambda_{00}(q)=2+2 \int \mathrm{e}^{i q x^{\prime}} g_{00}\left(x^{\prime}\right) d x^{\prime}, \tag{39}
\end{equation*}
$$

which follows from the application of the above-mentioned coordinate transform to the scattering matrix element in Eq. (11). This illustrates the well-known fact that the total scattering signal effectively probes the pairwise correlated distance of electrons.

The resulting total scattering signal and its elastic and inelastic components are shown in Fig. 3. All three signals show the expected limiting behaviors at large and small momentum transfers. The total scattering signal is equal to $N_{e}^{2}=4$ at $q=0$ and approaches $N_{e}=2$ as $q \rightarrow \infty$. The elastic and inelastic components are equal to $N_{e}^{2}=4$ and 0 at $q=0$ and approach 0 and $N_{e}=2$ as $q \rightarrow \infty$, respectively. This is


FIG. 2. Visualization of the electronic ground state of the model system in its asym metric nuclear configuration with $R=-2.05 \AA$. (a) Two-electron density, $\Gamma_{00}(x, y)$ (b) One-electron density, $\rho_{00}(x)$. (c) Pair distribution function (PDF), $g_{00}(x-y)$
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FIG. 3. Total x -ray scattering signal, $S_{\mathrm{t}}(q)$, of the Shin-Metiu model system in its asymmetric nuclear configuration and its elastic and inelastic components, $S_{\mathrm{el}}(q)$ and $S_{\text {in }}(q)$. The colored areas display the decomposition of the inelastic signal into the contributions from bound-to-bound transitions (yellow) and single ionization (red). (a) The initial state is the electronic ground state. (b) The initial state is the second electronically excited state.
evident from the equations discussed in Sec. II B and conforms with the observation that x -ray scattering is predominantly elastic at small and inelastic at large values of $q$.

Following Eq. (22), the inelastic signal is calculated as the difference between the total and elastic signals. Moreover, it is also computed via the sum of all inelastic scattering matrix elements, Eq. (21), using the complete two-electron basis composed of both bound and continuum states. The latter approach permits the distinction of two contributions to the scattering signal that stem from different inelastic transitions:

1. bound-to-bound transitions into states below the first ionization threshold, $\left|\varphi_{f}^{2 e}\right\rangle \longleftarrow\left|\varphi_{0}^{2 e}\right\rangle$ with $f \in\left[1, \mathcal{N}_{2}\right)$, that lead to $S_{\text {in }}^{[0]}(q)$,
2. single ionization, $\left|\phi_{f^{\prime}, \kappa}^{2 e}\right\rangle \longleftarrow\left|\varphi_{0}^{2 e}\right\rangle$ with $f^{\prime} \in\left[0, \mathcal{N}_{x}\right)$ and $\kappa \in\left[0, \mathcal{N}_{x}\right)$, that leads to $S_{\text {in }}^{[1]}(q)$.
The second contribution may also involve transitions into highly excited states above the first ionization threshold but is dominated by single ionization since the exact one-electron scattering operator in Eq. (18), $L(q)$, does not allow for direct double excitation of the electronic ground state. Figure 3(a) shows that these
two contributions add up to the same inelastic signal as the calculation that utilizes the two-electron density and Eq. (22). The results illustrate the well-known fact that bound-to-bound transitions account for only a fraction of the inelastic signal and that transitions into the continuum have to be considered, in particular, at large values of $q^{86,87,90,96-99}$ Although bound-to-bound transitions dominate the inelastic component up to around $1.6 \AA^{-1}$, their contributions are negligible after $\sim 3.0 \AA^{-1}$. Most photons that undergo a large momentum transfer thus ionize the model system. Considering all bound-to-bound contributions to the inelastic scattering crosssection calculated with Hartree-Fock-Slater, Slowik et al. reported similar findings at $q \approx 5.0 \AA^{-1}$ for the carbon atom in its electronic ground state. ${ }^{68}$

The same decomposition of the total scattering signal into its various contributions is shown for the second electronically excited state, $\left|\varphi_{2}^{2 e}\right\rangle$, in Fig. 3(b). Overall, the general trends are the same as for the electronic ground state in Fig. 3(a). However, the signals deviate notably at intermediate momentum transfer, which is also the region of $q$ where ionization begins to contribute significantly. Both the elastic and inelastic components clearly carry information about the state of the system, ${ }^{100}$ although inelastic scattering is often considered to be incoherent and structureless. Similar findings have been reported for the isoelectric hydrogen molecule, ${ }^{36,37}$ as well as for larger molecules. ${ }^{16,17}$

We note that these differences appear particularly strong here because the model system contains only two electrons. For atoms and molecules with a larger number of electrons, the relative effect of the electronic state on the scattering signal would be weaker. Nevertheless, the change in the total scattering signal on Rydberg excitation of a molecule with 44 electrons has been observed recently, demonstrating that such effects are indeed measurable. ${ }^{19}$

Next, we address the contributions of individual one-electron scattering matrix elements to the inelastic signal via their absolute squares according to Eq. (21). In Fig. 4(a), selected absolute-squared elements are shown. All elements that correspond to bound-tobound transitions and every fifth element that relates to a single ionization is displayed. As already seen in Fig. 3(a), the bound-to-bound transitions contribute most at small values of $q$, whereas single ionization is prominent at larger momentum transfer. Intuitively, the larger the continuum quantum number $\kappa$, the higher the region of $q$ where the corresponding element is found. For final states with a large value of $k$, the kinetic energy transfer $\Delta E_{\text {kin }}$ of the inelastic transition roughly coincides with the mean momentum transfer $\langle q\rangle$ of the respective absolute-squared element, i.e., $\Delta E_{\text {kin }} \approx\langle\hbar q\rangle^{2} /\left(2 m_{\mathrm{e}}\right)$ with $m_{\mathrm{e}}$ being the rest mass of the electron. This relation does, however, not hold for inelastic scattering within the manifold of completely bound states or for small values of $k$.

Unsurprisingly, the integrated weights of the bound-to-bound elements in Fig. 4(b) show that the elements tend to contribute less to the inelastic scattering the larger their respective transition is, i.e., the larger the index $f$ of the final state. This overall trend follows the decreasing overlap between the ground state and excited states. Intriguingly, the inelastic element with $f=28$ somewhat breaks with this trend, being markedly stronger than all other elements above $f=14$. This can be attributed to the characters of the final states: almost all states with $f>14$ display significant Rydberg character, whereas state 28 is a more localized excited state that interrupts the Rydberg series (see Figs. S2 and S3 in the supplementary material).
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FIG. 4. (a) Individual absolute-squared inelastic one-electron scattering matrix elements for the electronic ground state of the asymmetric Shin-Metiu model system, $\left|L_{f 0}(q)\right|^{2}$. The solid lines refer to all elements that correspond to bound-to-bound transitions, whereas the dashed lines depict every fifth element that describes a single ionization into $\left|\phi_{0, \kappa}^{2 e}\right\rangle$. For better visibility, the latter elements are scaled by a factor of 10. (b) Integrated and normalized weights of different elements that imply a bound-to-bound transition into $\left|\varphi_{f}^{2 e}\right\rangle$.

Hence, state 28 has a larger overlap with the electronic ground state and consequently contributes with a stronger inelastic element to the scattering signal.

## B. Scattering from an electronic wave packet

Next, we investigate UXS from a coherent superposition of electronic states. Such a superposition or wave packet can be created by, for instance, coherent broadband excitation of several electronic states or non-adiabatic coupling of two states at a conical intersection. Following Eq. (9), we consider the coherent superposition of the first and second electronically excited states of the Shin-Metiu model system in its asymmetric configuration,

$$
\begin{equation*}
|\Psi(t)\rangle=\frac{1}{\sqrt{2}}\left(\mathrm{e}^{-t E_{1} t / \hbar}\left|\varphi_{1}^{2 \mathrm{e}}\right\rangle+\mathrm{e}^{-t E_{2} t / \hbar}\left|\varphi_{2}^{2 \mathrm{e}}\right\rangle\right) \tag{40}
\end{equation*}
$$

Here, both states contribute with equal weight. For this wave packet, the coherent-mixed component in Eq. (15) is

$$
\begin{align*}
S_{\mathrm{cm}}(q, \tau) & =\operatorname{Re}\left[\mathrm{e}^{i \omega_{21} \tau} \Lambda_{21}(q)\right] \\
& =\cos \left[\omega_{21} \tau\right] \operatorname{Re}\left[\Lambda_{21}(q)\right]-\sin \left[\omega_{21} \tau\right] \operatorname{Im}\left[\Lambda_{21}(q)\right] \tag{41}
\end{align*}
$$

The numerical evaluation of the two-electron scattering matrix element reveals that $\Lambda_{21}(q)$ is purely real-valued, which conforms qualitatively with the orbital-based analysis in Eq. (32). Hence, only the term proportional to $\cos \left[\omega_{21} \tau\right]$ in Eq. (41) contributes to the
coherent-mixed scattering signal, whereas the term proportional to $\sin \left[\omega_{21} \tau\right]$ vanishes. Since the two states in Eq. (40) differ in their energies by $\Delta E_{21} \approx 1.785 \mathrm{eV}$, the coherent-mixed signal in Eq. (41) oscillates with an angular frequency of $\omega_{21}=\Delta E_{21} / \hbar \approx 2.712 \mathrm{fs}^{-1}$, which corresponds to a period of $T_{21} \approx 2.317 \mathrm{fs}$.

In the following, we will consider $S_{\mathrm{cm}}(q, \tau)$ at $\tau_{\mathrm{a}}=0$ and $\tau_{\mathrm{b}}=1 / 2 T_{21}$. At these times, the coherent-mixed signal is the strongest. $S_{\mathrm{cm}}\left(q, \tau_{\mathrm{a}}\right)$ and $S_{\mathrm{cm}}\left(q, \tau_{\mathrm{b}}\right)$ have opposite signs but are otherwise equal. Figure 5 (a) shows these signals on top of the static total scattering signal, $S_{\mathrm{t}}(q)$. The coherent-mixed component modulates the magnitude of the scattering signal, and the curves at $\tau_{\mathrm{a}}$ and $\tau_{\mathrm{b}}$ show the two extremes between which the signal oscillates. Here, $S_{\mathrm{cm}}\left(q, \tau_{\mathrm{a}}\right)$ and $S_{\mathrm{cm}}\left(q, \tau_{\mathrm{b}}\right)$ are obtained via the two-fold Fourier transform of the two-electron transition density in Eq. (15).

Analogous to the analysis of the inelastic component in Sec. III A, we now dissect the coherent-mixed signal into its


FIG. 5. (a) Complete scattering signal, $S(q, \tau)$, of the asymmetric Shin-Metiu model system in a coherent superposition of its first and second electronically excited states. The complete signal contains the static total and non-stationary coherent-mixed components, $S_{\mathrm{t}}(q)$ and $S_{\mathrm{cm}}(q, \tau)$, respectively. It is shown at times $\tau_{\mathrm{a}}=0$ and $\tau_{\mathrm{b}}=1 / 2 T_{21}$ with $T_{21} \approx 2.317 \mathrm{fs}$. The filled areas display how the coherent-mixed component modulates the scattering signal over the course of one period. (b) Decomposition of the coherent-mixed signal at $\tau_{\mathrm{a}}$ into its contributions from different electronic transitions.

## The Journal

of Chemical Physics
contributions from different electronic transitions via the sum over states in Eq. (23). Equation (41) now becomes

$$
\begin{align*}
S_{\mathrm{cm}}(q, \tau)= & \operatorname{Re}\left[\mathrm{e}^{\iota \omega_{21} \tau} \sum_{f=1}^{\infty} L_{f 2}^{*}(q) L_{f 1}(q)\right] \\
= & \cos \left[\omega_{21} \tau\right] \sum_{f=1}^{\infty} \operatorname{Re}\left[L_{f 2}^{*}(q) L_{f 1}(q)\right] \\
& -\sin \left[\omega_{21} \tau\right] \sum_{f=1}^{\infty} \operatorname{Im}\left[L_{f 2}^{*}(q) L_{f 1}(q)\right] . \tag{42}
\end{align*}
$$

Here, the coherent-mixed component is expressed in terms of its constituent one-electron scattering matrix elements, $L_{f i}(q)$. Again, only the cosine term can contribute to the coherent-mixed scattering signal. The sum over the imaginary parts proportional to $\sin \left[\omega_{21} \tau\right]$ must vanish in the limit $f \rightarrow \infty$ to match the result obtained from the two-electron density, Eq. (41), and is always zero at times $\tau_{\mathrm{a}}$ and $\tau_{\mathrm{b}}$. With the complete two-electron basis for the Shin-Metiu model system at hand, we can now, as before, distinguish between different contributions that arise from different electronic transitions:

1. transitions between the populated bound states only, $\left|\varphi_{f}^{2 e}\right\rangle$ $\longleftarrow\left|\varphi_{1}^{2 e}\right\rangle$ and $\left|\varphi_{f}^{2 e}\right\rangle \longleftarrow\left|\varphi_{2}^{2 e}\right\rangle$ with $f \in[1,2]$, which lead to $S_{\mathrm{cm}}^{\min }(q, \tau)$,
2. all bound-to-bound transitions into states below the first ionization threshold, $\left|\varphi_{f}^{2 e}\right\rangle \longleftarrow\left|\varphi_{1}^{2 e}\right\rangle$ and $\left|\varphi_{f}^{2 e}\right\rangle \longleftarrow\left|\varphi_{2}^{2 e}\right\rangle$ with $f$
$\in\left[0, \mathcal{N}_{2}\right)$, which lead to $S_{\mathrm{cm}}^{[0]}(q, \tau)$, and
3. single ionization, $\left|\phi_{f^{\prime}, \kappa}^{2 e}\right\rangle \longleftarrow\left|\varphi_{1}^{2 e}\right\rangle$ as well as $\left|\phi_{f^{\prime}, \kappa}^{2 e}\right\rangle \longleftarrow\left|\varphi_{2}^{2 e}\right\rangle$ with $f^{\prime} \in\left[0, \mathcal{N}_{x}\right)$ and $\kappa \in\left[0, \mathcal{N}_{x}\right)$, which leads to $S_{\mathrm{cm}}^{[1]}(q, \tau)$.

The third contribution may, again, involve transitions into highly excited states above the first ionization threshold but is dominated by single ionization.

In previous proof-of-concept simulations of coherent-mixed scattering, it was custom to consider either only the minimal contribution from the populated bound states or a truncated expansion somewhere in between contributions 1 and 2 since only a finite number of electronic states were available or energy-resolving detectors were assumed. ${ }^{20,31,33-36,38,40,101,102}$ Such truncated simulations lack all contributions from ionization and even from most bound-tobound transitions, potentially leading to strong discrepancy between the predicted coherent-mixed signal and the signal that would be measured on an energy-integrating detector.

Figure 5(b) shows that the contributions from all bound-tobound transitions as well as single ionization add up to the same coherent-mixed scattering signal as obtained from the calculation via Eqs. (11) and (15). It is furthermore evident that the inclusion of more electronic transitions does not lead to a trend that is as clear and simple as for the inelastic scattering in Fig. 3 before. In the latter case, the one-electron scattering matrix elements of different electronic transitions added up incoherently and thus only increased the signal by specific $q$-dependent magnitudes. In coherent-mixed scattering, however, the individual amplitudes interfere both constructively and destructively and thus lead to a
more complex build-up of the signal that cannot be as easily anticipated from its constituent terms as for the inelastic component. Although the minimal contribution from the populated bound states roughly matches the full coherent-mixed component at low momentum transfer, it does not lead to the correct signal at intermediate values of $q$. Only the inclusion of all contributions, i.e., of all possible singly excited and singly ionized states, guarantees that the signal simulated via the sum over states in Eq. (42) is correct-at least as long as current energy-integrating detectors are employed. Clearly, such an infinite sum-over-states calculation would be infeasible for real molecules outside the realm of simple model systems. Future work on coherent-mixed scattering without energy resolution should, therefore, be based on the two-fold Fourier transform of the two-electron transition density rather than on a truncated sum over states.

Previous work has furthermore emphasized that the complete coherent-mixed signal vanishes for a superposition of electronic states that transform differently under inversion. ${ }^{37,45,47}$ To further illustrate that we consider the symmetric Shin-Metiu model system with $R=0 \AA$ and a first ionization threshold of -9.10 eV . All $\mathcal{N}_{2}=48$ bound states below this threshold are obtained. Now, the system has a center of inversion at $x=0 \AA$ and $y=0 \AA$, and the two superposed electronic states of the wave packet in Eq. (40) have different inversion symmetries, gerade and ungerade. The coherentmixed scattering signal must, therefore, vanish in the limit $f \rightarrow \infty$ now.

Figure 6, which displays the coherent-mixed scattering signal at $\tau=1 / 4 T_{21}$ with $T_{21} \approx 10.12 \mathrm{fs}$, shows that this is indeed the case. Again, the infinite sum over states and the two-fold Fourier transform of the two-electron transition density yield the same results, here zero. Any finite truncation of the sum in Eq. (42), however, retains non-vanishing terms proportional to $\sin \left[\omega_{21} \tau\right]$ and thus leads to a spurious signal. Again, this conforms qualitatively with the orbital-based analysis in Eq. (37), which demonstrates that additional complex-valued terms may arise when the sum over states is truncated.


FIG. 6. Decomposition of the coherent-mixed signal, $S_{\mathrm{cm}}(q, \tau)$, of the symmetric Shin-Metiu model system in a coherent superposition of the first and second electronically excited states. The signal and its contributions are shown at time $\tau=1 / 4 T_{21}$ with $T_{21} \approx 10.12 \mathrm{fs}$.
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## IV. SUMMARY

In this work, we investigate how often disregarded electronic transitions affect the UXS signal, in particular, transitions into the continuum that lead to Compton ionization of the target. To this end, we employ a two-electron molecular model system, for which numerically exact solutions to the electronic Schrödinger equation and a complete continuum basis are obtained. For the latter, we use an orthonormalized plane-wave ansatz. Moreover, the theory of UXS is adapted to the model system, and an orbital-based interpretation of the x-ray scattering signal is provided.

The model system permits an accurate and direct calculation of the inelastic component of the total x-ray scattering signal via elements of the one-electron density operator and a formally infinite sum over all accessible electronic states, bound and continuum. Hence, a near-quantitative distinction between the contributions to inelastic scattering from bound-to-bound transitions and Compton ionization becomes possible. The well-known fact that bound-to-bound transitions dominate at low and single ionization at intermediate to high momentum transfer is thereby illustrated, and the capacity of the model to yield detailed information about the composition of the scattering signal is demonstrated.

For electron dynamics, i.e., when electronic states are superposed coherently and the duration of the x-ray pulse is sufficiently short, the UXS signal will contain an additional coherent-mixed component that appears alongside the more common and, in this context, static, elastic, and inelastic signals. Summing over the individual electronic transitions again, we also find a significant contribution of ionization to coherent-mixed scattering at intermediate-to-high momentum transfer. In contrast to the inelastic component, however, the scattering amplitudes from different electronic transitions interfere. We demonstrate that inaccurate or spurious UXS signals may be obtained if the continuum is not included in full. A strong recommendation that emerges from this result is that energy-integrated UXS signals for electronic wave packets should be calculated via elements of the two-electron density operator. Such an approach inherently and efficiently accounts for all electronic transitions mediated by the x-ray photon.

Future studies using this model could tackle the role of nuclear dynamics ${ }^{34-37,103}$ and compare electron and x-ray scattering. ${ }^{104-106}$ Overall, the presented work brings new physical insights into how electronic structure, excitation, and dynamics manifests in static and ultrafast x-ray scattering. Although the work employs a model system, the conceptual advances presented herein may guide prospective experiments with realistic and accurate simulations. With the current advances toward sub-fs pulses at XFELs,,${ }^{30,106}$ measurements of electron dynamics using scattering are not far removed.

## SUPPLEMENTARY MATERIAL

The supplementary material contains a detailed discussion of the mapping of the momentum transfer component $q$ to the scattering angle $\theta$ for the parallel and perpendicular orientations of the incident photon's wave vector with respect to the molecular axis. Figure S1 displays the total, elastic, and inelastic scattering signals from Fig. 3(a) as functions of $\theta$. One-electron densities of the first 35 electronic states of the molecular model system in its asymmet-
ric nuclear configuration are presented in Figs. S2 and S3 shows the respective electronic states with $i=26-30$.
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## Mapping to Scattering Angle

In main text of the article, x-ray scattering signals are displayed as functions of $q$, the component of the momentum transfer vector $\boldsymbol{q}$ in direction of the model system's molecular axis. Here, the mapping of $q$ to the polar scattering angle $\theta$ and its impact on the scattering signals are discussed in greater detail.

For a particular orientation of the wave vector of the incident x-ray photon, $\boldsymbol{k}_{0}$, with respect to the molecular axis, and within the Waller-Hartree approximation, $q$ bijectively maps to $\theta$. If $\boldsymbol{k}_{0}$ is perpendicular or parallel to the molecular axis, the respective scattering angles in a two-dimensional scattering geometry are, ${ }^{\text {a }}$

$$
\begin{equation*}
\theta_{\perp}=\arcsin \left(\frac{q}{k_{0}}\right), \quad \theta_{\|}=\arcsin \left(\frac{\sqrt{q\left(2 k_{0}-q\right)}}{k_{0}}\right) \tag{S1}
\end{equation*}
$$

where $k_{0}=\left|\boldsymbol{k}_{0}\right|=E_{0} /(c \hbar)$ is a constant for a given mean-photon energy of the incident x-ray pulse, $E_{0}$.
To illustrate the effect of the direction of $\boldsymbol{k}_{0}$, the total, elastic, and inelastic scattering signals from Fig. 3 (a) of the manuscript are plotted against the angles $\theta_{\perp}$ and $\theta_{\|}$in Fig. S1 below. For the perpendicular orientation, the scattering signals are visually indistinguishable from the signals shown in the manuscript because $\arcsin \left(q / k_{0}\right)$ is essentially a linear function in range of $q / k_{0}$ where the signals show structure. For the parallel orientation, the maxima and minima of the scattering signals are shifted towards higher angles, but apart from this stretch the curves are identical.


Figure S1: Total, elastic, and inelastic x-ray scattering signals of the asymmetric model system in its electronic ground state as functions of the scattering angles $\theta_{\perp}$ and $\theta_{\|}$for the perpendicular and parallel orientations of $\boldsymbol{k}_{0}$ relative to the molecular axis. A mean-photon energy of $E_{0}=10 \mathrm{keV}$ is assumed.

We note that the outgoing, Compton ionised electron may also carry a component of momentum orthogonal to the molecular axis to ensure momentum conservation. Because the molecule's initial electronic state does not extend in this dimension, though, the orthogonal component of the electron momentum does not affect the simulated x-ray scattering signals. The respective integrals separate and solve to a factor of unity, i.e.,

$$
\int_{-\infty}^{+\infty} e^{-\iota k^{\prime} z} e^{\iota q^{\prime} z} \delta(z) d z=1
$$

Here, $z$ is an electronic coordinate orthogonal to either $x$ or $y$ and $\delta(z)$ is the Dirac delta function that reflects that the initial, completely bound states of the molecular model system do not extend in $z$-direction. Moreover, $k^{\prime}$ and $q^{\prime}$ are components of the electron momentum and momentum transfer vector perpendicular to $k$ and $q$, respectively. In addition, momentum is also conserved by the recoil of the molecule itself. The latter applies to all components of the scattering signal, also to those not related to Compton ionisation.
${ }^{\text {a }}$ The expressions can be derived from Eqs. (4.8) and (4.13) discussed on pp. 37-40 in [M. Simmermacher, Theory and Simulations of Time-Resolved X-Ray Scattering, Ph.D. Thesis, (Technical University of Denmark, Kongens Lyngby, Denmark, 2018)].

## Densities and States of the Molecular Model System

Here, a selection of one-electron densities and electronic eigenstates of the molecular model system are shown.




































Figure S2: One-electron densities, $\rho_{i i}(x)$, of the first 35 electronic states of the two-electron model system in its asymmetric nuclear configuration with $R=-2.05 \AA$. The $x$-axis refers to the electronic coordinate in Ångström. For states 1 to 34, the density of the electronic ground state is shown by a dashed gray line to facilitate comparison. All 35 states lie below the first ionisation threshold and are thus completely bound. Almost all states above $i \approx 14$ display Rydberg character with relatively large density at large distances from the nuclei, extending even beyond the $60-\AA$-wide range of $x$-values shown here. For these states, the density in the vicinity of the two nuclei at $R=-5.00 \AA$ and $R=-2.05 \AA$ is very similar to the density of the electronic ground state, while the density close to the more distant nucleus at $R=5.00 \AA$ is significantly depleted. Intriguingly, state 28 interrupts this Rydberg series. Its one-electron density is more localised and shows very little, if any, Rydberg character. Moreover, its density close to the nucleus at $R=5.00 \AA$ is very similar to the density of the electronic ground state, while the density in the vicinity of the two nuclei at $R=-5.00 \AA$ and $R=-2.05 \AA$ has a more complex, more nodal, and slightly more diffuse, albeit still very localised structure.


Figure S3: Contour plots of the electronic states $\left|\varphi_{i}^{2 \mathrm{e}}\right\rangle$ with $i=26$ to 30 (left to right) of the model system in its asymmetric nuclear configuration with $R=-2.05 \AA$. The $x$ - and $y$-axes refer to the electronic coordinates in Ångström. The upper row shows the wave functions between $-60 \AA$ and $+60 \AA$, the lower row between $-15 \AA$ and $+15 \AA$. Blue colours depict negative and yellow to red colours positive amplitude of the wave function. The contours range from values smaller than -0.054 to values larger than +0.054 in increments of 0.006 . All five states shown lie below the first ionisation threshold and are thus completely bound. While states 26, 27, 29, and 30 display strong Rydberg character with relatively large amplitude at large distances from the nuclei, state 28 is significantly more localised.
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    Non-adiabatic dynamics and conical intersections play a central role in the chemistry of most polyatomic molecules, ranging from isomerization to heterocyclic ring opening and avoided photo-damage of DNA. Studying the underpinning correlated dynamics of electronic and nuclear wave packets is a major challenge in real-time and many times involves optically dark transient states. We show that attosecond core-level spectroscopy reveals the pathway dynamics of neutral furan across several conical intersections and resolves competitive relaxation pathways. Our method detects electronic-nuclear correlations, the dephasing of electronic coherence due to nuclear motion, and identifies the ring-opened isomer as the dominant product. These results demonstrate the efficacy of attosecond core level spectroscopy as a potent method to investigate the real-time dynamics of photochemical reaction pathways in complex molecular systems.
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    Figure 4. (a) Theoretical results showing the time evolution of the relevant three excited states $S_{l}-S_{3}$ together with the So ground state. The vertical dashed lines (purple) indicate the temporal locations of nonadiabatic couplings between the various PES: $S_{2}\left(\pi \pi^{*}\right) / S_{l}(\pi 3 s)$ CI at $12 f s, S_{l}\left(\pi \pi^{*}\right) / S_{l}\left(\pi \sigma^{*}\right)$ CI at 58 fs and $S_{l}\left(\pi \sigma^{*}\right) / S_{0}$ CI at $158 f s$. (b) shows energy differences between excited electronic states for the $R O$ (top) and mode for $R O$ and 62 THz modes for $R P$, respectively. A normal mode analysis (d) in comparison with RP (bottom) pathways with a Gaussian smoothing based on the pump pulse width. In accord with the measurement, we find a substantial divergence of $\Delta E_{31}$ and $\Delta E_{21}$ that explains the dephasing of the electronic coherence after about $60 f$ s. (c) shows a windowed Fourier analysis of calculated electronic coherences. The analysis reveals indeed electronic coherence, which persists about 60 fs with a 60 THz measurement settles that the RO pathway dominates the dynamics. The 37.0 THz RO mode from theory is in excellent agreement with the measurement of $36 \pm 9 \mathrm{THz}$ (Fig. 3b). Further indicated in the blue and red panels next to the modes are the relevant $R P$ and $R O$ modes.

