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ABSTRACT 

There has been a shift towards energy sustainability in recent years, and this shift should continue. The steady growth 

of energy demand as a result of population growth, as well as heightened worries about the number of anthropogenic gases 

released into the atmosphere and deployment of advanced grid technologies, has spurred the penetration of renewable energy 

resources (RERs) at different locations and scales in the power grid. As a result, the energy system is moving away from the 

centralized paradigm of large, controllable power plants and toward a decentralized network based on renewables. Microgrids, 

either grid-connected or islanded, provide a key solution for integrating RERs, load demand flexibility, and energy storage 

systems within this framework. Nonetheless, renewable energy resources, such as solar and wind energy, can be extremely 

stochastic as they are weather dependent. These resources coupled with load demand uncertainties lead to random variations 

on both the generation and load sides, thus challenging optimal energy management.  

This thesis develops an optimal energy management system (EMS) for a grid-tied solar PV-battery microgrid. The 

goal of the EMS is to obtain the minimum operational costs (cost of power exchange with the utility and battery wear cost) 

while still considering network constraints, which ensure grid violations are avoided. A reinforcement learning (RL) approach 

is proposed to minimize the operational cost of the microgrid under this stochastic setting. RL is a reward-motivated 

optimization technique derived from how animals learn to optimize their behaviour in new environments. Unlike other 

conventional model-based optimization approaches, RL doesn’t need an explicit model of the optimization system to get 

optimal solutions. The EMS is modelled as a Markov Decision Process (MDP) to achieve optimality considering the state, 

action, and reward function. The feasibility of two RL algorithms, namely, conventional Q-learning algorithm and deep Q 

network algorithm, are developed, and their efficacy in performing optimal energy management for the designed system is 

evaluated in this thesis.   

First, the energy management problem is expressed as a sequential decision-making process, after which two 

algorithms, trading and non-trading algorithm, are developed. In the trading algorithm case, excess microgrid’s energy can be 

sold back to the utility to increase revenue, while in the latter case constraining rules are embedded in the designed EMS to 

ensure that no excess energy is sold back to the utility. Then a Q-learning algorithm is developed to minimize the operational 

cost of the microgrid under unknown future information. Finally, to evaluate the performance of the proposed EMS, a 

comparison study between a trading case EMS model and a non-trading case is performed using a typical commercial load 

curve and PV generation profile over a 24-hour horizon. Numerical simulation results indicated that the algorithm learned to 

select an optimized energy schedule that minimizes energy cost (cost of power purchased from the utility based on the time-

varying tariff and battery wear cost) in both summer and winter case studies. However, comparing the non-trading EMS to the 

trading EMS model operational costs, the latter one decreased cost by 4.033% in the summer season and 2.199% in the winter 

season.  

Secondly, a deep Q network (DQN) method that uses recent learning algorithm enhancements, including experience 

replay and target network, is developed to learn the system uncertainties, including load demand, grid prices and volatile power 

supply from the renewables solve the optimal energy management problem. Unlike the Q-learning method, which updates the 

Q-function using a lookup table (which limits its scalability and overall performance in stochastic optimization), the DQN 

method uses a deep neural network that approximates the Q-function via statistical regression. The performance of the proposed 

method is evaluated with differently fluctuating load profiles, i.e., slow, medium, and fast. Simulation results substantiated the 

efficacy of the proposed method as the algorithm was established to learn from experience to raise the battery state of charge 

and optimally shift loads from a one-time instance, thus supporting the utility grid in reducing aggregate peak load. Furthermore, 
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the performance of the proposed DQN approach was compared to the conventional Q-learning algorithm in terms of achieving 

a minimum global cost. Simulation results showed that the DQN algorithm outperformed the conventional Q-learning approach, 

reducing system operational costs by 15%, 24%, and 26% for the slow, medium, and fast fluctuating load profiles in the studied 

cases. 
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1 INTRODUCTION 

1.1 Problem Statement 

The power system, developed roughly a century ago, has been used for decades without any significant changes. Customers 

who were solely functioning as energy consumers received energy from centralized power plants. If more power were needed, 

these power generators would increase the power generated to balance power between the supply and demand sides. As a 

result, the supply side would adjust to meet the load demand requirements. However, things began to change with the advent 

of renewable energy resources (RER), such as biomass, solar, and wind power. The percentage of renewable energy output 

was initially low, but it has quickly increased in recent years. There are numerous explanations for this increase: climate change 

and legislation to reduce carbon emissions, electronic advancements, novel technologies that are low in carbon, unique market 

models, and government incentives are all factors to consider [1]. 

Consequently, the energy system is shifting from a centralized system comprised of large, controllable power units to a 

distributed network composed of numerous uncontrollable renewable energy sources. In addition, countries worldwide are 

putting in place targets to reduce greenhouse gas (GHG) emissions, improve the power grid energy efficiency, and expand 

clean energy production in their power generation mix. As specified in the recent Paris Agreement, the primary goal is to keep 

global temperatures "far below 2°C pre-industrial levels and to pursue measures to restrict the temperature increase to 1.5°C" 

[2]. Therefore, the construction of small local electrical networks, known as micro/mini grids, is increasingly viewed as a 

crucial enabler in integrating renewable energy resources and providing sustainable energy to end consumers.  Moreover, the 

massive advancements in power electronics, (which provide valuable tools for controlling and converting electric power from 

DC to AC and vice versa and allow bidirectional interconnection between microgrids and the utility grid) decreasing investment 

costs of distributed energy technologies, and advancements in information and communication technologies (ICT) are further 

accelerating the diffusion of  renewable distributed energy resources (DERs) in the energy markets and reshaping energy 

systems from a control viewpoint [3]. 

Although it is recommended that renewable DERs be deployed to reduce over-reliance on convectional fossil-based sources 

and improve energy efficiency, renewable sources are highly uncontrollable and stochastic. Most renewable energy 

technologies cannot guarantee a constant and consistent electricity generation because their output varies depending on the 

weather and time of day. Furthermore, electricity consumption may be partially unpredictable with microgrids due to economic 

and social activities,  new technologies on the end-users side such as electric vehicles, sudden changes of weather and different 

types of electric consumers [4], adding another layer of complexity to optimal power control. As variable power sources (such 

as wind and solar) reach a high level of grid penetration, optimal energy management becomes very difficult to describe with 

a proper mathematical formulation due to the uncertainty in the load demand, renewable resources, and bidirectional flow of 

power between the microgrid and the utility grid. Deploying a  energy storage system(ESS) [5] can significantly buffer the 

impacts of these uncertainties however, to guarantee a reliable supply of power and ensure efficient utilization of the battery 

storage, it’s vital that an efficient energy management system be developed. 

In power system, an EMS is needed to ensure system requirements are met by maximizing the net benefit of renewable energy 

resources while minimizing the entire system's energy losses and operating costs. It also ensures optimal decision making 

during the microgrid operations, thus ensuring the load demand is met at minimal or reasonable costs while satisfying all 

technical and operational constraints [6]. In microgrid context however, the EMS faces significant challenges because of the 
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microgrid’s small energy capacity, intermittency of renewable DERs, energy consumption unpredictability and dynamic 

electricity tariffs. Thus, to optimize energy dispatch and overcome microgrid’s uncertainties (stemming from intermittent 

renewable electricity sources, uncertain load demand and varying electricity market prices), further enhancements on the 

microgrid’s architecture and advanced control techniques that can take optimal real-time actions instantly and adaptively are 

required to guarantee continuous balance between supply and demand, thus ensuring system stability. Furthermore, additional 

flexibility on the demand side can be explored at the design level to balance the high volatility of renewable DERs.  

On the control level, several control approaches have been proposed to maximise energy usage or reduce operational cost by 

intelligently managing the different types of energy resources and controllable loads in grid-tied microgrids. For years, 

conventional techniques such as mixed-integer linear programming, linear programming, and dynamic programming have been 

proposed to optimally manage energy in microgrids [7]–[9]. These methods, however, are reported to suffer from the famous 

curse of dimensionality and are highly susceptible to getting sub-optimal results in environments that are highly stochastic, i.e., 

they contain volatile variables such as load demand, grid tariffs and renewable energy. Such techniques, therefore, have limited 

flexibility and scalability. Further, metaheuristic techniques, including particle swarm optimization (PSO), genetic algorithm 

(GA), and their hybrids, have also been used in literature to tackle the issue of energy management in microgrids [10]–[13]. 

However, these techniques involve extensive computational time and are unable to handle dynamic online operations. The 

online function allows computing resources to be used more economically as it doesn’t require one to have another committed 

computer for performing the optimization process offline. The algorithms mentioned above also don’t have a learning 

component, i.e. they are incapable of storing the optimization knowledge and reusing it for a new optimization task [14]. Given 

that the load demand varies on an hourly basis, it is required to calculate the schedule for every new generation and demand 

profile, which is not computationally efficient. In addition, the performance of this techniques may deteriorate if accurate 

models or appropriate state variables forecasting are unavailable. Often, metaheuristic methods are hybridized with other linear 

methods for an advantage complementation [6], [15]. 

In the last decade, data-driven techniques based on machine learning (ML) have shown great potential in achieving near-

optimal microgrid control using operational data. They have also proved ideal in overcoming the limitations above. The 

reinforcement learning (RL) paradigm, in which a microgrid's dynamics are learned by an agent interacting with its 

components, is amongst the most promising learning-based techniques for energy management systems. Reinforcement 

learning is a solution method that is motivated by rewards. Reinforcement learning methods are more capable of dealing with 

stochastic systems than other optimization approaches due to their learning element and capacity to generalize solutions [14], 

[16]. As a result, this work proposes reinforcement learning to perform the energy management task. 

1.1.1 Proposed Approach 

The reinforcement learning (RL) method, one of the machine learning algorithms, is well known because of its ability to solve 

problems in stochastic environments. It aims at making optimal time-sequential decisions in an uncertain environment. 

Reinforcement learning involves a decision-maker (agent) that learns how to act (action) in a particular situation (state) through 

continuous interaction with the environment to maximize cumulative rewards [17], [18]. In the learning process, the agent can 

learn about the system and take action that affects the environment to achieve its objective. In RL, the agent considers the long-

term reward instead of simply getting the immediate maximum reward. This concept is essential for resource optimization 

problems in renewable-powered microgrids, where supply and demand change rapidly. Q-learning, one of the RL methods, is 

commonly used to solve sequential decision-making problems, as authors in [18] explain. Q-learning is an off-policy algorithm 

that doesn’t require any prior knowledge of a system's rewards or state transition probabilities, thus making it applicable to 
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systems that manage real-time data. Many scholars, focusing on microgrid EMS [14], [19]–[21], specifically have used Q-

learning to control energy. The key benefit of RL techniques is their adaptability to stochastic systems and ability to transfer 

knowledge, i.e. the information gained when learning policies for specific load demands can be retrieved to learn an optimal 

schedule for other load profiles [14]. Furthermore, RL is capable of relaxing the idea of an explicit system model to ensure 

optimal control. This is of great benefit since the problem of energy management is usually a partly observable problem, i.e., 

hidden or unknown information always exists. 

Several scholars have used this approach to solve the microgrid energy management problem to take advantage of these 

characteristics. For instance, Brida et al. [22] used batch reinforcement learning to implement a microgrid EMS optimizes 

battery schedules. The charge and discharge efficiency of the battery and the microgrid nonlinearity caused by inverter 

efficiency were considered. Elham et al. [23] presented a multi-agent RL method for adaptive control of energy flow in a 

microgrid. The results indicate that the grid-tied microgrid learned to reduce its dependency on the utility grid significantly. 

Authors in [24] presented an optimal battery scheduling scheme for microgrid energy management. A Q-learning technique is 

implemented to reduce the overall power consumption from the utility in [22], and simulation results show that the algorithm 

reduces dependency on the main grid. However, this work fails to consider battery trading with the utility and the impact of 

the battery life cycle from those actions. In recent advances reported on the implementation of RL in microgrid energy 

management [22]–[25], [26]–[32], [33]–[35], modelling of microgrid operational cost with consideration of battery degradation 

cost is not yet thoroughly studied. Most studies only consider the generation cost and power exchange cost. Therefore, this 

research focuses on extending the emerging studies in the application of RL in microgrid energy management in the context of 

a solar PV battery microgrid connected to the utility grid. In addition, a battery degradation model is incorporated to reduce 

strain on the battery during the (dis)charge operation. 

1.2 Research Aim and Objectives 

This thesis aims to design an EMS that can optimally manage energy flows from and to the main grid and optimize battery 

charging and discharging such that the overall operational costs (including the cost of power purchased from the utility and 

battery wear cost) are reduced and utilization of solar PV is maximized. To minimize the operational costs, RL based algorithm 

is implemented to learn the control actions for energy storage systems (ESS) under a very complex environment (e.g., battery 

degradation, intermittent renewable energy supply and grid tariff uncertainty). To access the performance of the developed 

algorithms, several case studies are considered. First, a trading algorithm is studied where excess microgrid’s energy can be 

sold back to the utility to increase revenue. Second, a non-trading algorithm where constraining rules are embedded into the 

learning process to curtail excess energy from been sold back to the utility is also developed. Both are tested using both summer 

and winter solar PV generation data. On the other hand, a deep reinforcement learning approach, specifically the deep Q 

network (DQN), is also developed and tested with different load profiles, i.e., slow, medium, and fast fluctuating load demands 

to evaluate its efficacy in coping with system uncertainties. Based on this explanation, the mentioned research aim can be 

divided into several sub-objectives as follows: 

 

1. To develop a mathematical optimization model for the energy management problem in a grid-tied solar PV-battery 

microgrid system considering network technical constraints and the uncertainty of solar PV generation, load 

consumption, and grid tariff. 

2. To formulate the energy management problem as a Markov decision problem (MDP) considering the state, action, 

and reward function.  
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3.  To evaluate the efficacy of the proposed Q learning algorithm in reducing system operational costs, i.e., cost of power 

purchased from the utility and battery wear cost under both summer and winter case studies. 

4. To develop a deep reinforcement learning algorithm, notably the deep Q network algorithm for optimizing energy 

management in the designed microgrid system. The algorithm's performance is tested and evaluated with different 

types of load profiles (with slow, medium, and fast fluctuations) to assess its efficacy in coping with system 

uncertainties.  

1.3 Research Questions 

Several research questions are established to meet the objectives stated above, and they will serve as a guideline throughout 

this dissertation, as mentioned above. 

1. How can the EMS design be improved such that energy scheduling in grid-tied microgrids is optimized? 

2. What is the impact of including and excluding grid constraints at the interconnection point on the proposed energy 

management system for the identified case studies, i.e., summer and winter scenarios? 

3. How can resources allocation in grid-tied microgrids be optimized using state-of-the-art machine learning algorithms 

by extracting its operational data and controlling the system based on it? 

1.4 Limitation and Scope 

This thesis presents a microgrid energy management system capable of exchanging energy with the main grid at rates set by 

the utility company. Two algorithms were considered under the Q-learning section, a trading algorithm and a non-trading 

algorithm while considering a Time of Use (ToU) grid tariff.  

The DQN approach develops an algorithm that can optimally schedule the battery and perform optimal power flows from and 

to the utility grid. The algorithm is tested with different types of load profiles (with slow, medium, and fast fluctuations) to 

evaluate its efficacy in coping with system uncertainties.  

 

In the research, voltage and current levels required for grid-tied microgrids are not studied, i.e., voltage stability and effects of 

power flow to system voltages on different power network nodes were ignored. It was assumed that the microgrid’s operations 

were within the voltage and current levels set by the distribution system operator. 

 

For simplicity’s sake, power electronics efficiency was assumed to be 100%, meaning power loss at the power electronics 

interface was assumed to be zero.  

 

Concerning the battery size, the developed algorithm can work with any battery size; hence the battery size considered for this 

study may not be optimal as optimal battery sizing lies outside the scope of this work.  

1.5 Thesis Structure 

The rest of the thesis is structured as follows: 

Chapter 2: gives a brief background about microgrids, renewable energy resources and energy storage systems. Later, a 

detailed review of previously existing literature on optimization techniques used in microgrid energy management systems 

(EMS) is presented.   
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Chapter 3: discusses reinforcement learning as a reward-based control algorithm. Each component of a general MDP is 

explained using a simple illustration of an RL environment. This is followed by elaborating the various reinforcement learning-

based control techniques used to solve Markov Decision Processes (MDPs). It also introduces deep reinforcement learning 

techniques, particularly batch reinforcement and deep Q network. 

Chapter 4: presents the application of Q-learning in optimizing energy management. It begins by first explaining the problem 

background in the introduction part. Then, a mathematical formulation including the battery degradation model, the utility grid 

model, and the network constraint is explained to solve the optimization problem. After that, a detailed design of the proposed 

EMS as an MDP is discussed, and the proposed Q-learning algorithm is presented. Finally, the results obtained for all 

considered case studies and the performance of the algorithm are analysed. (This work reported in this chapter has been 

published in the Energies Journal as a research paper.) 

Chapter 5: presents the application of deep Q network energy scheduling for different load profiles. The chapter begins by 

providing a brief introduction. Then, an overview of the proposed method, i.e., the DQN algorithm, is discussed. The 

mathematical formulation begins optimized present, followed by a detailed EMS design as an MDP. Several input parameters 

are defined. How these input data are acquired is extensively described, and several case studies are analysed in this chapter to 

assess the performances of the proposed algorithm.  The chapter also includes simulation results and analysis for the DQN 

algorithm. 

Additionally, a comprehensive discussion of the results achieved is done. Finally, the results obtained by the DQN algorithm 

are benchmarked with the convectional Q learning results, and a comparison cost study between the two algorithms is 

presented.  (The work reported in this chapter is currently under review as a research paper in Applied Energy Journal) 

Chapter 6: gives the conclusions drawn from the results and the discussions and several recommendations of future works for 

the improvement of the presented work.  

1.6 Research Output 

Some of the research's outputs had been published in credible journals while working on this research. 

Journal Publications: 

1. Muriithi, Grace, and Sunetra Chowdhury. 2021. "Optimal Energy Management of a Grid-Tied Solar PV-Battery 

Microgrid: A Reinforcement Learning Approach" Energies 14, no. 9: 2700. https://doi.org/10.3390/en14092700 

2. Muriithi Grace and Sunetra Chowdhury ‘Deep Q-Network Application for Optimal Energy Management in A 

Grid-Tied Solar PV-Battery Microgrid, The Journal of Engineering. https://doi.org/10.1049/tje2.12128  

 

 

 

 

 

https://doi.org/10.3390/en14092700
https://doi.org/10.1049/tje2.12128
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2 LITERATURE REVIEW 

Due to increased population growth in the urban and rural areas, the total energy demand is expected to radically increase, 

resulting in renewable energy resources (RERs), distributed generation (DGs) and distributed storage (DSs) being deployed 

to the power grid. Consequently, leading to a significant transformation in how distribution systems are operated. Fortunately, 

the microgrids idea surfaced to cope with the needs of this new paradigm in power systems. A brief background about 

microgrids and their optimization techniques, with a major focus on energy management systems, will be discussed in this 

chapter. 

2.1 Microgrids 

Energy is a scarce resource that faces new challenges due to the current global expectations for sustainability and carbon 

emission reduction. The actual transition to a reliable, efficient, sustainable, and flexible power system calls for more 

sophisticated system planning and operation methods. However, this continuing transition results in increased complexity and 

uncertainty in operating the existing grid. Therefore, the idea of the new advanced electricity grid, known as the 'smart grid,' 

has arisen to resolve many of the limitations of the conventional grid. The 'smart grid' is a complex network consisting of 

different system components at different integration levels that enables a bi-directional flow of energy accompanied by a bi-

directional flow of information between all participants (such as power generators, end-consumers, transmission and 

distribution network operators and demand response or DR aggregator) and enables a near-instantaneous balance of supply 

and demand [36]. 

Furthermore, a reliable communication network will be the leading enabler of the smart grid that will differentiate it all from 

the conventional power system. Smart grid is expected to acquire solutions that enable smooth integration of distributed energy 

sources at all voltage levels [37]. In this regard, microgrids will play a vital role in the modernisation cycle of the existing grid 

by offering a scalable way of incorporating renewable and low-carbon distributed energy resources (DERs). Many countries 

are promoting the deployment of DER to reduce environmental effects, operation costs and improve system reliability, 

resilience, and efficiency. This, coupled with the rapid advancement in information and communication technologies (ICT), 

would make microgrid a perfect candidate for distributed power systems [12]. A microgrid is defined as a group of distributed 

energy resources (DERs), including renewable energy sources (RES) and energy storage systems (ESS), plus loads, with clear 

electrical boundaries which operate locally as a single controllable entity with respect to the utility grid [38]. Microgrids can 

be found in low and medium voltage operating ranges, usually between 400 V and 69 kV[38]. Microgrids can be large and 

complex networks, up to tens of megawatts, with different generation sources and storage systems serving multiple loads. On 

the other hand, they can also be small and simple systems, with a range of hundreds of kW, serving only a few end-users [39]. 

A microgrid can work in parallel with the utility grid to make full use of the DERs or operate in islanded mode to provide a 

reliable guarantee for local service if there is a breakdown in the main power system. Grid-connected microgrids have a point 

of common coupling (PCC) with the main power grid and should be capable of a seamless transition to standalone mode. The 

combination of several autonomous microgrids operating with each other is expected to become a predominant mode of 

operating microgrids in the future smart grid [33]. The default configuration of the microgrid is shown in Fig. 2.1 where the 

network is interconnected with the grid system using a PCC breaker and consists of specific units such as loads, different 

DERs, and ESS. In grid-connected mode, voltage and frequency control is done by the extensive network; however, if the 

microgrid is a stand-alone system, the DERs must be controlled to ensure standard voltage and frequency ranges for stability 

in the microgrid [40]. 
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Figure 2.1: A typical microgrid configuration [37] 

 

2.2 Distributed Energy Resource Used in Microgrids 

 Distributed energy resources are intended to be significant providers of microgrid power. DERs are small-scale energy 

resources that could be connected at the distribution network or at consumers’ premises to provide local electricity supply [40]. 

Two common and broadly used DERs are renewable distributed generators (RDGs) and energy storage systems (ESSs). In 

recent years, increasing emphasis has been placed on the use of RDGs, such as solar and wind power. The key drivers of this 

trend are the clean and sustainable nature of these resources compared to the polluting and limited fossil fuels which have 

conventionally been used to produce energy. RDGs are also dependent on weather conditions, rendering these resources highly 

volatile and hence generating immense uncertainties in their power generation. Intermittency of renewable energy sources is 

one of the drawbacks that must be addressed in order to permit the vast integration of renewable energy sources to the main 

grid. Some of the RDGs are solar panels, wind turbines, biomass energy, geothermal energy, hydroelectric energy, etc. They 

deliver a range of advantages, including high efficiency, sustainability, emissions-free and an almost ubiquitous primary energy 

resource[40]. 

The application of RDGs in microgrids is one of the most comprehensively researched topics in literature. However, a 

digression to applications of RDGs will not be done in this section, only a brief description of the two commonly deployed 

renewable sources, solar PV, and wind. 

2.2.1 Solar PV Energy 

Solar photovoltaic power is a common term used for electrical energy produced by sunlight. The solar photovoltaic system 

converts sunlight to electricity. The typical photovoltaic system employs solar panels, each consisting of several solar cells. 

The operating principle of solar cells is based on the photovoltaic effect, which describes the generation of a potential difference 

at the junction of two different materials in response to electromagnetic radiation. First, electrons from the semiconductor 

material are excited by photons, and therefore electron-hole pairs are created. Then, the charge carries are collected at either 

end of the semi-conductor material by electrical contacts connected to an external circuit. In this way, a current can flow 

through the circuit and power is produced [41], [42]. 

Typically, PV is integrated into the grid system with specific PV inverters to deliver the maximum possible power. Maximum 

power point tracking (MPPT) is essential because it takes full advantage of the available solar energy [43]. However, maximum 
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power output from the PV panel is not simple as it seems, as the I-V characteristics of the PV panels are non-linear. The inverter 

must establish the appropriate voltage setpoint at the terminals of the panel, allowing the PV device to operate at its optimum 

level; this is referred to as the maximum power point. Since the PV panel has a non-linear relationship between P-V and I-V 

characteristics, there is an optimal point in the voltage curve where the panel produces maximum power. Therefore, advanced 

PV systems are integrated with MPPT to ensure optimal working conditions. 

2.2.2  Wind Energy 

Wind turbines are aerodynamic devices capable of converting the kinetic energy stored in the wind into electrical energy. They 

consist of blades, a hub and a rotor-nacelle assembly supported by a tower and a base. The elements included in the nacelle 

differ with each technology. Still, they mainly have a hub, low-and high-speed shafts, rotor bearings, a gearbox, a brake, a 

generator and a converter. The main working principle of a wind turbine is presented. From Figure 2.2 below, it can be seen 

how the wind arrives and spins the rotor blades. This spinning power is passed to an electric generator, which generates an AC 

voltage, oscillating at the frequency of the gearbox. Subsequently, the induced voltage at variable frequency is rectified and 

then inverted to produce a voltage at the desired frequency before feeding it into the grid [44]. 

 

Figure 2.2: Simple schematic layout of a wind turbine [44] 

 

The intermittent and stochastic nature of RDGs necessitates incorporating buffer capacity, i.e. diesel generators and energy 

storage sources, to compensate for their fluctuations [45]. Due to the adverse environmental effects that come with the use of 

diesel generators, ESS is most preferred to provide buffer capacity. ESS's technology enables variable generation resources to 

continue their generation of power even in the absence of wind and sunlight by storing excess power and dispatching it when 

required, thus ensuring continuous and reliable power in the microgrid. ESS provides microgrids with several benefits, which 

include[44]: 

❖ Frequency control: Help to maintain the frequency of the grid within set limits. 

❖ Reactive power support by power factor tuning. 

❖ Voltage support: maintaining the power system voltage within nominal values.  

❖ Storing excess RDGs's output to be utilized later when needed.  

❖ Level RDGs's output by buffering lower energy supply. 

❖ Grid support through peak shaving: power can be dispatched from the battery to level the load curve during peak 

demand. 
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❖ Pre-planned/unplanned islanding: This allows the microgrid to operate with stability during the islanded mode. 

❖ Grid flexibility: power balancing between production and consumption. 

2.3 Energy storage technologies used in microgrids. 

Energy Storage is the process of converting electrical energy from a power source or grid to another form through an energy 

conversion module, stored and returned to the system when required [46]. Over the last decade, engineers and academic 

researchers have demonstrated significant advances in energy storage technology through several collaborative research. Such 

advances in ESS technology have led to the transition from small-scale to large-scale energy storage systems and increased 

penetration of renewable energy at all levels of the spectrum of the power systems [5]. Depending on the ESS used, the energy 

storage is roughly classified into four types; mechanical energy storage, thermal energy storage, chemical energy storage and 

electrical energy storage [47]. Energy technologies classifications are shown in Figure 2.3 below. 

 

Figure 2.3: Classification of energy storage technologies [44] 

 

A detailed review of the existing technologies relating to microgrids will be presented in this chapter including batteries, 

supercapacitors, and flow battery energy storage.  

2.3.1 Battery Energy Storage Systems 

Battery stores electrical energy in the form of chemical energy. During discharging process, the chemical energy inside the 

battery is converted into electrical energy to supply the external circuit, while as when charging electrical energy is converted 

to chemical energy within the battery. The different parts of a BESS are usually the batteries, a control and power conditioning 

system and some protective devices. Examples of batteries technologies are Lithium-Ion batteries, Lead Acid batteries, Nickel 

batteries and Sodium Sulphur batteries. The batteries consist of several cells containing an electrolyte (solid/liquid) and a 

positive and negative electrode. Although it is one of the oldest technologies for electrical power storage, considerations such 

as ease of use and reliability ensure that they are still used. Their power storage capabilities range from 100W-20MW. The 

modular design of the batteries enables multiple units to be connected to increase the power capacity. Lead-acid is known to 

be the oldest and most popular battery energy storage system in existence since 1859. Despite this, lead-acid is still a commonly 

used BESS technology due to its benefits, including low cost, minimal maintenance requirements and low level of self-

discharge. Nonetheless, considerations such as high toxicity, increased weight due to lead content, and low power density 

prevent the use of lead-acid batteries for some applications [46]. 
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Lithium-ion (Li-ion) is another energy storage technology that has become the fastest-growing technology in recent years. Li-

ion storage systems can store energy on a megawatt-scale. The major advancement in energy storage capacity of this technology 

is attributed to its high efficiency (90% and above), high energy density, the rapid response time (in milliseconds) and attractive 

self-discharge rate (5 per cent per mount). Its primary drawbacks are deep depth of discharge (DoD) and high cost. However, 

with large-scale production, the cost of the Li-ion cell is expected to decrease soon. Li-ion batteries are the best-suited storage 

technology for microgrid operations because they have high reliability, a long lifetime of 25 years or more, high safety 

standards and are cost-effective. In [48]–[50], the lithium-ion battery has been examined for microgrid operation both in grid-

connected and islanded mode. The authors considered different scenarios of operation, i.e., black start, peak shaving, rejection 

capabilities and low voltage faults, among others.  From [48]–[50], it’s clear that lithium has good efficiency, high energy 

density, a long life cycle, and a low discharge rate. For this work, a Li-ion battery is considered in the design section because 

of its favourable performance. More benefits of deciding in favour of the Li-ion technology are [50], 

➢ They give a compact, redundant, and extensible solution when connected to the grid. 

➢ They have high reliability.  

➢ They have a long calendar lifetime of 25 years plus. 

➢ Exhibit high standards of safety.  

➢ Less expensive. 

➢ They have a high energy density. 

Sodium-sulphur is another battery technology that is considered promising since it has characteristics such as high energy 

efficiency, good performance and deep discharge tolerance [46], [51]. Sodium-Sulphur batteries could be utilized to support 

RDGs that are connected to the electric grid by stabilizing the power output, provide voltage support, and also provide value 

through energy arbitrage, among others. 

2.3.2 Supercapacitors 

Supercapacitors/ultracapacitors (also known as Electro-Chemical Double Layer Capacitors (EDLCs)) contains two conduction 

electrodes, a porous membrane separator and an electrolyte. A porous carbon is used as the current collector; thus, a greater 

surface area is obtained, consequently storing an increased amount of energy on the collector [46]. There is no chemical reaction 

that occurs in this technology. This has become an alternative to the traditional capacitor used in several electronic applications 

and, in general, batteries. Supercapacitors have the advantages of high-power density and high peak power output. It also has 

a long life span since it can be charged and discharged up to millions of times without degrading [52]. Supercapacitor’s energy 

density has been improved due to the use of high-surface material such as activated carbon. This has attracted its applications 

in power systems, communication, and spacecraft technology, especially in pulse load (i.e., modern radars). This form of load 

may cause severe power and thermal disturbances in the microgrid, and supercapacitors have a rapid response in regard to 

power levelling and power balancing applications with proper control systems hence resolving these issues [53]–[55]. The 

capacitance of supercapacitors is not constant; somewhat, it varies with the voltage shift, which is dependent on the current 

demand and supply of SC. Consequently, the magnitude of the charge often varies [51]. 

The operating voltage of the current supercapacitors is low (below 3.5V); hence for high voltage applications (200-400V), they 

must be connected in series [56]. As a result, supercapacitors are very expensive ($6000/kWh) and have a high self-discharge 

rate (up to 40% per day). To address these challenges, ongoing research focuses on cost-effective multi-layer supercapacitors 

composed of materials such as carbon, graphene or paper [47], [57]. The application of the supercapacitor in microgrid 

operation for both grid-connected and isolated modes under stable and unstable conditions was demonstrated in [58]. 
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2.3.3 Flow Battery Energy Storage (FBES) 

As a traditional battery, Flow Battery Energy Storage (FBES) operates by converting chemical energy to electrical energy. 

Like conventional batteries, FBES uses two aqueous electrolytic solutions in different tanks. Every aqueous solution is pumped 

through an electrochemical cell during regular operation, where a reversible electrochemical redox reaction occurs, and power 

is produced. FBES technology is relatively new, and there are three major types of commercially produced flow batteries: 

Vanadium Redox Battery (VRB), Polysulfide Bromide Battery (PSB) and Zinc Bromine Battery (ZnBr). Combined with low 

self-discharge and the ability to withstand maximum discharge without damage (electrolyte is contained in separate tanks), 

FBES technologies have both a long calendar life cycle and a low maintenance requirement, thus, making them suitable for 

long-term energy storage [46], [59], [60].  

Despite their benefits, flow batteries have always been more expensive than batteries and have a shorter service life. According 

to research published in [61], a means to substantially reduce the cost of redox flow batteries to $25/kWh or less has been 

developed (using inexpensive ingredients such as manganese and sulphur, which are abundant in nature). Redox flow batteries 

are expected to provide a cost advantage over Li-ion batteries, which currently cost $135/kWh [62]. 

2.4 Microgrid operation, control, and islanding 

A microgrid control system refers to a series of software and hardware components that ensures that the microgrid operates in 

an optimal, reliable, and stable way. A hierarchical control system has been proposed and generally adopted as a structured 

solution for efficient microgrid management [63]. As can be seen in Figure 2.4, the microgrid control system can be divided 

into three hierarchies: primary, secondary, and tertiary. Primary control is engineered to manage distributed generation (DG) 

components by adding virtual inertia or regulating their output impedances. It controls local power, voltage and current. It 

reacts first in case of any set parameter change by stabilizing frequency and voltage using droop controllers. Secondary control 

is a slower mechanism that rectifies steady-state errors in the frequency and voltage magnitudes of the primary control system. 

It also handles issues related to power quality control, including voltage imbalance and harmonic compensation. The tertiary 

control tier introduces intelligence to the entire system and focuses on energy management and optimization of the system by 

factoring in microgrid stability, environmental problems, and economic issues. This tertiary control layer is configured at an 

entity called the microgrid central controller (MGCC). The MGCC decides the control action for energy management based 

on the active power capacity of distributed energy resources (DERs), microgrid consumption and storage specifications. The 

communication network enables the MGCC to disseminate real-time power set points to the DERs and loads. In addition, each 

decentralized controller assures that there is no violation in the power reference from the main control level [41], [63], [64]. 

Mostly, this research will concentrate on the tertiary control layer as it is the first natural step towards optimal energy 

management in microgrids. This layer is responsible for increasing the sustainability of the supply and demand balance by 

minimizing the economic costs. 
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Figure 2.4: General structure of microgrid control systems [59] 

 

Besides the control structure, microgrid control methods are equally important. Authors in [40] point out that the main 

microgrid control methods are: master-slave control and peer-to-peer control. Master-slave control is associated with voltage-

frequency (V-f) control and /or P-Q control to the appropriate levels of both the active and reactive power. Peer-to-peer control 

involves the management of frequency-active power (f-P) and voltage-reactive power(V-Q). The two main proposed control 

methods have their own benefits and drawbacks. 

Two main architectures for microgrid control are centralized and decentralized. The centralized approach is easy to implement 

and has a standardized procedure where control is done centrally. In a distributed architecture, each DG, load and inverter has 

its own controller, which pursues specific goals. In decentralized architecture, the number of signals transmitted between the 

various units and the microgrid controller increases as the microgrid size enlarges, thus requiring a higher communication 

bandwidth. A decentralized control scheme is implemented using two approaches, the multi-agent system and the cooperative 

system. In the theory of multi-agents, each of the controllable components in the microgrid, including power inverters, 

distributed generators, and loads, have agents associated with them, where the theory multi-agents guide their communication 

and coordination. Whereas in cooperative control, all participants (primary and secondary) co-operate with one other and 

operate as a single entity to achieve common objectives, which are to stabilize voltage and frequency back to its nominal 

range[40]. More information about control architectures can be found in [40]. 

The main advantage of microgrids is their capability to separate from the main power network through upstream switches. 

Islanding may be done for both economic and reliability purposes. The microgrid is islanded from the main grid during power 

grid disruptions, and local DERs provides a stable and uninterrupted supply of user loads. The microgrid master controller will 

give efficient operation by controlling the frequency and voltage to be within the normal levels. The isolated microgrid is 

resynchronized back with the main grid once the fault is alleviated. Resynchronization refers to the reconnection of the isolated 

microgrid to the main utility network while ensuring that the microgrid voltage and frequency are synchronized with that of 

the main power grid. Significant losses owing to current surges may occur to the microgrid elements during the switching 

phase if synchronization is not ensured [40], [65].  

2.4.1 Microgrid clusters  
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Microgrid clusters are a combination of multiple autonomous microgrids that work together. Currently, studies are being done 

to see the possibility of having microgrid clusters in the future smart grid. Microgrid clusters can be studied from various 

perspectives. Microgrid clusters' economic benefits are analysed in [64] and [65]; their studies reveal that operating clustered 

microgrids reduces the carbon footprint and consumers energy cost.  They also come in handy in addressing load growth 

problems in remote areas. They also enable efficient energy trading by encouraging collaboration. 

Authors of [66] proposed a game-theoretical approach of modelling and analysing strategic occasions emerging from the 

interactions of various decision-makers in a decentralized micro-grid environment, such as intelligent agents, decentralized 

computing, intelligent meters, intelligent sensors, and a robust and fast communication network. Microgrid clusters is a fertile 

area of research that will significantly benefit remote regions.  

2.4.2 Microgrid economics 

Although the establishment of microgrids may require high initial costs, well-planning its operation will lead to significant 

economic and social benefits. Microgrids can potentially generate cheap power stemming from local renewable sources. They 

can also produce energy in high market price hours and even during power grid congestion, thereby reducing power purchases 

from the power grid. Moreover, microgrids can sell back their surplus power to the primary grid and earn revenue, and this 

will directly translate to less expensive energy for the local users. Furthermore, local microgrid generation may also support 

the entire power grid by reducing congestion in the transmission and distribution (T&D) networks and allowing an optimal 

economic dispatch of the available energy resources in the power system. The economic benefits of microgrids are debated 

extensively in [40] and [67]. Microgrid advantages, however, need to be analysed and contrasted to their investment costs to 

ensure a total return on investment and further justify the deployment of microgrids [68]. Therefore, efficient planning models 

are needed to ensure the economic viability of microgrid deployment and further explain the investment. 

2.5 Power Electronics Applications in Microgrids 

Power electronics interfaces are necessary for integrating most of the DERs into the microgrid network [69]. For instance, solar 

PV and ESS (outputs DC power), wind turbines (require power quality and frequency improvement) and microturbines (high-

frequency AC power) require electrical interfaces such as AC/DC and DC/AC converters to communicate with the electric 

system. While power electronic devices improve the integration and controllability of DERs, they also present new challenges 

in terms of control and security. In isolated microgrids, synchronous generators can act as a source of voltage to manage the 

grid's frequency; however, if they are absent, electronic power converters need to act as a source of voltage. In grid-tied mode, 

converters work as current sources that feed the microgrid [63]. 

Besides efficient connection of DERs to microgrids, other benefits of power electronic devices include power quality 

improvement (improving harmonics), providing extremely swift switching capabilities for sensitive loads, providing reactive 

power control and voltage regulation and reducing or eliminating fault current [40]. 

Since most DERs provide DC power and, most end loads, such as power electronics, LED lights and variable speed drives for 

heating, ventilation and air conditioning, operate on DC power, all-DC bus microgrids have been suggested to avoid power 

losses from switching between DC and AC and often again back to DC power. In addition, protection in DC systems is much 

simpler since faults can be isolated by blocking diodes, and problems of synchronization, harmonic distortion, and 

problematical flowing reactive currents can be mitigated. Finally, a grid-connected DC-based, non-synchronous system 
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simplifies the integration of microgrids to the main AC grid, and it further allows for an easy plug-and-play functionality 

whereby components can be introduced into the grid without significant re-designing of the system [39], [70]–[72]. 

2.6 Benefits of Microgrids in the Energy Sector. 

Studies have been done on the benefits of microgrids with socio-economic benefits like promoting rural electrification, 

increased urbanization, improved healthcare, increased security, and so much more. However, microgrids can benefit the main 

grid in many ways. Authors in [73] identified some of the advantages of microgrids, including enhanced reliability and 

resiliency, reduced emissions, reduced costs of periodic system upgrades, increased energy efficiency and quality of power, 

and lowered cost of energy. Nonetheless, the most critical microgrid benefits and appealing to grid operators to boost grid 

efficiency are reliability, resiliency, and power quality [74]. 

2.6.1 Reliability 

One of the most critical advantages of microgrids is increasing the reliability of the consumer power supply. In general, 

customer reliability is measured in terms of network and consumer average interruption frequency and length of the 

interruption. Outage factors, such as floods, generator/transmission line loss, infrastructure failure, etc., severely affect system 

reliability levels. Still, when a local microgrid is implemented, these metrics can be improved dramatically. This is attributable 

to the intrinsic ability of microgrids to island themselves from the main power network seamlessly. Also, generators in 

microgrids are near customer loads, making their generation less prone to transmission and distribution grid disturbances and 

infrastructure issues. Additionally, most microgrid master controllers are integrated with demand response actions which can 

vary/adjust loads to increase system stability and reliability. Thus, improved reliability will increase economic benefits for both 

the consumer and energy provider. 

2.6.2 Resiliency 

Resiliency refers to the ability of power systems to endure low-probability high-impact incidents by reducing potential power 

outages and returning rapidly to normal working conditions [75]. Such events generally involve extreme weather incidents and 

natural disasters, such as hurricanes, tornadoes, earthquakes, snowstorms, flooding, cyber-security threats, malware threats, 

etc. If these incidents compromise the main grid and crucial elements, i.e., T&D infrastructure and generation components, are 

seriously damaged, service providers may be interrupted for days or even weeks. The effects of these events on customers can 

be minimized by deploying microgrids that ensure local loads are supplied with power even when the supply is not available 

from the main grid. 

2.6.3    Power quality 

Over the last decades, consumer demand for premium / higher power quality has increased dramatically due to the increasing 

deployment of voltage-sensitive loads, e.g., electronic loads and LEDs. As a result, power utility companies are indeed 

searching for effective and efficient ways to boost power quality problems by resolving the prevalent concerns arising from 

harmonics and voltage. Microgrids are best suited for this because they provide a fast and efficient response to power quality 

needs by allowing local frequency control, voltage, load and fast response from energy storage systems [40]. 

2.7 Microgrid Energy Management Systems 

In the standard IEC 61970, which concerns the interface of energy management system (EMS) applications in power 

management systems, the International Electronics Commission (IEC) defines an EMS as “a computer system comprising a 
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software platform providing basic support services and a set of applications providing the functionality needed for the effective 

operation of electrical generation and transmission facilities to assure adequate security of energy supply at minimum cost” 

[15]. A microgrid EMS, which has these characteristics, typically includes decision-making strategy, load prediction modules, 

Human Machine Interfaces (HMI), and supervisory, control, and data acquisition (SCADA) modules, among others, ensure 

that EMS decision-making techniques are implemented efficiently by transmitting optimal decisions to every generation, 

energy storage, and load unit [15]. 

Microgrid EMS has two types of supervisory control architecture: centralized and decentralized as has been mentioned earlier 

in Section 2.4. The central controller in a centralized case collects all the data, including renewable DER power production, 

cost-functions, meteorological data, and each consumer's power consumption pattern, among other things. The centralized 

EMS then finds the best energy schedule for the microgrid and communicates this information to all local controls (LCs). On 

the other hand, in a decentralized EMS design, the MGCC transmits all information to the LCs in real-time. Each LC submits 

to the MGCC a load demand or power generation request for the present and future. The MGCC chooses the best schedule and 

informs the LC. The latter may oppose the current information and continue to negotiate until global and local goals are met. 

Microgrid EMS solutions have expanded beyond economic dispatch and unit commitment with integrating renewable energy, 

energy storage, electric vehicles and demand response. Other solutions include DERs and load scheduling, system loss and 

outage avoidance, renewable energy intermittency and volatility control, and microgrid operation that is cost-effective, reliable 

and sustainable. 

Many scholars have used various solutions to tackle these energy management strategies to accomplish the microgrid's optimal 

and efficient operation. The following subsections provide an in-depth analysis of these tactics and solution options. 

2.7.1 EMS based on classical methods 

The literature has offered various techniques for microgrid energy management. Most studies on optimization strategies focus 

on energy scheduling between DERs, battery energy storage systems, and connected loads for lowering electricity costs, 

increasing generation efficiency, conserving energy and ensuring power system stability [15], [76]. Because of the 

unpredictable nature of microgrid optimization and the significant financial benefits that improved solutions potentially 

provide, considerable effort is being put into developing better optimization algorithms and modelling frameworks. Examples 

of classical methods applied in literature are priority list and Langrangian relaxation techniques. The priority list technique 

entails listing all the possible solutions that satisfy the optimization problem's predetermined system objective. To determine 

the best solution in the developed merit list, intuition is applied so that the solution that minimizes system cost is selected based 

on some simple pre-set rules and constraints. This technique is the most basic optimization technique that is applied to power 

systems for unit commitment [77]. Delarue et al. suggested an improved priority list strategy in conjunction with mixed-integer 

linear programming techniques to aid with the search of power units operating with minimum cost implemented under low 

system load characteristics [77]. Yang Tingfang  [78] also developed a priority list technique by combining several highly 

efficient methodological procedures based on the PL method to solve the UC problem. In the work the lambda iteration method 

is introduced to solve the economic dispatch function [78]. Priority list methods are simple to implement and converge fast; 

however, they return erroneous solutions if they are not optimally initialized. 

2.7.2 EMS based on linear and mixed-integer linear programming methods 

Linear programming methods are typically used to search for optimal solutions in linear, continuous, and differentiable 

environments. Linear programming (LP) technique is a computationally efficient method for mathematical optimization; 

however, it only works with linear objective functions. For scenarios where the mathematical function is not linear, it must be 
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linearized. This linearization comes with some disadvantages as assumptions that may render the solution suboptimal are 

introduced to the mathematical function. Nevertheless, if at least one of the control variables is conditioned to be an integer 

value, mixed-integer linear programming can be leveraged to solve energy systems optimization problems successfully. 

Combined with the Model Predictive Control (MPC) paradigm, these methods provide a robust real-time controller 

optimization technique. MPC uses the system's model to forecast its future state, then tackles the online optimization problem 

to find the best control action to achieve the optimal trajectory.  

Zhai et al. [79] suggested a robust predictive control that could be extended to an islanded microgrid to deal with a complex 

system. The management model used mixed deterministic integer programming (MILP) intending to minimize system costs. 

The microgrid consisted of wind and solar PV generators, an energy storage system, and controllable loads. The model 

significantly improved the system reliability and reduced the operational cost. Zhang et al. in [80] proposed an MPC technique 

to manage a microgrid incorporating distributed renewable energy resources effectively. The main objective of the model was 

to minimize the operational cost considering both the generation and energy demand constraints. The method provided accurate 

schedules for the microgrid, but its computational time was high. Model-based techniques are highly dependent on an explicit 

forecast of future uncertainty, and their effectiveness gets compromised when inaccurate system models, imprecise forecasts 

or prediction horizon choices are used. 

Classical methods based on linear programming laid the foundation of the other optimization techniques used today. These 

techniques are simple to implement, but they quickly get trapped in a local optimum for non-convex optimization functions. 

As a result, they get slower as the systems get larger, leading to high computational time. Furthermore, when handling systems 

with randomness like renewable-based microgrids, these methods fail because of their simplistic model. Thus, heuristic 

techniques, which have been reported to outperform classical methods, are generally adopted for stochastic environments.  

2.7.3 EMS based on meta-heuristics techniques (genetic algorithm and swarm optimization) 

Genetic algorithm (GA) is one of the evolutionary-based methods. Evolutionary methods are motivated by Charles Darwin’s 

theory of natural selection. The theory states that all species of organisms arise and develop through the natural selection of 

minor, inherited variations that increase the individual's ability to compete, survive, and reproduce [81]. An initial population 

of random solutions (population) is created in a GA. After evaluating each member of the population for fitness (using the 

objective function), random processes such as crossing over, mutation, and fertilization are used to make changes to the 

population [81]. In [11], a multi-objective optimization model is introduced to minimize the cost of power production and 

optimize the lead-acid batteries' useful life through a non-dominated GA. The results show that GA can optimize system 

operations under various conditions and allow users to achieve optimal operating systems. In [82], and enhanced fast genetic 

algorithm is used to evaluate an economic load sharing scenario in a standard microgrid by reducing the operational cost, 

maintenance and pollution. GA technique has been used extensively in the literature to perform power scheduling; however, it 

has been reported that swarm intelligence based algorithms outperform GA to achieve optimized results [15], [40]. 

Swarm intelligence algorithms are motivated by the social behaviour of organisms, i.e., swarm of birds or school of fish, as 

they maneuver their environment to search for food. We have several algorithms under this category; however, the most famous 

of them all is particle swarm optimization (PSO). In PSO, particles move in the constrained multi-dimensional search space in 

search of the global optimal point. Each particle updates its position during motion based on its best experience and the global 

best (best position achieved by the neighboring particles) [83]. As a result, PSO is said to be more efficient and faster to 

converge than GA.  
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An ant colony optimization-based two-layer EMS model is presented in [84] to reduce the operational costs of an islanded 

microgrid. It covers renewable energy resources, conventional generators, battery bidding costs, load shedding penalty costs, 

and demand response incentives in day-ahead and 5-minute interval real-time scheduling layers. With experimental validation, 

three scenarios of regular operation, sudden high load demand, and plug and play capability are investigated. The proposed 

solution lowers microgrid’s operational costs by nearly 23% and 5%, respectively, when compared to modified traditional 

EMS and PSO-based EMS. The authors of [84] employed a PSO method to build an optimal EMS for grid-tied microgrid that 

considers renewable energy uncertainty, load demand, and electricity tariffs. 

In comparison to GA, the results obtained by the PSO method are demonstrated to be better.  Li et al. [85] presented a new 

PSO-based optimal energy scheduling technique for industrial microgrids in both islanded and grid-tied modes. The objective 

function in the islanded mode was to reduce the microgrid's operation and maintenance costs. For the grid-connected scenario, 

on the other hand, the aim was to maximize energy trading profit with the main utility grid. Compared to GA, the suggested 

PSO approach outperformed GA in terms of global optimum solution and computing time. 

Heuristic-based techniques are often slow and incapable of running online, despite their capacity to handle stochasticity in 

optimization. As a result, they must be hybridized with fast algorithms such as dynamic programming (DP). Authors in [10] 

presented a hybridized PSO_DP optimization approach for a grid-tied PV battery system. First, the PSO algorithm was used 

to find the optimal battery SoC for the system. Then, the DP algorithm was used to do the actual battery control in 10 minutes 

for the whole optimization horizon. It is also noteworthy that these algorithms are designed for static optimization settings; 

thus, they have limited capacity to get optimal results in dynamic stochastic environments.  

2.7.4 EMS based on (Deep) Reinforcement learning methods 

Reinforcement learning (RL) is a formal computational framework for decision-making in sequential problems to account for 

stochasticity within the system. RL is formalized by programming a software agent through a careful reward scheme. The agent 

acts as the decision-maker that learns how best to operate by iterative trial and error. RL is a goal-oriented algorithm, such that 

the designed agent should learn how to maximize its cumulative reward in its stipulated environment. The simulation 

environment must be formalized as a Markov Decision Process (MDP) for the learning to occur. An MDP is a mathematical 

framework for formulating situations that are partly random and partly deterministic. In the standard RL framework, the 

learning agent repeatedly observes a state in the simulated environment and acts as the set of actions provided. When the agent 

acts, a state transition occurs. Also, the agent receives a reward based on the state and action performed. Thus, the agent's goal 

is to learn to maximize the long-term total reward it can receive [83], [86].  

In an energy management context, an agent can be trained to make near-optimal real-time decisions on power flow in grid-tied 

microgrid scenarios utilizing multiple RL methods. The state can include the current load profile, the current grid tariff, current 

generation from the different sources of power and the battery state of charge, among others. On the other hand, the action 

space may be constrained depending on the objective of the environment. Most researchers tend to model the action space as 

a vector of three decisions for battery scheduling problems, namely charge, discharge, and idle [24], [87]. The reward must be 

appropriately designed to ensure that system objectives are achieved during the optimization process [88], [89].  

Developed by Christopher Watkins in 1989 [55], Q-learning is one of the most popularly applied RL algorithms in the 

microgrid power scheduling sphere. An off-policy method imposes a more relaxed computational burden than on-policy 

algorithms such as DP and Monte Carlo sampling [55]. It also comes with the advantage of simplicity and versatility, i.e., the 

Q-learning construction may be framed for a large variety of sequential decision-making problems. Several scholars have used 
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this approach to solve the microgrid energy management problem to take advantage of these characteristics. For instance, Brida 

et al. [22] used batch reinforcement learning to implement a microgrid EMS optimizes battery schedules. The charge and 

discharge efficiency of the battery and the microgrid nonlinearity caused by inverter efficiency were considered. Elham et al. 

[23] presented a multi-agent RL method for adaptive energy control in a microgrid. The results indicate that the grid-tied 

microgrid learned to reduce its dependency on the utility grid significantly. Authors in [24] presented an optimal battery 

scheduling scheme for microgrid energy management. A Q-learning technique is implemented to reduce the overall power 

consumption from the utility in [22], and simulation results show that the algorithm reduces dependency on the main grid. 

However, this work fails to consider battery trading with the utility and the impact of the battery life cycle from those actions. 

In [25], Zeng et al. suggested an Approximate Dynamic Programming (ADP) method to tackle microgrid energy management, 

considering demand volatility. Authors in [67] explored the feasibility of applying RL to schedule energy in a grid-connected 

PV-battery electric vehicle (EV) charging station. From the results, the algorithm managed to successfully obtain a day-to-day 

energy schedule that decreases the transactive cost between the microgrid and the utility grid. Authors of [26] and [27] proposed 

a battery management strategy in microgrids using the RL technique. However, the incorporation of the battery wear cost in 

the EMS model was absent. The work reported in [28] used RL to develop a real-time incentive-based demand response 

program; the RL algorithm focussed at aiding the service provider to buy power from its subscribed customers to balance load 

demand and power supply and improve grid reliability. R. Lu et al. [29] leveraged RL to design a dynamic pricing demand 

response (DR) algorithm in a hierarchical electricity market. From the results, the algorithm is seen to successfully balance 

energy supply and demand and reduce energy cost for consumers. A RL method combined with Monte-Carlo Tree Search and 

knowledge rules is used to optimize the system. Although, the simulation results show the efficacy of the proposed algorithm, 

a detailed model of battery degradation is not considered in [32]. Y. Shang, et al.[90] proposed an EMS model aimed at 

minimizing the microgrid’s operation cost, considering the nonconvex battery degradation cost. E. Samadi, et al.[32] proposed 

a multi-agent based decentralized energy management approach in a grid-connected microgrid. The different microgrid 

components were designed as autonomous agents who adopted a model-free RL approach to optimize their behaviour.  

 The most basic and widely used RL approaches, namely Q-learning [91], suffer from several challenges, including inefficient 

data utilization, inability to handle continuous/large state-space, and curse of dimensionality, which cause the method to fail 

for large-scale tasks. The study in [87] designed a Q-learning technique to manage energy in a grid-tied solar PV battery 

microgrid optimally. A comparative case study using both winter and summer data profiles was conducted on the algorithm. 

Although the employed Q-learning technique was simple and the proposed algorithm was reported to learn an optimized battery 

schedule while minimizing system costs, the approach is unscalable. As the state spaces increases, the Q table grows infeasibly 

large, and most state-actions pairs are not visited during training. 

Furthermore, sequentially updating the algorithm leads to low usage of data and high state transition correlations, which leads 

to poor learning capabilities. Authors in [22] presented a batch RL technique to solve inefficient data utilization by employing 

a memory reply and training the algorithm with a batch of previous experiences. Deep reinforcement learning (DRL) 

approaches, on the other hand, use artificial neural networks as function approximators, allowing them to learn continuous 

state-action transitions in the face of uncertainty. Deep neural networks will also enable the utilization of continuous and large-

dimensional state spaces and the extraction of hidden features. As a result, the DRL agent is capable of overcoming the 

environment's uncertainties and partial observability [92], [93].  

Several studies have demonstrated interest in DRL applications to solve microgrid control challenges, owing to DRL’s recent 

achievements in tackling complicated tasks, as evidenced by Alpha Zero's superhuman performance in several complex 
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computer games [94]. The authors in [95] presented a multi-agent DRL to manage energy in interconnected EV charging 

stations. The results obtained indicated that adding a communication model improves the cooperative working of the agents in 

multi-agent systems. In [2], a novel microgrid architecture that included a wind generator, battery, price-responsive and 

thermostatically controlled loads, and a utility grid-tie is presented. The proposed EMS was modelled to coordinate the various 

energy sources, and DRL algorithms were used to analyse multiple scenarios. Compared to the other strategies studied, the 

authors [2], suggested an improved asynchronous advantage actor-critic algorithm (A3C++) demonstrated improved 

convergence and superior control strategies. Authors in [96] investigated a dynamic pricing and energy consumption 

scheduling program in the microgrid. The service provider (i.e. the microgrid’s owner) operates as a broker between the utility 

company and the customers, buying electric energy from the utility company and selling it to the customers. The RL algorithm 

was designed to overcome the difficulties of developing an adaptive dynamic pricing scheme in the face of diverse sources of 

uncertainty, i.e., consumers’ load demand levels and the wholesale electricity cost. In [97], Wang and Huang looked at 

interconnected autonomous microgrids and devised a cooperative energy trading and scheduling technique. Work presented in 

[98] shows that high-rise buildings' on-site wind power generation can sustain all the city's electric vehicles. The coordination 

of electric car charging with locally generated wind power in a microgrid of buildings using the Markov decision process was 

examined because the charging demand of electric vehicles does not always correspond with the unreliable wind output. A 

Markov perfect equilibrium policy investigated the users' long-term load scheduling problem. Bahrami et al. [99] investigated 

the users' long-term load scheduling problem and developed an online load scheduling learning technique based on the actor-

critic strategy. A deep Q-learning algorithm is used to learn the optimal decision-making policies. Simulation results on actual 

data confirmed that the approach was effective, outperforming the rule-based heuristics methods. Ji et al. [33] showed how to 

use the deep Q network (DQN) approach to schedule microgrid’s power generation and consumption while taking demand 

response and power generation prediction into account. The researchers discovered that DQN reduced energy costs by 20.75 

per cent, compared to 13.12 per cent leveraging a fitted Q-iteration method. François et al. [34] employed a DQN-based 

approach to obtain a battery and hydrogen storage schedule for a microgrid. They utilized convolutional neural networks to 

learn the best battery schedule under unpredictably high load demand and power production conditions. Lu et al. [100] 

employed a DQN technique to trade energy between a grid-tied microgrid and saw a 22.3 per cent increase in self-consumption 

of power produced within the microgrid. 

2.8 Summary 

Due to increased complexity, uncertainty, and data dimensionality, traditional approaches often encounter obstacles when 

handling decision and control problems in microgrid energy management systems. As a result, data-driven approaches are 

being thoroughly investigated to overcome these issues. One of these data-driven strategies is reinforcement learning which 

has been used to handle various complicated sequential decision-making problems in the industry, including those involving 

power systems. This chapter particularly examined the different techniques used in the literature to optimize energy 

management in grid-connected microgrids. It was noted that linear algorithms like linear programming (LP) and mixed-integer 

linear programming (MILP) had been utilized to find solutions quickly in less intricate domains. Still, they have limitations 

when it comes to dealing with stochasticity.  Heuristic techniques such as genetic algorithm (GA) and swarm intelligence 

algorithms, including particle swarm optimization (PSO), were also extensively applied in the literature. These techniques 

employ many non-learning agents to get optimal solutions for the optimization model. Owing to their capacity to accommodate 

stochastic system variables, these approaches outperform linear optimization algorithms. However, these techniques are slow 

and unable to handle dynamic online operations.  
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The reinforcement learning (RL) paradigm, in which a microgrid's dynamics are learned by an agent interacting with its 

components, has gained a lot of interest in the application of energy management. It was discovered that this method is more 

capable of dealing with dynamic stochastic situations than other optimization approaches due to its learning element and 

capacity to generalize solutions. Thus, this thesis proposed reinforcement learning for optimizing power flow in grid-tied 

microgrids.  

It was established that recent advances on the implementation of RL in microgrid energy management barely incorporated 

battery degradation cost in the mathematical formulation. Most studies only consider the generation cost and power exchange 

cost. Estimating the degradation process is very difficult and finding a precise and straightforward mathematical degradation 

model that can be used in the energy management algorithm is not easy. As the charging and discharging behaviours of a BESS 

directly impact its life span, lifecycle degradation costs should be factored into the complex dispatch model of BESS. It is 

important to note that Lithium-ion batteries are expensive and incorporating a battery degradation model while computing the 

overall system cost is critical as a realistic system cost estimate is established. Thus, this thesis also reports on the development 

of an EMS for a grid-tied solar PV-battery microgrid considering battery degradation in the energy trading process, focusing 

on reducing the strain on the battery.  
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3 REVIEW ON REINFORCEMENT LEARNING  

A general overview of machine learning algorithms will be presented, as well as current state-of-the-art RL techniques. This 

chapter focuses on the potential application and value generation of RL in power systems. The review begins with an overview 

of artificial intelligence, reinforcement learning, the Markov decision process (MDP), and the various methods for solving the 

MDP. Also, the use of deep learning in conjunction with reinforcement learning will be briefly discussed. 

3.1 Introduction 

Due to rapid developments in computing hardware and the declining cost of data storing systems, artificial intelligence (AI) 

has lately prompted a paradigm change in various sectors throughout the continent. Machine learning is currently the most 

prominent issue in AI. The scientific discipline of machine learning (ML) is defined as the study and development of algorithms 

and statistical models that enable machines to learn tasks explicitly without being taught to do so [101]. Supervised, 

unsupervised, semi-supervised, and reinforcement learning are the four types of machine learning categories. 

The software agent learns the input-output mapping using a training set labelled by subject matter expert(s) in supervised 

learning [17], [101]. Usually, in supervised learning, the algorithm generalizes across various training samples and then utilizes 

that information to correctly predict output (labels) for data that hasn't been seen yet. Because the supervised learning agent 

essentially duplicates the expert's labelling behaviour, the agent's performance cannot beat that of the subject matter expert or 

supervisor. On the other hand, unsupervised learning is most commonly employed to uncover hidden patterns in unlabelled 

data sets. Dimensionality reduction, feature extraction, and clustering are three of the key aims of unsupervised learning. By 

merging ideas from supervised and unsupervised learning, semi-supervised learning is created. Because manually labelling 

data is time-consuming, semi-supervised learning, on the other hand, can be used to train a small data set of the labelled dataset 

while extracting more relevant information from the unlabelled dataset [101]. 

Reinforcement learning is a method of learning that employs trial and error. The system is made up of a software agent that 

observes a state that represents the environment and reacts to it by taking action. Simply put, the agent will get a positive 

reward when it takes good actions and negative rewards for bad actions. When the agent takes a wrong action, it will be less 

likely to choose that action later. Similarly, it is more likely to choose a similar action given the same observed state when it 

gets a positive reward. Allowing the agent to experience various states and actions will enable it to learn a behaviour that leads 

to many positive rewards.  RL is derived from how animals and humans obtain knowledge of living optimally in an environment 

that is initially unknown to them [86]. One way that animals develop complex behaviours is by learning to acquire more 

rewards and avoiding penalties. For instance, a few examples of an animal learning to trap its food and a baby learning how to 

Figure 3.1: Outline of machine learning field  [101] 
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walk. It was established that if animals can learn to behave optimally in their environment by trial and error, and motivated by 

reward signals, then such a learning methodology could be transmitted to cognitive science and computing. A reinforcement 

learning agent learns from its own experiences of the environment. An experience is defined as a set consisting of a state, an 

action, the next state, and a reward. 

 Figure 3.2 illustrates the interaction between an agent and its environment. By seeking to maximize the total reward in a set 

of several experiences, the agent learns a policy that maps every state to the best action. Thus, every learning problem portrays 

similar modules: a learner (agent), a teacher (reward function), a performance measurement of how well the learning agent is 

behaving (usually tests represented numerically by rewards), and a couple more variables to be considered; several properties 

comprising a Reinforcement Learning problem are explained in the next section.  

 

Figure 3.2: The general Markov decision process framework 

 

3.2 Markov Decision Process 

Figure 3.2 depicts the reinforcement learning paradigm, which is made up of two parts: a learning agent and a system 

(environment). The agent is a decision-maker who is always learning (i.e., RL algorithm). Through meaningful interactions 

with the environment, the agent learns about the unknown environment to overcome it. Everything that the agent cannot modify 

at will is included in the environment. The Markov decision process (MDP) is used to formalize the decision-making process 

of reinforcement learning, ensuring that the agent's experiences converge to an optimal policy as it interacts with the 

environment. MDP is a way of modelling discrete stochastic control problems and formulating sequential decision making in 

environments where the outcome is partly random and/or partly deterministic [17]. When agents rationalize about how to plan 

and act in the face of uncertainty, MDPs provide a formalization for that. MDPs are generally formulated as four elements 

tuple (S, A, P, R), where S is the state space, A is the defined action space, P is the state transition probability, and R is the 

reinforcement/ reinforcement/reward function [102]. Suppose the state space is such that the future state can be calculated 

using the current state variables and the current action without remembering the events that led to the present state. In that case, 

the process is said to be "Markovian." This condition makes it possible to define an optimality criterion in the learning process 

[103].  

3.2.1 State and state-space 

State-space in the RL problem is the set of possible states that the agent can occupy at different instances of time [101]. At 

every timestep, the agent must be at a state that is part of the entire state space. The agent’s state at time 𝑡 is denoted as 𝑠𝑡 

which represents all information about the environment at that position that the agent may require to make the correct decision. 

The entire state space is then taken as 𝑆, which is the union of the states. This can be expressed as  𝑆 =  s0 ∪  s1 ∪, … ∪ s𝑇−1 for 
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all time slots, 𝑡 = 0 to 𝑡 = 𝑇 − 1. To get to the final state s𝑇−1 from the starting state  s0, the agent must take a sequence of 

actions 𝑎0, 𝑎1, … , 𝑎𝑇−1 

3.2.2 Action and action space 

An action is a choice that the agent makes in each state. Every state has a specific action space from which an action may be 

selected. At any instance 𝑡, the agent can take an action 𝑎𝑡 from the set of allowable actions in the action space [83]. The union 

of all action sets in the entire action space is enumerated as equation (3.1) [83] below. 

𝒜 =  𝒜0 ∪  𝒜1 ∪, … ∪ 𝒜𝑇−1                                                                                                                                                (3.1) 

3.2.3 State Transition 

State transition probabilities describe the probability of transitioning between state 𝑠𝑡 and 𝑠𝑡+1  and receiving a reward 𝑟 after 

performing an action 𝑎𝑡. It is mathematically expressed, as shown below in equation (3.2) [88]. 

𝑃𝑠𝑠′
𝑎 = Pr (𝑠𝑡+1 = 𝑠′|𝑠𝑡 = 𝑠, 𝑎𝑡 = 𝑎)                                                                                                                                    (3.2)                                                                                                                    

Where 𝑝 defines the system’s dynamics and Pr denotes the probability of transiting to the next state. Depending on the system’s 

environment, the state transition can be probabilistic or deterministic. In a deterministic environment, pr is one where the same 

action, if selected in the same state, will make the system transition to the same next state[88], although in a probabilistic 

environment, like in partially observable MDPs  𝑝 is a probability distribution satisfying the equation (3.3) below [101]: 

∑ ∑ 𝑝(𝑠′, 𝑟|𝑠, 𝑎) = 1, ∀𝑠 ∈ 𝑆, 𝑎 ∈ 𝐴𝑟∈𝑅𝑠′∈𝑆                                                                                                                              (3.3) 

3.2.4 Reward/ Reinforcement Function 

Modelling a reward function is a critical issue in RL. A reward is a real-valued scalar quantity that relays the aim of the learning 

activity to the learning agent. The designer of the MDP must formulate an intelligent reward function to achieve the purpose 

of the learning process [89]. In RL, the agent learns by reinforcement (as in psychology). A negative reward leads to undesirable 

behaviour. Conversely, a sequence of positive rewards leads towards an appreciable policy. The agent aims to maximize the 

accumulated sum of rewards (see equation (3.4)) [83], 

𝑅𝑡 = 𝑟𝑡+1 + 𝑟𝑡+2 + 𝑟𝑡+3, … , 𝑟𝑇−1 = ∑ 𝑟𝑡+𝑘+1
𝑇
𝑘=0                                                                                                                     (3.4) 

where 𝑅𝑡  represents the return, 𝑡 a particular time step up to 𝑇 − 1. In general, for stochastic environments, the goal is to 

maximize the expected return value within a task. The reward does not have to represent the exact effect of the chosen action 

accurately. However, it shows the progress of the learning agent in achieving the objective function in the system being 

controlled. An action is not only as good as the immediate reward it returns but also the state into which it leads [83]. Thus, a 

good action will produce high immediate rewards and lead to a state where there are potentially high rewards to be received 

[6]. 

3.2.5 Policy Function 

A behaviour translates into a control policy; the reinforcement agent selects an action in each state through its policy 𝜋. The 

agent's policy decides what action to take in a given state by mapping the state space to the action space, 𝜋: 𝑆 → 𝐴. The policy 

can either be probabilistic or deterministic. A deterministic policy maps a given state to the same action every time, while a 

stochastic policy maps the state to a probability distribution over the action space [17]. For the deterministic case, the policy 

function 𝜋 is given by equation (3.5) [17] , 

𝜋(𝑠) = 𝑎                                                                                                                                                                                  (3.5) 
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where 𝑎 is the action chosen by the policy. For the stochastic case, it gives the probability of selecting action 𝑎 in state 𝑠 as in 

equation (3.6) [17] 

𝜋(𝑎|𝑠) = ℙ(𝑎|𝑠)                                                                                                                                                                    (3.6) 

Theoretically, the policy gathering most rewards in a particular environment is considered an optimal policy, denoted by 𝜋∗. 

Moreover, after applying a learning algorithm coupled with a proper exploration strategy until convergence, given sufficient 

episodes, the policy obtained can be considered "optimal" or "sub-optimal".  

3.2.6 Value Function  

A Value function computes the goodness of a policy, given a state, 𝑠𝑡 ∈ 𝑆 and following the same policy 𝜋 after that. The 

usefulness of a policy comprises a gathered discounted sum of reward as shown in equation (3.7) [104]. 

𝑉𝜋(𝑠) = 𝔼𝜋{𝑅𝑡|𝑠𝑡 = 𝑠} = 𝔼𝜋{∑ 𝛾𝑡𝑟𝑇+𝑡+1|𝑠𝑡=𝑠
∞
𝑡=0 }                                                                                                                (3.7) 

The value function 𝑉𝜋 is estimated by "trial-and-error" since the expected value unfolds from experience samples within the 

optimization task. The value function is computed recursively, as seen in dynamic programming. Unfolding equation (3.7), a 

value function given a specific state is equal to the value of the next state plus the reward [17]. This is expressed in equation 

(3.8) as below [17].  

𝑉𝜋(𝑠) = 𝔼𝜋{𝑅𝑡|𝑠𝑡 = 𝑠} = 𝔼𝜋{∑ 𝛾𝑡𝑟𝑇+𝑡+1|𝑠𝑡=𝑠
∞
𝑡=0 } = 𝔼𝜋{𝑟𝑡+1 + ∑ 𝛾𝑡𝑟𝑇+𝑡+2|𝑠𝑡=𝑠

∞
𝑡=0 }                                                              (3.8) 

If a stochastic policy, 𝜋 then equation 3.8 unravels into the Bellman Equation of 𝑉𝜋 as given in equation (3.9) [17]. 

𝑉𝜋(𝑠) = ∑ 𝜋(𝑎|𝑠) ∑ 𝑝(𝑠𝑡+1|𝑠𝑡 , 𝑎)[𝑟(𝑠, 𝑎, 𝑠𝑡+1) + 𝛾[∑ 𝛾𝑡𝑟𝑇+𝑡+2|𝑠𝑡=𝑠]

∞

𝑡=0

]

𝑠𝑡+1
𝑎

 

=∑ 𝜋(𝑎|𝑠) ∑ 𝑝(𝑠𝑡+1|𝑠𝑡 , 𝑎)[𝑟(𝑠, 𝑎, 𝑠𝑡+1) + 𝛾𝑉𝜋(𝑠𝑡+1)]𝑠𝑡+1𝑎                                                                                                       (3.9) 

There are several methods to obtain a near-optimal policy empirically. One of these methods uses the Q-function [91] 

(interchangeably Q-value) to evaluate the quality of selecting a particular action in a specific state. This will be further discussed 

in the next section. Q-function is defined similarly as the value function; however, it considers the state-action value. Thus, it 

comprises the long-term rewards of applying an action to a state and following the considered policy 𝜋 after that [91]: 

𝑄 ∶ 𝑆 × 𝐴 → 𝑅      𝑄(𝑠, 𝑎)𝜋 = 𝔼𝜋{𝑅𝑡|𝑠𝑡 = 𝑠, 𝑎𝑡} = 𝔼𝜋{∑ 𝛾𝑡𝑟𝑇+𝑡+1|𝑠𝑡=𝑠,𝑎𝑡=𝑎
∞
𝑡=0 }                                                               (3.10) 

If an optimal policy 𝜋∗ is considered, the value of a state 𝑉𝜋∗
(𝑠𝑡) is equal to the Q-value 𝑄𝜋∗

(𝑠𝑡 , 𝑎𝑡)  when taking the optimal 

action [91]: 

𝑠𝑡 ∈ 𝑆   𝑎𝑡 ∈  𝐴    𝑉𝜋∗
(𝑠𝑡=𝑄𝜋∗

(𝑠𝑡 , 𝑎𝑡)  =𝑎𝑟𝑔𝑚𝑎𝑥𝑎𝑄𝜋(𝑠𝑡 , 𝑎𝑡)                                                                                               (3.11) 

The optimal policy to the RL problem is the policy that produces the maximum reward over a path. Generally, the optimal 

solution must satisfy the Bellman principle of optimality that says 𝜋∗ is optimal only if 𝑉𝜋∗
(𝑠) ≥ 𝑉𝜋≠𝜋∗

[104]. It should be 

noted that there may exist multiple optimal solutions, such that 𝑉𝜋1
∗

= 𝑉𝜋2
∗

=, … , 𝑉𝜋𝑛
∗

. Mathematically, the optimal value 

function is expressed as: 
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𝑉∗(𝑠) = 𝑚𝑎𝑥𝜋𝑣𝜋(𝑠),       ∀𝑠 ∈ 𝑆                                                                                                                                          (3.12) 

Similarly, the optimal action-value function is shown as follows:  

𝑄∗(𝑠, 𝑎) = 𝑚𝑎𝑥𝜋𝑣𝜋(𝑠, 𝑎),       ∀𝑠, 𝑎 ∈ 𝑆, 𝐴                                                                                                                          (3.13) 

The optimal value function and action-value function expressed in terms of equations (3.14) and (3.15) are provided in a more 

explicit form [86] as, 

𝑉∗ =
𝑚𝑎𝑥

𝑎
𝔼𝜋{𝑟𝑡+1 + 𝛾𝑉∗(𝑠𝑡+1|𝑠𝑡 = 𝑠, 𝑎𝑡 = 𝑎)}                                                                                                                (3.14) 

𝑄∗(𝑠, 𝑎) = 𝔼𝜋{𝑟𝑡+1 + 𝛾
𝑚𝑎𝑥

𝑎𝑡
𝑄∗(𝑠𝑡+1|𝑠𝑡 = 𝑠, 𝑎𝑡 = 𝑎)}                                                                                                       (3.15) 

where max means that the best action will be chosen in the next timestep. 

3.3 Solving the Markov decision process 

Dynamic programming (DP), Monte Carlo (MC) Methods, and Temporal Difference (TD) Methods are the three groups of 

algorithms utilized to solve the MDP in the RL problem. DP approaches can yield exact answers to optimal policies; however, 

they demand an accurate system model and have computational needs that are infeasible for simple problems. Both MC and 

TD approaches, on the other hand, use less computer effort to approximate dynamic programming solutions and do not require 

an accurate system model. The value function is averaged over several sampled experiences of states, actions, and rewards in 

Monte Carlo approaches to identify the optimal policy; but the results of the sampled trajectories may exhibit a large variance. 

Temporal difference approaches blend the concepts of DP and MC into a single algorithm. These methods, however, have a 

significant level of bias because they estimate values using previously estimated values. This section will go over the elements 

of each approach. Reference [86] provides a detailed explanation of each algorithm. 

3.3.1 Dynamic programming 

Dynamic programming (DP) is a collection of methods that can identify optimal policies in the presence of an accurate 

mathematical model. Because of the high computing cost of DP algorithms for non-trivial situations, they are rarely extensively 

used. Policy iteration and value iteration are the two most used strategies in DP. Policy iteration seeks out the best solution by 

iterating over a large number of policies 𝜋 ∈ 𝜫, and selecting the one with the best cumulative returns. When the cumulative 

returns cannot be improved any further, the best policy is discovered. Value iteration computes the optimum policy by 

determining the optimal value functions rather than analysing a huge number of policies. It evaluates the policy after every 

timestep by traversing through the entire state space and determining the actions that correlate to the greatest values, and the 

optimum policy can be quickly extracted. It's worth noting that V(s) can only be used to extract the optimal policy if the system 

has a correct model. The state transition probabilities may be found using the model, and the actions having the highest 

probabilities of traversing to high-value states can then be identified [86], [101]. DP method has some drawbacks when it 

comes to solving the MDP problem: value iteration requires fewer computing resources; however, it takes longer to converge 

to the optimal policy. Also, like the linear programming techniques, DP is not scalable. When dealing with problems that have 

high dimensionality, this method fails to achieve the optimal policy. 

3.3.2 Monte Carlo Methods 

Monte Carlo (MC) approaches, unlike dynamic programming, do not strictly require an accurate model of the system. MC 

approaches to determine the best policy by sampling multiple sequences of states, actions, and rewards under the policy in 
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order to estimate the average returns for various policies. When many samples are produced, 𝑉𝑛(𝑠) → 𝑉𝜋(𝑠) for all 𝑠 ∈ 𝑆 , the 

estimated return is updated for every trajectory. Because of the characteristics of MC updates, finite tasks with a clear terminal 

state, also known as an episodic task, is the most appropriate system. Given a policy 𝜋(𝑠), the prediction problem is to find 

𝑉𝜋(s). This is achieved by running an episode, say n times. Assuming the return obtained from the state 𝑠 in an episode is 

𝑅𝑖(𝑡) . For every state s, the averaged return from all visited states is used to compute the value function 𝑉𝜋(𝑠) as shown below 

[86]; 

𝑉𝜋(𝑠) = [𝐺(𝑡)] =
1

𝑛
∑ 𝑅𝑖(𝑡)𝑛

𝑖=0                                                                                                                                             (3.16) 

where 𝑅𝑖(𝑡) is the average of the rewards accumulated while following the 𝑖𝑡ℎ visit 𝑠, and 𝑁(𝑠) is the total number of visits to 

state 𝑠. MC computation changes the current state value with respect to the return on every time slot. This return, however, is 

contingent on the action and state transition collected in each succeeding state, which might be very accurate. Generally, MC 

estimations of the true value function V have low bias with a significantly high variance. In this study, the interest is performing 

optimal control using policy iteration, which can be done using the Q-function. More information on the Monte Carlo approach 

can be found in [86].  

3.3.3 Temporal Difference methods 

Because of their simplicity and low processing cost, temporal difference (TD) approaches are the most extensively utilized RL 

algorithms. TD methods combine the art of learning from experience (like Monte Carlo methods ) and bootstrapping (updating 

estimates from previous estimates) as seen in dynamic programming methods, thus making them ideal in performing optimal 

control. The two most prominent TD approaches are SARSA and Q-learning, which have slightly different update procedures. 

SARSA is an on-policy algorithm, which means its behaviour and target policies are similar. The agent's target policy is the 

one he or she wishes to find in the end. This is, in most cases, the best course of action. Off-policy agents, like Q-learning, 

may, on the other hand, have a small probability of selecting random policy during training in order to undertake a deep 

exploration of other policies and late on change to the best policy [101].  

3.3.4 Q-Learning 

Q-learning is the most widely used model-free RL algorithm, i.e. it can implicitly learn an optimal policy (e.g., a sequence of 

battery action selection strategy) by interacting with the environment without any prior knowledge of the environment (as 

opposed to model-based methods where the agent has to learn the entire dynamics of the system then plan to obtain the optimal 

policy) [17]. Q-learning involves the finding of the so-called Q-values where Q-values are defined for all state-action pairs 

(𝑠, 𝑎). The Q-value gives the measure of goodness of selecting an action 𝑎 in state 𝑠.  

Let 𝑄(𝑠, 𝑎) represent the State-Action value function that computes the estimated total discounted rewards as calculated in 

equations (3.18) and (3.19) [86]; if an action 𝑎𝑡 is executed at the state 𝑠𝑡 when a policy 𝜋 is followed, it will be described as,  

𝑄(𝑠𝑡 , 𝑎𝑡) = 𝔼{𝑉𝑡
𝜋(𝑠)}                                                                                                                                                          (3.17)                                                        

𝑄(𝑠𝑡 , 𝑎𝑡) = 𝔼{𝑟(𝑠𝑡 , 𝑎𝑡) + ∑ 𝛾𝑖𝑟(𝑠𝑡+1, 𝑎𝑡+1)∞
𝑖=1 }                                                                                                                 (3.18) 

where 𝔼 indicates the expected action value for each state-action pair. 
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The Q-value that reflects the optimal policy is denoted as 𝑄∗(𝑠, 𝑎) = 𝑄𝜋∗
(𝑠, 𝑎), ∀𝑠 ∈ 𝑆, ∀𝑎 ∈ 𝐴𝑠𝑡

. If all possible actions in each 

state 𝑠 are selected and executed multiple times in the environment, and their Q-values are updated a sufficient number of 

times, then Q-values eventually converge [91], and the optimal action in that state can be found by taking the action that 

maximizes the Q-values. The optimal Q-value is given by, 

𝑄∗(𝑠, 𝑎) =
𝑚𝑎𝑥

𝑎
𝑄𝜋(𝑠, 𝑎), ∀𝑠 ∈ 𝑆, ∀𝑎 ∈ 𝐴𝑠𝑡

                                                                                                                        (3.19)                      

and the optimal policy is acquired as (3.20) [17] for each state s is given as, 

𝜋∗(𝑠) = 𝑎𝑟𝑔𝑚𝑎𝑥𝑎∈𝐴𝑄∗(𝑠, 𝑎)                                                                                                                                             (3.20)                                                                                                                             

The implies that an optimal action-value in any state 𝑠 is described as 𝑄∗(𝑠, 𝑎∗) > 𝑄(𝑠, 𝑎𝑖), ∀𝑎𝑖 ≠ 𝑎∗, where 𝑎∗is the optimal 

action for state 𝑠, commonly known as the greedy action 𝑎𝑔.  During the learning process, the agent interacts directly with the 

dynamic environment by performing actions. Generally, the agent observes a state 𝑠𝑡 as it occurs, with the possible action set 

𝐴𝑠𝑡
 And by use of an action selection technique, it selects an action 𝑎𝑡 and consequently, moves to the next state 𝑠𝑡+1, and 

receives an immediate reward, 𝑟(𝑠𝑡 , 𝑎𝑡 , 𝑠𝑡+1). Then updating of the Q-values is done based on the Bellman equation as shown 

in (3.21) [103], 

Qn+1(s, a) = Qn(s, a) + α[ r(st, at, st+1) + γmaxat+1
Qn(st+1, at+1) − Qn(s, a)]                                                                (3.21) 

where 𝛼 ∈ [0,1] denotes the learning rate which determines the extent by which the new Q-value is modified, 𝑄𝑛(𝑠, 𝑎)is the 

current estimate of Q-value, 𝑄𝑛+1(𝑠, 𝑎) represents the next estimated Q-value in the next iteration, whereas 𝛾 ∈ [0,1] denotes 

the discounting factor and 𝑛 is the specific iteration number. When 𝛼 is sufficiently small, and all possible state-action pairs 

are visited enough times 𝑄𝑛 eventually converges to the optimal value 𝑄∗ so that the best action will be selected at each state 

in the successive iterations [91]. When the agent reaches the terminal state𝑠𝑇−1, since there are no future rewards, the Q-value 

is update as [14]; 

𝑄𝑛+1(𝑠, 𝑎) = 𝑄𝑛(𝑠, 𝑎) + 𝛼[ 𝑟(𝑠𝑡 , 𝑎𝑡 , 𝑠𝑡+1) − 𝑄𝑛(𝑠, 𝑎)]                                                                                                       (3.22) 

As an agent chooses actions from the action set, it is always necessary to cleverly deal with the exploitation versus exploration 

dilemma. This concept will be further explored in Section 3.4.  

3.4 The Exploration Vs Exploitation Dilemma 

The exploration versus exploitation dilemma is a recurring theme in RL and AI in general. The question here is that should we 

exploit acquired knowledge, i.e., should we follow a known high-reward path or explore an unknown path in search of a better 

new policy [14], [105]. The balance between both highly improves the agent’s learning performance. The plausible answer 

comes to the surface: first, as the training process begins, the agent is required to explore as many state-action pairs as possible; 

then, after gathering enough information, the agent should exploit the acquired knowledge to gain more rewards. It is very 

difficult for environments with high uncertainties to know whether sufficient exploration has been employed to avoid exploiting 

without the proper know-how. Nevertheless, a couple of methods to select actions through a Q-function have been 

recommended in literature which work well. 
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3.4.1 Epsilon-Greedy strategy 

A simple yet effective method to select an action at each time step is presented as the epsilon-greedy (𝜀−greedy) selection 

strategy. However, more sophisticated strategies are also possible. Greedy action is defined as an action that has the greatest 

Q-value in every episode while the rest actions in the action space are not considered as best actions.  However, there is a 

chance that one of the remaining actions which is not considered as optimal will be as excellent as or way better than the greedy 

action. Thus, given the Q-function 𝑄(𝑠, 𝑎), the greedy action is chosen with (1 − 𝜀) probability while the random action (an 

action that is not optimal) is selected with probability 𝜀 where 𝜀 value range within [0,1] as it represents a probability. The 

value of 𝜀 is usually chosen as near to 1 as possible or 1 in the beginning and then gradually reduced as the training progresses 

to a value close to zero for instance 0.001 [14], [106]. As it progresses through the stages of learning, greedy action will become 

the optimal action, and 𝜀 will be lowered to a very low value. 

3.4.2 Boltzmann Exploration (Soft-max method) 

One major intrinsic flaw of  𝜀-greedy selection is that it relies on considering one action as the best (highest Q-value) and 

considering all other bad actions as equiprobable. While drawing a bad action from a uniform distribution, information about 

the relative quality of each action is discarded (i.e. their Q-values not considered), losing potential exploitation gains. 

Furthermore, the problem highly intensifies if the gap between Q-values of the best and second-best action is large as the 

second-best actions are severely penalized. Using the Boltzmann distribution, also referred to as the soft-max selection method, 

knowledge about the Q-value of every state-action pair is computed as shown in the equation (3.23) [107]: 

𝑝(𝑎𝑡|𝑠𝑡 , 𝑄𝑡) =
exp 𝑄(𝑠𝑡,𝑎𝑡)/𝜏

∑ exp 𝑄(𝑠𝑡,𝑎𝑔)/𝜏𝑎𝑔∈𝐴
                                                                                                                                          (3.23) 

where 𝜏 is referred to as temperature from thermodynamics. If 𝜏 presents high values, each numerator is pushed to a value 

leading to equiprobable actions, thus rewarding exploration. Decreasing 𝜏 with the number of episodes leads to exploitation, 

assigning a high probability to the most promising actions [6]. 

3.5 Fitted Q-iteration: Q-Learning with Function Approximation 

In industrial reinforcement learning applications, function approximators are commonly utilized. In Q-learning methods, the  

Q values for the discrete tasks are updated and recorded in the Q-table. Figure 3.3 shows a typical Q-table with m states and n 

actions. A typical power system control application, on the other hand, has multi-dimensional and continuous states and actions. 

In such sophisticated activities, the storing of value functions could be infinite and intractable. Artificial neural networks 
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(ANNs) are commonly used to estimate the Q-function based on statistical regression methods to circumvent the curse of 

dimensionality. 

Various approaches in the literature can be used to approximate the Q function; however, ANNs are preferred to be applied 

in RL as: 

i) They are capable of dealing with target functions that change over time. 

ii) They can successfully learn by accumulating data through sequential experiences [17]. 

 

Figure 3.4: Anatomy of a single neuron in an artificial neural network. 

 

In convectional Q-learning, learning is detached in the tabular form, i.e., updating one Q-value has no effect on any other Q 

functions in the proceeding iterations; thus, the optimal value functions are determined for all states. However, in the 

approximation scenario, this is no longer possible. Instead, when the weight vectors 𝑤, 𝑤𝑖are updated, all Q values estimates 

utilizing 𝑤𝑖  will be changed, which makes it extremely difficult for all Q values to be perfectly right [17]. As a result, RL 

approaches based on function approximation can come close to achieving complete optimal control but never quite do so. The 

purpose of approximation value function approaches is to identify the optimal weight vector 𝑤∗ in the end.  Figure 3.4 shows 

a simplified illustration of the structure of a neuron in ANN. The weights are typically initialized arbitrarily and by optimized 

leveraging stochastic gradient descent (SGD). Because of the simplicity and benefits of handling big data, SGD is a popular 

machine learning method. It’s a subset of the gradient descent algorithm and is utilized to compute the gradient by randomly 

Figure 3.3:  Lookup table example (Q-table). 
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sampling a portion of data. SGD is discussed in greater depth in [101]. At each step, SGD adjusts the weights 𝑤 based on 

predicted versus the actual value and then multiplied by a learning rate ∝ [108]. 

𝑤𝑘+1 = 𝑤𝑘 −
1

2
∝ ∇[𝑄𝜋(𝑠𝑘 − 𝑄̂(𝑠𝑡 , 𝑤𝑘))]2                                                                                                                           (3.25) 

𝑤𝑘+1 = 𝑤𝑘+∝ [𝑄𝜋(𝑠𝑘 − 𝑄̂(𝑠𝑘 , 𝑤𝑘))]∇𝑄̂(𝑠𝑘,𝑤𝑘)                                                                                                                   (3.26) 

where 𝑤𝑘+1 is the vector that follows the (𝑘 + 1)𝑡ℎ update, ∝ and ∇ are the learning rate and the gradient operator. Larger 

update steps are produced by higher alpha values, which are usually applied at the start of training. As 𝑘 → ∞, ∝→ 0 to make 

sure that the weight does not miss the optimum point. The update is done iteratively until the vectors 𝑤 converge to 𝑤∗. 

As authors in [60] pointed out, this strategy does not always result in correct convergence and can even diverge in some 

circumstances. This is due to the fact that the best policy is probabilistic rather than deterministic. As a result, even if the action 

is the best for that state, a little change in the Q function for that action can make that action not be selected. When the Q-

function is approximated with neural networks (NNs), instabilities do arise. Two factors contribute to the instabilities: 

1. Within the state-action transitions, there are significant positive correlations. This is due to the fact that the state 

transitions take place in a specific order. As a result, every state has a relationship with its predecessors and successors. 

2. True gradient descent is not used in Fitted Q-iteration. Instead, the method adjusts the weights of an NNs based on a 

loss relative to a target that is likewise dependent on the weights [65], [66]. This issue was further addressed by 

introducing another neural net, termed the target network, to predict the target values as seen in the deep Q network 

model.  

The first issue may be addressed using batch reinforcement learning as discussed in Section 3.6. 

3.6 Batch Reinforcement Learning 

In batch reinforcement learning (BRL), instead of updating Q-values each time an action is taken, the approach accumulates 

the agent’s experiences of the environment in a replay memory and uses a random batch of them to train an ANN (or other 

models) to estimate the Q-function [65]. As a result, using a method known as batch gradient descent, the agent approximates 

the best policy utilizing a randomly selected batch of its previous experiences. As a result, batch RL is reported to converge 

faster than fitted Q-iteration and conventional Q-learning algorithms. Storing transitions in a replay buffer and using random 

mini-batches of the transitions to update the policy is called experience replay. Apart from breaking correlations within 

successive transitions, experience replay enables the retrieval of experiences that are more beneficial to the agent instead of 

discarding the transitions after each update as in traditional Q-learning. However, the application of experience replay alone 

does not completely solve the instability problem [6]. 

3.7 Deep Q Network 

Deep Q network (DQN) was developed by Google’s DeepMind Technologies to address both issues that cause instability in 

the fitted Q-iteration [109]. The DQN algorithm not only employs the experience replay technique but also uses two different 

neural networks. One neural network (policy or prediction network) approximates the current Q-value while the other estimates 

the target Q-value. The separation of the target network from the policy network effectively reduces the instabilities generated 

by the neural network training process. The target network is just but a copy of the prediction network, which is updated with 

the weights of the prediction network after every set number of steps. To achieve the optimal policy, both prediction and target 
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networks are initialized by random weights. The replay buffer capacity is also set to a fixed value. In every episode, the 

algorithm transitions through the entire state space. The values of the current state are computed by forwarding them to the 

prediction network. The prediction network returns the estimated Q-values for all the possible actions. In each state, an action 

is selected, normally using the є-greedy method. The action is executed in the simulation environment, and the new state is 

computed. The reward is then calculated, after which the transition tuple is stored in the experience replay memory as a single 

unit: (state, action, next state, reward). After a given number of transitions, a random batch of the transitions is taken. A vector 

of current states in the minibatch is forwarded to the prediction network to get the predicted Q-values. The vector of all 

corresponding next states is forwarded to the target network to obtain the target Q-values. The squared loss vector between the 

target and the predicted Q-values is then computed and used to update the prediction network according to the stochastic 

gradient descent. After training the online network(prediction network), the weights of the target network are updated with 

those of the prediction network [93], [110], [111]. The process continues until the objective is met. Figure 3.5 illustrates the 

flow of data in a DQN algorithm.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.5: Data flow in a deep Q network algorithm with target network and replay memory 

[110]   
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4 OPTIMAL ENERGY MANAGEMENT FOR A GRID-TIED MICROGRID SOLAR PV-

BATTERY MICROGRID USING Q LEARNING APPROACH 

In the near future, microgrids will become more prevalent as they play a critical role in integrating distributed renewable 

energy resources into the main grid. Nevertheless, renewable energy sources, such as solar and wind energy, can be extremely 

volatile as they are weather dependent. These resources coupled with demand can lead to random variations on both the 

generation and load sides, thus complicating optimal energy management. In this chapter, a Q learning method has been 

proposed to deal with this non-stationary scenario, in which the energy management system (EMS) is modelled as a Markov 

decision process (MDP). A novel modification of the control problem has been presented that improves the use of energy stored 

in the battery such that the dynamic demand is not subjected to future high grid tariffs. A comprehensive reward function has 

also been developed, which decreases infeasible action explorations, thus improving the performance of the data-driven 

technique. A Q-learning algorithm is then proposed to minimize the operational cost of the microgrid under unknown future 

information. To assess the performance of the proposed EMS, a comparison study between a trading EMS model and a non-

trading case is performed using a typical commercial load curve and PV profile over a 24-hour horizon. Numerical simulation 

results indicate that the agent learns to select optimized energy schedules that minimize system operational costs in all 

considered case studies.  

4.1  Introduction 

Increasing interest in renewable energy sources has led to the massive deployment of microgrids as they offer a scalable way 

of integrating renewable sources into the main grid while allowing maximum usage of battery energy storage systems. In the 

long run, the installation of microgrids is expected to reduce the cost of power, dependency on the utility grid and increase 

rural electrification [37]. Nonetheless, increased integration of renewable DERs raises significant challenges in the stability 

and economic functioning of the microgrid as they are extremely volatile and random. These multiple stochastic resources 

combined with the load demand make the preparation of accurate generation schedules very challenging. Deploying a battery 

energy storage system (BESS) [5] can significantly buffer the impacts of these uncertainties as it provides various auxiliary 

services to the power system, i.e. load shifting, frequency regulation, voltage support and grid stabilization [47]. However, for 

a microgrid to guarantee a reliable supply of power and efficient utilization of the battery storage, an energy management 

system (EMS) needs to be developed to optimally dispatch and distribute these energy resources based on their availability and 

associated costs.  

Optimal energy management (OEM) involves the management/scheduling of various power system variables in a day ahead 

context in order to satisfy the load demand at minimal or acceptable costs while satisfying all technical and operational 

constraints. The main goal of developing an effective EMS is to achieve different objectives such as levelling peak loads, 

balancing energy fluctuations, maximizing renewable energy usage, reducing power losses, and increasing system load factor, 

among others [10].  

Aimed at maximizing energy usage or reducing operational cost by intelligently managing the different types of energy 

resources and controllable loads in a grid-tied microgrid, several control approaches have been proposed.  For years, 

conventional techniques such as mixed integer linear programming (MILP), linear programming (LP), and dynamic 

programming (DP) have been leveraged to optimally manage energy in microgrids [7]–[9]. These methods, however, are 

reported to suffer from the famous curse of dimensionality and are highly susceptible to getting sub-optimal results in 

environments that are highly stochastic, i.e., they contain volatile variables such as load demand, grid tariffs and renewable 
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energy. Such techniques, therefore, have limited flexibility and scalability. Further, metaheuristic techniques, including particle 

swarm optimization (PSO), genetic algorithm (GA), and their hybrids, have also been used in literature to tackle the issue of 

energy management in microgrids [10]–[13]. However, these techniques involve extensive computational time, and hence, 

they cannot be executed online. The online operation allows computing resources to be used more economically as it doesn’t 

require one to have another committed computer for performing the optimization process offline. The aforementioned 

algorithms also don’t have a learning component, i.e., they are incapable of storing the optimisation knowledge and reusing it 

for a new optimisation task [14]. Given that the load demand varies on an hourly basis, it is required to calculate the schedule 

for every new generation and demand profile, and this is not computationally efficient. In addition, the performance of this 

techniques may deteriorate if accurate models or appropriate state variables forecasting are unavailable. Often, metaheuristic 

methods are hybridized with other linear methods for an advantage complementation. A comprehensive review of these 

decision making strategies and their methods of solution has been presented in [6] and [15]. 

In the last decade, intelligent learning-based techniques have made major progress in decision-making problems and have also 

proved ideal in overcoming these limitations, as they can automatically extract, monitor, and optimize generation and demand 

patterns. Additionally, they are capable of relaxing the idea of an explicit system model to ensure optimal control. This is of 

great benefit since the problem of energy management is normally a partly observable problem, i.e. hidden or unknown 

information always exists. 

The reinforcement learning (RL) method, one of the machine learning algorithms, is well known because of its ability to solve 

problems in stochastic environments. It aims at making optimal time-sequential decisions in an uncertain environment. 

Reinforcement learning involves a decision-maker (agent) that learns how to act (action) in a particular situation (state) through 

continuous interaction with the environment so as to maximize cumulative rewards [17], [18]. In the learning process, the agent 

is in a position to learn about the system and to take action that affects the environment so as to achieve its objective. In RL, 

the agent considers the long-term reward instead of simply getting the immediate maximum reward. This is very important for 

resource optimization problems in renewable-powered microgrids, where supply and demand are changing rapidly. Q-learning, 

one of the RL methods, is commonly used to solve sequential decision-making problems, as explained by authors in [91]. Q-

learning is an off-policy algorithm that does not require any prior knowledge of rewards or state transition probabilities of a 

system, thus making it applicable to systems that manage real-time data. Many scholars, focusing on microgrid EMS [14], 

[19]–[21], specifically have used Q-learning to control energy. The key benefit of RL techniques is their adaptability to 

stochastic systems and ability to transfer knowledge, i.e., the information gained when learning policies for a specific load 

demand can be retrieved to learn an optimal schedule for other load profiles [14]. 

In recent advances reported on the implementation of RL in microgrid energy management [22]–[25], [26]–[32], [33]–[35], 

modelling of microgrid operational cost with consideration of battery degradation cost is not yet thoroughly studied. Most 

studies only consider the generation cost and power exchange cost. The estimation of the degradation process is very difficult 

and finding a simple and precise mathematical degradation model that can be used in the energy management algorithm is not 

easy. As the charging and discharging behaviours of a BESS have a direct impact on its life span, lifecycle degradation costs 

should be factored into the complex dispatch model of BESSs [112]. This paper reports on the development of a novel EMS 

design for a grid-tied solar PV-battery microgrid which also embeds a battery degradation model to reduce strain on the battery 

during the energy trading process. The aim of the designed EMS is to manage energy flows from and to the main grid by 

scheduling the battery such that the overall system cost (including the cost of power purchased from the utility and battery 

wear cost) is reduced, and utilization of solar PV is maximized. The EMS problem is modelled as a Markov Decision Process 
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(MDP) that fully explains the state set, action set and reward function formulation. In addition, two case studies have been 

considered where, in the first case, energy trading with the utility grid is permitted (trading case), whereas in the second case, 

it’s not (non-trading case). To minimize the operational costs, a Q-learning based algorithm is implemented to learn the control 

actions for battery energy storage systems (BESS) under a very complex environment (e.g., battery degradation, intermittent 

renewable energy supply and grid tariff uncertainty). Simulation results show that the agent learns to improve battery actions 

at every time step by experiencing the environment modelled as an MDP.  

The development of a control system architecture with an intelligent decision-making module using a reinforcement learning 

algorithm is the main contribution of this work. The key accomplishments of this research are summarised below: 

I. Considering the technical constraints of the BESS, and the uncertainty of solar PV generation, load consumption, and 

grid tariff. 

II. Designing a novel energy storage decision problem that focuses on energy consumption optimization by maximizing 

the use of available PV energy and energy stored in the battery instead of focusing solely on direct storage control. In 

this architecture, excess microgrid energy can be sold back to the utility to increase revenue; however, a non-trading 

algorithm scheme has also been studied where constraining rules are embedded into the learning process to curtail 

excess energy from been sold back to the utility. In addition, a battery degradation model is incorporated to reduce 

strain on the battery during the (dis)charge operation. 

III. Using the RL algorithm to learn the electrical resources and demand patterns such that system costs are reduced, and 

an optimized battery schedule is achieved. Simulations results verify that the proposed algorithms substantially reduce 

daily operating costs under typical load demand and PV (summer and winter) generation data sets. 

The rest of this chapter is structured as: Section 4.2 presents the EMS problem formulation and introduces the two costs models 

considered, i.e., grid transaction cost and battery degradation costs. Section 4.3 presents the MDP framework for the EMS 

problem formulation. Section 4.4 explains the proposed Q-learning algorithm. Section 4.5 presents the simulation setup while 

in section 4.6 simulation results are presented, and the performance of the algorithms are evaluated. 

4.2   Energy Management System Problem Formulation 

This section presents a brief description of the EMS and then presents the MDP framework. This work considers a microgrid 

that consists of a PV system, a group of batteries, and some local loads. The schematic diagram of the microgrid is given in 

Figure 4.1. The microgrid is capable of exchanging energy with the main grid at rates set by the utility company. Time-of-Use 

(ToU) grid tariffs adopted from Eskom (which is a South African utility) is utilized [113]. The energy produced by the solar 

PV is used to meet the load demand at the beginning of every time step and is denoted by 𝑃𝑡
𝑃𝑉(kW). Excess energy produced 

by the PV during low energy demand can charge the battery. The battery has a maximum capacity denoted as 𝐸 (kWh). It is 

also presumed that there are no charge and discharge losses. The microgrid system has an EMS for scheduling power flows to 

and from the main grid and manage battery charge and discharge.  
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4.2.1    Objective Function 

A real-world microgrid system seeks to supply its total load demand using minimal energy cost. On this basis, the objective 

function of the designed grid-tied microgrid is computed as equation (4.1). 

𝑚𝑖𝑛{∑ [(𝐶𝑔(𝑡) + 𝐶𝑑𝑒𝑔(𝑡))]𝑡=24
𝑡=1                                                                                                                                               (4.1) 

Equation (4.1) defines the need to minimize the daily energy cost (i.e. over a 24-hour horizon); 𝐶𝑔(𝑡) is the cost associated 

with grid and 𝐶𝑑𝑒𝑔(𝑡) is the battery wear cost (the two cost components are expressed in R/kWh). The two cost models that 

the EMS tries to optimize will be illustrated below. Then the mathematical model of the EMS and all system constraints will 

be explained in section 3 that presents the MDP framework. 

4.2.1.1  Battery Degradation Cost Model 

To formulate the battery’s wear cost, stress factors that affect battery life are considered. These include the temperature at 

which the battery charges, depth of discharge (DoD), the average state of charge (SoC) and current ripple [114]. These stress 

factors are highly interdependent and independent, thus complicating degradation cost modelling. Since DoD related stress 

represents a proper estimation of battery degradation, this research will only consider the effect of depth of discharge on the 

battery. DoD is described as a function of the battery’s SoC and is depicted as [115] 𝐷𝑜𝐷(𝑡) = 1 − 𝑆𝑜𝐶(𝑡). Authors in [116] 

researched on the relationship between lithium ion battery DoD and its life cycle data and established that the battery’s life 

cycles increase exponentially with a reduction in the DoD as, 

 𝐿(𝐷𝑜𝐷) = 𝛼𝐷𝑂𝐷−𝛽                                                                                                                                                               (4.2) 

In equation (4.2) 𝛼 𝑎𝑛𝑑 𝛽 are the curve fitting constants, and the authors in [116]  discovered that they are 694 and 0.795, 

respectively. The battery wear cost (𝐶𝑑𝑒𝑔) resulting from related dynamics of the battery life-cycle depicted by equation (4.2) 

considering a battery that operates from 𝐷𝑂𝐷1 𝑡𝑜 𝐷𝑂𝐷2 with 𝐷𝑂𝐷2 > 𝐷𝑂𝐷1, could be approximated with equation (4.3) as 

shown below [115],  

𝐶𝐷𝑜𝐷 = 𝐶𝑏𝑡| (
1

𝐿(𝐷𝑂𝐷2)
−

1

𝐿(𝐷𝑂𝐷1)
)|                                                                                                                                           (4.3)                      

𝐿(𝐷𝑂𝐷𝑗)  denotes the battery’s life cycle at 𝐷𝑂𝐷𝑗  computed by (4.3) and 𝐶𝑏𝑡 is the initial capital investment of the battery per 

kWh. The cost of degradation is assumed to be independent of the direction of power flow in the battery; hence absolute values 

are considered by the solver. Finally, the battery degradation costs of the control action are calculated as,  

𝐶𝑑𝑒𝑔
𝑡 = −(𝐶𝐷𝑜𝐷(𝑡)∆𝑝(𝑡). 𝑡)                                                                                                                                                  (4.4) 

 Utility Grid 

Load demand BESS 

Figure 4.1 : Illustration of grid-tied solar PV-battery microgrid 

Solar PV 
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4.2.1.2   Utility Grid Model 

The main grid can have two states: ON (available) and OFF (unavailable) and can supply the unmet load demand or/and charge 

the battery adequately for the microgrid whenever it is in the ON state. At a given time step 𝑡, the microgrid must either be 

supplying power to the grid network through the battery system or buying power from the grid system (but not both actions at 

the same time) through the point of common coupling (PCC). Let 𝐺𝑡(𝑡) denote the instantaneous grid tariff given in (R/kWh). 

In most cases, the selling price is usually lower than the purchasing price in order to encourage local use of solar PV power 

and minimize the negative effects of microgrid uncertainty on the utility grid [117]. The microgrid selling rates are modelled 

as a discounted factor 𝜗 of the ToU tariff. Thus, the cost of exchanging energy in the microgrid is enumerated as, 

𝐶𝑔(𝑡) = −(𝐺𝑡(𝑡)𝑃𝑔_𝑝
(𝑡). 𝑡 + 𝜗 𝐺𝑡(𝑡)𝑃𝑔_𝑠(𝑡). 𝑡)                                                                                                           (4.5) 

where 0<  𝜗 < 1, 𝑃𝑔_𝑝(𝑡) represents the imported power from the utility while  𝑃𝑔_𝑠(𝑡) represents the exported power at each 

time step 𝑡.  This power is further discussed in detail in section 4.3. When 𝐶𝑔(𝑡) is negative the microgrid incurs a cost as 

power is being imported from utility grid, and when it is positive, the microgrid earns money as power is exported to the utility. 

The instantaneous grid power limits are set as 0 ≤ 𝑃𝑔_𝑝
(𝑡) ≤ 𝑃𝑔_𝑠

𝑚𝑎𝑥 , 𝑃𝑔_𝑠
(𝑡) ≤ 𝑃𝑔_𝑠

𝑚𝑎𝑥 ,  ∀𝑡 ∈ 𝑇 and 𝑃𝑔_𝑠(𝑡) ∙ 𝑃𝑔_𝑝(𝑡) . A contract 

exists between the microgrid owner and the distribution system operator (DSO) that specifies the maximum amount of power 

exchanged between the microgrid and the utility at the point of common connection (PCC) limits can be changed. 

4.3 Markov Decision Framework as Applied to EMS Formulation 

An MDP is a mathematical framework used to model decision-making in situations where results are partly random and partly 

controllable and has been broadly adopted to map optimization problems solved through RL [86]. An MDP is defined as a 

four-tuple (𝑆, 𝐴, 𝑇, 𝑅), where S and A are the state and action space, T and R denote the state transition probability, and the 

reward function respectively. Since, for this case the state transitions are deterministic, state transition modelling are not 

necessary [118], and only the state space, action space, and reward function are considered. 

4.3.1   State and State Space Formulation 

The information provided by the state is essential for energy management as it contains the information that the agent uses in 

the decision-making process at each time step t. The state-space of the EMS at any given time is defined by the utility tariff 

(R/kWh), the BESS state of charge, the load demand (kW) and the PV generation (kW).  

Let the state of charge of the battery at time step 𝑡 be denoted as 𝑆𝑂𝐶 = {𝑆𝑜𝐶𝑡}.  

So as not to exceed the battery constraints, a guard ratio 𝛽 is considered as, 𝛽 ∙
𝐸

𝐸
≤ 𝑆𝑜𝐶𝑡 ≤ (1 − 𝛽) ∙

𝐸

𝐸
, where 𝛽 ∈ [0,0.5] [21] 

and 𝐸 denotes the energy capacity of the battery (kWh).  

At each time the state of charge of the battery is constrained by, 𝑆𝑂𝐶𝑚𝑖𝑛 ≤ 𝑆𝑜𝐶𝑡 ≤ 𝑆𝑂𝐶𝑚𝑎𝑥 , where   𝑆𝑂𝐶𝑚𝑖𝑛  and 𝑆𝑂𝐶𝑚𝑎𝑥  

represent the lower and the upper bounds of the battery. 

Considering the above battery safety limits, the state 𝑠𝑡 at each time step t is, 

 𝑠𝑡 = {𝑡, 𝑃𝑡
𝑃𝑉 , 𝑆𝑜𝐶𝑡 , 𝐺𝑡 , 𝑃𝑙,𝑡  }                                                                                                                                      (4.6) 

where 𝑡 is the time component denoting the hour of the day, 𝑃𝑡
𝑃𝑉 is the generation from solar PV at time t, 𝐺𝑡 denotes the 

current electricity tariff at time t notified by the utility company, 𝑃𝑙,𝑡 is the instantaneous load demand. The state space is 
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enumerated by the union of all sets of states within the optimization horizon as, 𝑆 =  s0 ∪  s1 ∪, … ∪ s𝑇−1 . The intraday 

microgrid operation has been divided into T timesteps, indexed as {0,1, 2…, T-1}, where T represents the optimization horizon 

under consideration. 

4.3.2  Action and Action Space Formulation 

In order to meet the load demand in every time step t, the EMS of the microgrid first uses the available energy from the solar 

PV and the BESS, and then the remaining energy is purchased from the utility. Net load 𝑃𝑙,𝑡
𝑁𝑒𝑡 of the microgrid at each time 

step t is described as the total demand (𝑃𝑙,𝑡) minus the energy generated by the solar PV  (𝑃𝑡
𝑃𝑉) as shown below: 

𝑃𝑙,𝑡
𝑁𝑒𝑡= max ((𝑃𝑙,𝑡 −  𝑃𝑡

𝑃𝑉) ,0)                                                                                                            (4.7) 

Here, “max” ensures that the complier takes the maximum value always. For instance, if the PV is larger than the load, that 

equation will output a negative value, which is not the case as the net load is not negative. To prevent that, a zero is put (it will 

be the max value at that time step), meaning the load has fully been covered by the solar PV. 

Since the total load demand 𝑃𝑙,𝑡 and PV generation  𝑃𝑡
𝑃𝑉 fluctuate stochastically in a real microgrid, the net demand of the 

microgrid, 𝑃𝑙,𝑡
𝑁𝑒𝑡 is an unknown variable. First, the EMS tries to satisfy the net demand 𝑃𝑙,𝑡

𝑁𝑒𝑡  through the energy stored in the 

BESS. Then, the remaining load demand that cannot be covered by the BESS is provided by the utility. It is described as the 

reminder energy 𝑃𝑙,𝑡
𝑟𝑒𝑚 which can be enumerated as: 

𝑃𝑙,𝑡
𝑟𝑒𝑚 = max (𝑃𝑙,𝑡

𝑁𝑒𝑡 − (𝑆𝑜𝐶𝑡 − 𝑆𝑂𝐶𝑚𝑖𝑛) ∗ 𝐸, 0)                                                                                                                   (4.8) 

The amount of energy that needs to be purchased at each time step is denoted as 𝑃𝑙,𝑡
𝑟𝑒𝑚 . At each time step, after covering the 

load demand, the quantity of energy contained in the BESS is denoted as 𝑆𝑂𝐶𝑡
𝑛 is calculated as shown in equation (4.9). 

𝑆𝑂𝐶𝑡
𝑛 = min (𝑆𝑂𝐶𝑚𝑎𝑥 , (max( 𝑃𝑡

𝑃𝑉 − 𝑃𝑙,𝑡  , 0) + max ((𝑆𝑜𝐶𝑡 − 𝑆𝑂𝐶𝑚𝑖𝑛) ∗ 𝐸 − 𝑃𝑙,𝑡
𝑁𝑒𝑡 , 𝑆𝑂𝐶𝑚𝑖𝑛))/𝐸 )                                      (4.9) 

Equation (4.9) is generally computing the amount of energy remaining in the battery. The first section checks if there is any 

remaining solar power after supply the load; if yes, the solver will charge the battery; if there isn’t, zero will be taken. Since 

the EMS is designed to first check if there is any energy in the battery before purchasing from the utility as shown in equation 

(4.8), the second part of the equation calculates the remaining energy in the battery after supplying the load so that there is an 

accurate state of charge for the next time step.  

Since the agent can only dispatch the battery, i.e., manage charge and discharge, to simplify this problem, the actions are 

discretized here into discharging/charging action category. The power unit ∆𝑝 depicts the amount of power that is used to 

discharge/charge the battery in each discrete instant. The discrete action space is defined as,  

 𝒜𝑠𝑡 
= {−𝑘∆𝑝, … , −∆𝑝, 0, ∆𝑝, . . , 𝑘∆𝑝},                                                                                                                             (4.10a)                                                                  

where 𝑘∆𝑝 and -𝑘∆𝑝 are the maximum amount of charge and discharge power from the BESS in each time step, respectively, 

while 0 indicates that the battery is idle. 𝑎𝑡 ∈ 𝒜𝑠𝑡 
is defined as the action selected at time step t by agent, where 𝒜𝑠𝑡 

represents 

all the possible actions in the action space 𝒜 under state 𝑆𝑡.  

 𝒜𝑠𝑡 
= {𝐶ℎ𝑎𝑟𝑔𝑖𝑛𝑔, 𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑖𝑛𝑔}                                                                                                                                    (4.10b) 
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Given the action set  𝒜𝑠𝑡 
 in (4.10𝑏), at every time step t, the agent chooses one possible 𝑎𝑡, from 𝒜𝑠𝑡 

 by following a policy 

𝜋, that describes a decision-making strategy for the selection of actions. More details on 𝜋 can be found in the next section. 

Let the function of the amount of power supplied to the battery when an action 𝑎𝑡, is taken by the agent be denoted as BESS 

(𝑎𝑡) and computed as 

𝐵𝐸𝑆𝑆(𝑎𝑡) = {
−𝑘(𝑎𝑡)/𝐸,      𝑖𝑓 𝑎𝑡 = 𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑖𝑛𝑔 

𝑘(𝑎𝑡)/𝐸,     𝑖𝑓 𝑎𝑡 = 𝑐ℎ𝑎𝑟𝑔𝑖𝑛𝑔
}                                                                                                           (4.11) 

where the negative values indicate a discharge from the battery and positive values indicate the charging of the battery. The 

result of the agent action 𝐵𝐸𝑆𝑆(𝑎𝑡) to the battery is based on the status of the BESS 𝑆𝑂𝐶𝑡
𝑛. After Equation 4.11 is executed 

the 𝑆𝑂𝐶𝑡+1
𝑛𝑒𝑥𝑡  is generated. 

It is presumed that if the action taken 𝑎𝑡(𝑐ℎ𝑎𝑟𝑔𝑖𝑛𝑔) increase the 𝑆𝑜𝐶𝑡 + 𝑘(𝑎𝑡)/𝐸 past the maximum guard capacity 𝐸𝑚𝑎𝑥 , 

only the energy chargeable 𝑆𝑂𝐶𝑚𝑎𝑥 − 𝑆𝑜𝐶𝑡 is used to charge the battery, and the extra energy is discarded. Similarly, for the 

discharging action, only 𝑆𝑜𝐶𝑡 − 𝑆𝑂𝐶𝑚𝑖𝑛  is discharged, and the extra discharge energy is discarded; hence the battery 

constraints are never violated.  

4.3.3   Reward Function Formulation 

A reward is a scalar value used to express to the agent the goal of the learning process. Once the agent performs an action and 

moves to the next state, a reward is presented. Intelligent "reward engineering" is key as it links the agent actions to the objective 

of the algorithm [119]. The objective of the optimization process is to minimize the transaction cost of power purchased from 

the utility and reduce battery wear costs.  

Reward r(st, at) of the proposed EMS is structured to evaluate three of the system management, and one is the objective 

function and the other two aspects suggested by [95] are adopted to improve the agent’s performance. The objective function 

factors in the amount of money incurred by purchasing energy from the main grid Cg and battery degradation costs Cdeg. To 

improve algorithm performance, Cb and Co have been incorporated.  Cb represents gains from pre-charged energy and Co is a 

penalty payment charged to the agent when it chooses an action that exceeds the limits of the battery. 

The pay reward 𝐶𝑔
𝑡 represents the cost incurred by trading power with the utility at each time step. The agent receives a negative 

reward if the amount of energy purchased from the grid is greater than the amount of energy sold. Otherwise, the agent will 

receive a positive reward of 𝐶𝑔
𝑡   it was calculated as given below. It should be noted that this reward depends on the action 

selected by the agent (𝑎𝑡). The agent gets a positive reward with 𝐺𝑡 discounted by 𝜗 if the amount of energy exported to the 

utility is greater than the purchased energy otherwise the agent gets a negative reward as shown below. 

 

 𝐶𝑔
𝑡 = −(𝑃𝑙,𝑡

𝑟𝑒𝑚 + 𝐵𝐸𝑆𝑆(𝑎𝑡) ∗ 𝐸) ∗ 𝐺𝑡                                                                                                                                (4.12)   

In equation (4.12) 𝑃𝑙,𝑡
𝑟𝑒𝑚  represents the total unmet load in the microgrid at each time step (kWh) while 𝐺𝑡  denotes the 

instantaneous grid tariff (R/kWh). The sum total of 𝑃𝑙,𝑡
𝑟𝑒𝑚 + 𝐵𝐸𝑆𝑆(𝑎𝑡) ∗ 𝐸 indicates the power being exchanged with the utility 

grid at each time step t. 

In the non-trading mode of operation, the energy supplied to the load (when a discharge action is selected) at any time slot 

cannot be higher than the load demand. Equation (4.13) ensures energy cannot be sold back to the utility. During training, if 
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the learning agent tries to select actions that cause power to be scheduled back to the utility, a small negative penalty 𝐶𝑝
𝑡, 

calculated using equation (4.14), will be charged. 

𝑃𝑙,𝑡
𝑟𝑒𝑚 + 𝐵𝐸𝑆𝑆(𝑎𝑡.𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑖𝑛𝑔) ∗ 𝐸 ≥ 0                                                                                                                               (4.13) 

𝐶𝑝
𝑡 = 𝑃𝑙,𝑡

𝑟𝑒𝑚 + 𝐵𝐸𝑆𝑆(𝑎𝑡.𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑖𝑛𝑔) ∗ 𝐸 ∗ 𝐺𝑡 ∗ 𝜗                                                                                                                (4.14) 

Next, 𝑐𝑏
𝑡  reward is computed as the amount of available energy in the battery to cover the net load demand 𝑃𝑙,𝑡

𝑁𝑒𝑡from the energy 

stored in the BESS 𝑆𝑜𝐶𝑡.  This reward mainly encourages the agent to always ensure that the SoC of the battery can satisfy the 

net load at any time. When the current grid tariff 𝐺𝑡 increase this benefit reward increases as well. In simple terms, the reward 

reflects reduced payment that results from using the battery instead of purchasing power from the grid [95]. 

 𝑐𝑏
𝑡 = {

𝑃𝑙,𝑡
𝑁𝑒𝑡 ∙ 𝐺𝑡                𝑖𝑓 𝑃𝑙,𝑡

𝑁𝑒𝑡 ≤ (𝑆𝑜𝐶𝑡 − 𝑆𝑂𝐶𝑚𝑖𝑛) ∗ 𝐸 

(𝑆𝑜𝐶𝑡 − 𝑆𝑂𝐶𝑚𝑖𝑛) ∗ 𝐺𝑡 ∗ 𝐸,                        𝑒𝑙𝑠𝑒
                                                                                                    (4.15) 

Then, 𝑐𝑜
𝑡  as shown in equation (4.16) below, represents a penalty received by the agent at each time step for any extra energy 

supplied but is not used in the charging/discharging of the battery due to enforced constraints. As the grid tariffs 𝐺𝑡increases, 

the over-charged penalty becomes high. 

𝑐𝑜
𝑡 = {

−((𝑆𝑜𝐶𝑡 + 𝑘(𝑎𝑡) − 𝑆𝑂𝐶𝑚𝑎𝑥) ∗ 𝐺𝑡 ∗ 𝐸    𝑖𝑓(𝑆𝑜𝐶𝑡 + 𝑘(𝑎𝑡) > 𝑆𝑂𝐶𝑚𝑎𝑥   

−(|𝑘(𝑎𝑡)| − (𝑆𝑜𝐶𝑡 + 𝑆𝑂𝐶𝑚𝑎𝑥)) ∗ 𝐺𝑡 ∗ 𝐸    𝑒𝑙𝑖𝑓(𝑆𝑜𝐶𝑡 + 𝑘(𝑎𝑡) < 𝑆𝑂𝐶𝑚𝑖𝑛  

0                                                    𝑒𝑙𝑠𝑒

                                                           (4.16)   

Finally, the cost of battery degradation 𝐶𝑑𝑒𝑔
𝑡  is considered as a negative reward received by the agent, and it is calculated as 

shown in equation (4.4) in Section 4.2.1.1.                                                                                                                        

Let 𝑟(𝑠𝑡 , 𝑎𝑡𝑠𝑡+1) denote the cumulative reward that the agent receives when it takes an action 𝑎𝑡 at state 𝑠𝑡. The total reward 

that the agent gets at each time step is given by equation (4.17), however in the non-trading mode of operation 𝐶𝑝
𝑡  is 

incorporated in equation (4.17)     

 𝑟(𝑠𝑡 , 𝑎𝑡) = 𝐶𝑔
𝑡 + 𝐶𝑑𝑒𝑔

𝑡 + 𝐶𝑏
𝑡 + 𝐶𝑜

𝑡                                                                                                                                      (4.17)  

As an RL agent traverses the state space, it observes a state 𝑠𝑡 takes an action   𝑎𝑡 and moves to the next state,   𝑠𝑡+1. In order 

to compute the impact of an action taken by the agent on future rewards while following a certain policy 𝜋, 𝑉𝑡
𝜋(𝑠) has to be 

computed. It is defined as the cumulative discounted rewards at time slot 𝑡 and calculated as. 

𝑉𝑡
𝜋(𝑠) = 𝑟(𝑠𝑡 , 𝑎𝑡) + ∑ 𝛾𝑖𝑟(𝑠𝑡+1, 𝑎𝑡+1)∞

𝑖=1                                                                                                                             (4.18) 

The first term in equation (4.18) is the immediate reward at time step 𝑡 and the second term is the discounted rewards from the 

next state  𝑠𝑡+1. Here, 𝛾 ∈ [0,1] is the discount factor, which determines the weight given to future rewards by the agent, where 

a high value makes the agent more forward-thinking.  𝜋 is used to represent a stochastic policy that maps states to actions: 

𝜋(𝑠𝑡 , 𝑎𝑡) → 𝑆 × 𝐴. The agent’s goal is to find a policy 𝜋 (here, battery schedules) that maximizes the long-term discounted 

rewards. An optimal policy 𝜋∗is the MDP’s solution, i.e. a policy that constantly selects actions that maximize the cumulative 

rewards for the (T) hours horizon starting from the initial state 𝑠0 [17]. To solve the MDP, several RL techniques can be 

applied. Model-based methods, such as Dynamic programming (DP), assume that the dynamics of the MDP are known (i.e., 
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all state transition probabilities). On the other hand, model-free techniques such as Q-learning learn directly from experience 

and do not assume any knowledge of the environment’s dynamics. To get the solution of the MDP designed above, Q-learning 

has been adopted, and it is explained in detail below. 

4.4 Q-learning Algorithm for Energy Management Problem           

Q-learning is the most widely used model-free RL algorithm, i.e., it can implicitly learn an optimal policy (a sequence of 

battery action selection strategy) by interacting with the environment without any prior knowledge of the environment (as 

opposed to model-based methods where the agent has to learn the entire dynamics of the system then plan to obtain the optimal 

policy) [17]. Q-learning involves the finding of the so-called Q-values where Q-values are defined for all state-action pairs 

(𝑠, 𝑎). The Q-value gives the measure of goodness of selecting an action 𝑎 in state 𝑠.  

Let 𝑄(𝑠, 𝑎) represent the state-action value function that computes the estimated total discounted rewards as calculated in 

equation (4.20) if an action 𝑎𝑡 is executed at the state 𝑠𝑡 when a policy 𝜋 is followed. It will be described as shown in equation 

(4.20) while equation (4.19) [86] expresses the state value function,  

𝑄(𝑠𝑡 , 𝑎𝑡) = 𝔼{𝑉𝑡
𝜋(𝑠)}                                                                                                                                                        (4.19)                                                        

𝑄(𝑠𝑡 , 𝑎𝑡) = 𝔼{𝑟(𝑠𝑡 , 𝑎𝑡) + ∑ 𝛾𝑖𝑟(𝑠𝑡+1, 𝑎𝑡+1)∞
𝑖=1 }                                                                                                                (4.20) 

where 𝔼 indicates the expected action value for each state-action pair. 

The Q-value that reflects the optimal policy is denoted as 𝑄∗(𝑠, 𝑎) = 𝑄𝜋∗
(𝑠, 𝑎), ∀𝑠 ∈ 𝑆, ∀𝑎 ∈ 𝐴𝑠𝑡

 [17]. If all possible actions 

in each state 𝑠 are selected and executed multiple times in the environment, and their Q-values are updated a sufficient number 

of times, then Q-values eventually converge [91], and the optimal action in that state can be found by taking the action that 

maximizes the Q-values. The optimal Q-value is given by, 

𝑄∗(𝑠, 𝑎) =
𝑚𝑎𝑥

𝑎
𝑄𝜋(𝑠, 𝑎), ∀𝑠 ∈ 𝑆, ∀𝑎 ∈ 𝐴𝑠𝑡

                                                                                                                         (4.21)                      

and the optimal policy is acquired as (4.22) [103]for each state 𝑠, 

 𝜋∗(𝑠) = 𝑎𝑟𝑔𝑚𝑎𝑥𝑎∈𝐴𝑄∗(𝑠, 𝑎)                                                                                                                                              (4.22) 

Equation (4.22) implies that an optimal action-value in any state 𝑠 is described as 𝑄∗(𝑠, 𝑎∗) > 𝑄∗(𝑠, 𝑎𝑖), ∀𝑎𝑖 ≠ 𝑎∗, where 𝑎∗is 

the optimal action for state 𝑠, commonly known as the greedy action 𝑎𝑔. During the learning process, the agent interacts directly 

with the dynamic environment by performing actions. Generally, the agent observes a state 𝑠𝑡 as it occurs, with the possible 

action set 𝐴𝑠𝑡
. By use of an action selection technique, it selects an action 𝑎𝑡 and consequently, moves to the next state 𝑠𝑡+1, 

and receives an immediate reward, 𝑟(𝑠𝑡 , 𝑎𝑡 , 𝑠𝑡+1). Then updating of the Q-values is done based on the Bellman equation as 

shown in equation (4.23) [103], 

Qn+1(s, a) = Qn(s, a) + α[ r(st, at, st+1) + γmaxat+1
Qn(st+1, at+1) − Qn(s, a)]                                                                (4.23) 
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where 𝛼 ∈ [0,1] denotes the learning rate which determines the extent by which the new Q-value is modified, 𝑄𝑛(𝑠, 𝑎) is the 

current estimate of Q-value, 𝑄𝑛+1(𝑠, 𝑎) represents the next estimated Q-value in the next iteration, whereas 𝛾 ∈ [0,1] denotes 

the discounting factor and 𝑛 is the specific iteration number. When 𝛼 is sufficiently small, and all possible state-action pairs 

are visited enough times 𝑄𝑛 eventually converges to the optimal value 𝑄∗ so that the best action will be selected at each state 

in the successive iterations [91]. When the agent reaches the terminal state𝑠𝑇−1, since there are no future rewards, the Q-value 

is update as shown in (4.24) [106] below: 

𝑄𝑛+1(𝑠, 𝑎) = 𝑄𝑛(𝑠, 𝑎) + 𝛼[ 𝑟(𝑠𝑡 , 𝑎𝑡 , 𝑠𝑡+1) − 𝑄𝑛(𝑠, 𝑎)]                                                                                                       (4.24) 

As an agent chooses actions from the action set, it is always necessary to cleverly deal with the exploitation versus exploration 

dilemma[14], [105]. Exploration helps the agent to avoid getting stuck in a local optimum, while exploitation allows the agent 

to select the best actions in the later episodes. Epsilon greedy (𝜀𝑔𝑟𝑒𝑒𝑑𝑦) method is adopted here because of its simplicity. Epsilon 

greedy is a method of selecting actions with uniform distribution from an action space. Using this strategy, it is possible to 

select a random action (exploration) from the action space  𝒜𝑠𝑡 
 with probability 𝜀. It is also possible to choose a greedy action 

(exploitation) with probability 1 − 𝜀, for 𝜀 ∈ [0,1], from the 𝑄-values at the given state in each episode. An exponential decay 

function is also leveraged, so in each iteration, the value of 𝜀 is modified as follows [14]. 

 𝜀 = 𝜀𝑚𝑖𝑛 + (𝜀𝑚𝑎𝑥 − 𝜀𝑚𝑖𝑛)exp {−∁ × 𝑛}                                                                                                                                (4.25) 

where 𝜀𝑚𝑖𝑛 and 𝜀𝑚𝑎𝑥 represents the minimum and maximum values of 𝜀 respectively, ∁  is the exponential decay rate and n 

denotes the total number of iterations. 

It is to be noted that epsilon  varies from case to case depending on system design. But the idea is to allow the agent to explore 

all the actions in the initial episodes so as to learn. As learning proceeds  epsilon should gradually be decreased to enable the 

agent to choose greedy actions. But we should still leave a very small percentage for taking a random action as there is a 

probability that the current estimate may be wrong and there is another better action. For practical problems during training, 

start with a very large number of epsilons, i.e., =1 and keep lowering that value to 0.001 or 0.01 so that the agent can exploit 

the best action in the final iterations. 

4.4.1 Algorithm for Learning Energy Management 

To tackle the MDP, a Q-table is first created and initialized with zeros. At the beginning of the learning, initialization of 

hyperparameters 𝛾, ∝, 𝑎𝑛𝑑 𝜀 is done in lines 2-3 of the algorithm shown below. Lines 6 to11 shows the loop for every time 

step t. In line 5, the microgrid environment is initialized, while in line 6, the algorithm reads the current state. In line 7, action 

𝑎𝑡is selected depending on the action selection policy 𝜋. In line 8, the selected action is executed in the environment, and the 

environment produces a reward 𝑟(𝑠𝑡,𝑎𝑡) and the next state 𝑠𝑡+1.Based on the return of the environment, 𝑄(𝑠𝑡,𝑎𝑡)is updated 

according to equation (4.19), and if it’s a terminal state, an update is done by Equation 4.20 in line 9; In line10, the time step t 

is incremented by one, 𝑡 + 1 and the system move to the next state. After the terminal state T-1, the next episode proceeds with 

an updated value of 𝜀. Then, the learning process continues, as seen in the algorithm presented in Section 4.5.2. 

4.4.2 EMS algorithm using Q learning 

1: Create a Q-table and initialize 𝑄(𝑠, 𝑎)∀𝑠 ∈ 𝑆, ∀𝑎 ∈ 𝐴, with zeros, 

2:  Initialize learning rate and gamma (∝ and 𝛾 ) 

3:  Initialize epsilon (𝜀) 
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4:  For episode(n) =1, max Episode do 

5:      Initialize Microgrid Environment 

6:      For time step (t) =0, T-1 do 

7:             Read the current state 

8:             Select an action using  𝑎𝑡 from 𝐴𝑠𝑡
 using the 𝜀 greedy policy 𝜋𝜀(𝑠) (4.25) 

9:             Execute the selected action 𝑎𝑡 in the Simulation Environment and observe the reward 𝑟𝑡 and the next state 𝑠𝑡+1  

10:           Update Q-values according to (4.19) 

11:             𝑡 = 𝑡 + 1 

12:             End 

13:      Update 𝜀 

14:      𝑛 = 𝑛 + 1 

15: End 

4.5 Simulation Setup 

To evaluate the performance of the proposed energy management algorithm using Q-learning, this work considers a 

commercial load grid-tied microgrid environment with solar PV and BESS. Numerical simulations are performed based on 

commercial building load profile data adopted from [120]. Summer and winter solar PV output data for (November(summer) 

and June (winter)) in a 250kWp solar PV system located in Cape Town, South Africa, adopted from [121], are used in the 

simulation. To facilitate the assessment of optimized control strategy, the work considers an hourly time of use (ToU) tariff 

obtained from Eskom, a utility company operating in South Africa, which specifies three price levels applied based on time of 

day during summer and winter seasons. Peak prices are equivalent to R130.69/kWh, mid-peak prices equal to R90.19/kWh and 

off-peak prices equal to R57.49/kWh during summer while during winter peak tariff is R399.17/kWh, the mid peak is 

R121.46/kWh, and the off-peak price is R66.27/kWh [113]. The forecasted time series inputs to the algorithm, which include 

the commercial load demand and solar PV generation, are shown in Figures 4.2 and 4.3 for the summer and winter seasons, 

respectively. The peak load of the commercial consumption profile is noted to occur between 09:00 and 16:00, when most 

HVAC and loads are switched on. For the BESS, two Lithium-ion batteries are used, where each battery has a capacity of 

200kWh. The initial SoC of the BESS is set to 0.25, and the guard ratio 𝛽 = 0.05 is considered since any value in this range 

[0,0.5] can be selected. Thus, the maximum and minimum limits of the BESS are set up to 𝐸𝑚𝑎𝑥 = 380kWh and 𝐸𝑚𝑖𝑛 =

20𝑘𝑊ℎ respectively. The initial battery cost is determined based on the current market price of Li-ion battery which is 

$135/kWh (R2025/kWh) [62]. The charge and discharge energy units ∆𝑝 are set to 25kWh, where the charge energy of BESS 

is uniformly discretized to 𝑘 is 6. Thus, the discretized charging and discharging the energy of the battery is, 𝒜 ={-150,…,-

50,-25,0,25,50,…150} in kWh where 150 and -150 represent the maximum charge and discharge energy; 0 indicates the battery 

is idle, while the rest are values within the limit’s interval. The maximum charge and discharge energy are limited to 150 and 

-150 to ensure a safe battery operation limit, while the charge and discharge energy unit is set to 25kWh to give the agent more 

variables in the action space. For simplicity purposes, power inverter efficiencies for Solar PV and battery are assumed to be 
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1. The algorithm is implemented in Python programming (version 3.7.6) and executed by a computer with a 1.60GHz processor 

and 8GB RAM. 

 

 

Figure 4.2: Input data – summer solar PV power, load profile, and summer grid prices 

 

Figure 4.3: Input data – winter solar PV power, load profile, and winter grid prices 

It is critical to properly select parameters, especially those to which the algorithm is highly sensitive, such as the learning rate 

and the discount factor, in order to achieve a suitable convergence speed and quality policies. If a large step-size rate is selected, 

𝑄(𝑠, 𝑎) values can oscillate significantly, and if it is too small, Q-values might take long before they converge. The choice of 

𝛼 was by trial and error, and a value of 0.01 gave the best convergence. The ε-greedy parameter ε was initialized to 1 to ensure 

the entire search space is explored as much as possible, and a discount factor γ of 0.85(for winter case) and 1 (for summer) is 

taken as the future rewards are significantly important as the immediate rewards.  The simulation input parameters for the EMS 

algorithm can be seen in Table 4.1.  

 

Table 4.1: Simulation Parameters for the Q learning algorithm 

Hyperparameters Selected 

Values 

Values 

Epsilon 𝜀 1.0 
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Learning rate 𝛼 0.01 

Discount factor 𝛾 1 summer data / 0.85 winter data 

Timestep ∆𝑡 1 hour 

Battery initial cost 𝐶𝑏𝑡 R2025/kWh 

Battery capacity 𝐸𝑏  400kWh 

Initial SoC of the ESS 𝑆𝑂𝐶0 0.25 

Battery guard ratio 𝛽 0.05 

Energy unit ∆𝑝 25kWh 

Selling price discount factor 𝜗 0.75 

 

In order to evaluate the performance of the proposed grid-tied microgrid energy management system, two case studies are 

simulated on the basis of the data characteristics mentioned above. First, two different seasons are examined to assess the 

impact of PV penetration. Second, the comparison between including and excluding grid constraints at the interconnection 

point is then performed with the aim of studying the impact on total operating costs. In the case of grid constraints (non-trading 

algorithm) equations (4.13) and (4.14) are included in the optimization model to ensure that the microgrid does not sell its 

surplus energy back to the utility grid while for no-grid constraints (trading algorithm) they are removed. 

4.6   Results and Discussions 

4.6.1  Summer Solar PV and Grid Tariff Profile 

The performance of the proposed energy management system in a one-day summer operation will be assessed in the current 

section. The summer PV profile and the summer grid tariffs are considered. Summer solar PV is considered to be the best-case 

study in the trading algorithm as it is more profitable to increase operating revenues by selling any excess energy back to the 

utility grid. The total produced energy by PV during summer is 1587kWh. 

4.6.2    Reward Convergence During Summer 

The primary assessment explores how the system performance is improved by the EMS algorithm as the learning process 

progresses. Figures 4.4 and 4.5 display the training curves for the trading and non-trading case studies, respectively, which 

show the average Q-learning algorithm’s cumulative reward profile for 20,000 training episodes. Between episodes 0 and 5000, 

the agent is still in the initial stages of learning, and the reward curve starts at a lower average value of -R140,000 for the 

trading algorithm and -R175,000 for the non-trading, as can be observed in Figure 4.4 and Figure 4.5 below (here negative 

values for the reward indicates a cost to the microgrid as power is being purchased from the main grid). This is because initially, 

for both cases, the value of  is set to 1.0, i.e., every action has an equal probability of being selected as the action space is still 

being explored on a trial-and-error basis by the learning agent. Later, as the exploration rate decays and the learning agent 

starts to exploit the best actions, it is seen that the training curves begin to rise, and then they converge at a higher value at 

about episode 7500 for the trading algorithm and 8000 for the non-trading one. Convergence is achieved because the agent 

begins to select better actions learned through the process of experiencing more state-action pairs. It can be observed that the 

non-trading reward curve reaches a high value of about 0 compared to the trading algorithm, which only achieves -R50000. 

The reason for this is non-trading algorithm has an additional negative penalty on the reward formulation if the grid constraint 

is violated, as shown in equation (4.14) which is not present in the trading algorithm. It can be concluded that both proposed 

energy management schemes are able to achieve optimized policies, and Figure 4.6 and Figure 4.8 show the selected battery 

actions of the optimal policy for both the trading and non-trading algorithms, respectively. 
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Figure 4.4: Training curve showing reward convergences for episode number 0 to 20000 (trading algorithm) 

 

Figure 4.5: Training curve showing reward convergences for episode number 0 to 20000 (non-trading algorithm) 

 

4.6.3 Energy Management 

4.6.3.1 Results for Case Study 1 (Trading Algorithm) 

This section presents the results for the trading algorithm, which is executed through equation (4.12), i.e., the agent obtains 

revenue by discharging the battery if the remainder power 𝑃𝑙,𝑡
𝑟𝑒𝑚 is zero at any time step t. Analysis of how energy stored in the 

BESS is used as the EMS seeks to meet net demand is also carried out. When it comes to the system running cost, charging the 

battery when tariffs are low and discharging the battery when tariffs are high is important so as to rip some revenue. Since the 

energy demand varies randomly, an efficient charging management algorithm should manage to effectively cope with any 

unanticipated event and still reduce system operational costs. Between 00:00 and 05:00, PV power is zero. Hence, in Figure 

4.7, a decrease in the SoC is seen since the battery is supplying the net load. Also, the load that is not met by the battery, 

however small, is met by the grid at low prices. Between 11:00 and 17:00, the SoC of the BESS is seen to gradually increase 

to 0.85 as the battery is being charged by the utility grid. The utility peak load occurs two times a day, i.e. between 07:00 to 

09:00 and 18:00 to 19:00 as seen in Figure 4.2. During the first peak load, it is seen in Figure 4.6 that the algorithm learns to 

lower power intake from the utility to 25kW. In the second utility peak which occurs between 18:00 and 19:00, we see the 

algorithm learns to raise the battery SoC to 0.85 at time 16:00. From 17:00 to 20:00, battery SoC decreases because the battery 

is fully supplying the microgrid’s net-load, and zero grid power has been scheduled at that time as the prices are very high. 

From 21:00 to 23:00, a low SoC is seen as only 25kW is being charged to the battery. A final SoC of 1.25 is recorded at 21:00, 
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as seen in Figure 4.7. Given the stochasticity of the load demand, grid tariff and solar PV, it is crucial that the battery energy 

can deal with unforeseen circumstances, and it is seen that the agent learns policies to increase the SoC to meet its load demand 

fully during peak tariff hours. 

 

Figure 4.6: Optimized grid and battery schedules for 24 hours horizon (trading algorithm) 

 

Figure 4.7: Tendency of the SoC of the BESS (trading algorithm) 

Figure 4.6 displays the energy schedules of the grid and the battery plotted beside the solar PV and microgrid’s load curve. 

Between 00:00 and 07:00, it is clearly seen that the algorithm opts to charge the battery with 50kW throughout that period.  

From 02:00 to 06:00, a gradual increase in power absorbed from the utility is seen because the battery cannot fully meet the 

net load; hence the unmet load is being covered by the grid. Furthermore, the tariff is very low (please refer to Figure 4.2), and 

it would be optimal to utilize the cheap grid power to supply the net load and charge the battery. At 07:00, there is a sharp 

increase in grid tariff (R40 increase is noticed), and the algorithm lowers the amount of power drawn from the utility by 

(25kWh) for two consecutive hours. At 10:00, the agent sells 25kW back to the utility during mid-peak tariff, thus maximizing 

its revenue. This would be evident by looking at Figure 4.6 and Figure 4.20 simultaneously. In Figure 4.6, at 10:00, grid power 

is -25kW and also in the same hour in Figure 4.20, it is seen that R2000 was deducted from total cost as power was sold to the 

utility at that hour.  From 10:00 to 15:00, solar PV power is sufficient to fully cater for the load; however, the algorithm opts 
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to constantly charge the battery with 50kW from 11:00 to 17:00.  At 18:00, grid tariff shoots to its peak prices, and it is clearly 

seen that the algorithm schedules zero grid power from 18:00 to 20:00 as the battery can fully cater for load even when solar 

PV is scarce. This shows that the algorithm manages to foresee the utility peak load and takes proactive decisions of buying 

power from the utility at the mid-peak price and thus shifts its load from 18:00 to 20:00. At 20:00, the grid prices decrease by 

R40, and the agent beings to gradually increase the utilization of the grid’s power. Full utilization of the main grid is observed 

from 22:00 to 23:00 as the grid tariffs are at their lowest value and solar PV is not available at that time.  

4.6.3.2 Results for Case Study 2 (Non-trading Algorithm) 

Figure 4.8 displays the energy schedules of the grid power and the battery for the non-trading algorithm, which constraints the 

microgrid’s power exchange with the utility such that at each time step, no energy can be sold back to the grid as equation 

(4.13) has been incorporated in the optimization model. In comparison to Figure 4.6, it is seen that at 07:00, when the grid 

tariff is increased by R40 (peak tariff), the algorithm doesn’t reduce its battery power intake, unlike in the trading case study. 

However, at 09:00, while the grid tariff is still peak, it is seen that the algorithm schedules zero grid power, thus managing to 

support the grid by lowering its power intake for one hour. From 10:00, the algorithm raises the batter SoC by consecutively 

charging the battery with 50kw and 25kW. At 19:00 and 20:00, when solar PV is zero and grid tariff is high, it can be observed 

the agent shifts its load by scheduling zero power from the utility at that time. During off-peak prices at 21:00 and 23:00, we 

observe maximum usage of utility power as also power from solar PV isn’t available. In Figure 4.6, the energy trading algorithm 

(case 1) is seen to sell 25kW back to the main grid at 10:00; however, in case 2 in Figure 4.8 and Figure 4.21, where grid 

constraints are enforced, no trading of power was observed. It can be concluded that both algorithms learn to reduce the power 

absorbed from the main grid at the utility’s peak load demand during which buying prices are very high; however, with the 

trading algorithm, better policies are achieved as the operational cost is lower. Also, it learns to delay drawing power from the 

utility for 3 hours (from 18:00 to 20:00) until the energy prices lower, as seen in Figure 4.6 in contrast to the non-trading 

algorithm shown in Figure 4.8 that delays for 2 hours (from 19:00 to 20:00).  

 

Figure 4.8: Optimized grid and battery schedules for 24 hours horizon (non-trading algorithm) 
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Figure 4.9: Tendency of the SoC of the BESS (non-trading algorithm) 

Figure 4.9 shows the battery SoC trajectories as the non-trading algorithm is being executed. Similar to Figure 4.7 from 01:00 

to 09:00, the battery SoC decreases slightly and then remains constant since the battery is partly supplying the net load. Between 

10:00 and 15:00, the peak load is catered fully by the PV, and the surplus solar PV can charge the battery. The second utility 

peak demand occurs between 18:00 and 19:00 when PV power is scarce; it can be observed that the SoC of the BESS gradually 

increases to 0.87 at around 15:00 to support the main grid during its peak demand. The way the BESS is supporting the main 

grid is by not drawing any power during peak tariff which occurs at 19:00 and 18:00, hence supporting the main grid through 

shifting the microgrid load. It can be seen from Figure 4.8 that at 19:00 and 20:00 zero power is drawn from the main grid. 

From 17:00 to 21:00, the SoC decreases, as can be seen in Figure 4.9; zero power is scheduled from the utility for two 

consecutive hours, and PV power is decreasing; thus, the battery is fully supplying the microgrid’s net load. A final SoC of 

above 0.125 is recorded at 21:00. The plot shows that the learning agent learns to increase SoC to cope with any unanticipated 

uncertainties, maintains reasonable SoC trajectories throughout the 24-hour horizon and ensure no battery’s constraints are 

violated.  

4.6.4 Operational Cost During Summer 

Figures 4.10 and 4.11 represent the total daily operation cost plotted versus the training episode number, for trading and non-

trading cases respectively. The moving average values are computed for every 100 episodes window. A decreasing trend can 

be noticed as the learning episodes increase. The daily operating cost at any time step is the grid trading cost and cost of battery 

degradation, as shown by equations (4.4) and (4.5). As can be seen in the graphs presented in Figures 4.10 and 4.11, the agent 

explores different possible energy dispatches during the initial stages of learning, and very high costs are registered during the 

initial stages of learning. For the trading algorithm, an average value of about R120,000 is registered, and for the non-trading 

algorithm, a value of is R 140000 recorded. As the agent learns better policies, it begins to constantly exploit control actions 

that reduce energy costs in the final iterations. In the final episodes, it is seen that the algorithm settles at an average global 

cost of about R105,000 for the trading algorithm and R 110,000 for the non-trading algorithm.  
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Figure 4.10: Daily operational cost against the number of episodes (trading algorithm) 

 

 

Figure 4.11: Daily operational cost against the number of episodes (non-trading algorithm) 

4.6.5 Winter Solar PV and Grid Tariff Profile 

This section evaluates the behaviour of the proposed EMS during a day operation in the winter season. The winter PV profile 

is considered to be the worst-case study as the PV energy output is expected to be lower than summer output as a result of 

shorter daylight hours, change in the angle of the sun, which reduces the sun’s rays hitting solar panels, and extreme 

atmospheric conditions such as cloud covers and wet weather.  The total energy output of PV production during the considered 

day amounts to a sum total of 801kWh. Also, it can be noted that the winter tariff is rather high compared to the summer tariff 

as cold and dark weather cause people to stay indoors more, to turn on the lights for longer hours, and to switch on heating 

equipment, thereby increasing energy demand. In addition, extreme weather conditions could also damage the power system, 

resulting in high repair costs. 
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4.6.6 Reward Convergence During Winter 

In Figure 4.12 and Figure 4.13, it can be observed that both the trading algorithm and non-trading algorithm are capable of 

increasing the average reward over 20,000 training episodes. Between episodes 0 and 5000, the agent is still in the initial stages 

of learning, and the reward curve starts at a lower average value of -R500,000 for the trading algorithm and -R540,000 for the 

non-trading algorithm. This is because initially, the learning agent is still exploring the stochastic environment on trial and 

error. Later, as the exploration rate decays, the learning agent starts to exploit the best actions; it is seen that the training curves 

begin to rise and then converge to higher values ats episode 12500. It can be observed that the trading algorithm converges to 

a lower average value (-R380,000) in comparison to the non-trading algorithm, which converges at an average value of about 

-R300,000. The reason for this is non-trading algorithm has an additional negative penalty on the reward formulation if the 

grid constraint is violated, as shown in equation (4.14) which is not present in the trading algorithm. The retrieved optimal 

winter battery schedule is shown in Figure 4.14 for the trading case and Figure 4.16 for the non-trading case. In comparison to 

the summer PV profile and tariff, it can be seen that rewards converge to very low values for the winter case. This is mainly 

attributed to the low PV profile and high winter grid tariffs for any energy purchased from the utility.  

 

Figure 4.12: Training curve showing reward convergences for episode number 0 to 20000(trading algorithm) 

 

Figure 4.13: Training curve showing reward convergences for episode number 0 to 20000(non-trading algorithm) 
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4.6.7  Energy Management 

4.6.7.1 Results for Case Study 1 (Trading Algorithm) 

Figure 4.14 displays the energy schedules of the grid power and the battery plotted beside the winter solar PV output and grid 

tariff. As can be seen in Figure 4.3, the PV system produces a small amount of energy between 08:00 and 16:00. Consequently, 

the trading operation will be limited as the total available PV generation will partly cover the microgrid’s demand. Also, the 

winter peak prices occur from 06:00 to 08:00, unlike the summer-time case where utility peak load starts at 07:00 [113]. In the 

trading algorithm, the EMS begins by scheduling zero grid power as the initial battery energy can fully meet the net load and 

later on, a gradual increase in grid power utilization is seen. Between 00:00 and 05:00, the tariff is at its lowest, thus for about 

four hours, very high-power absorption from the utility is recorded. When grid tariff increases from 06:00 to 09:00, the 

algorithm is seen to drastically lower the amount of power purchased from the main grid. At 11:00, when prices have reduced 

to mid-peak, the algorithm decides to increase power intake from the distribution grid network. From 13:00 to 23:00, the agent 

takes control actions of constantly charging the battery with 25kW and supplying the remaining net load with power from the 

utility.  In Figure 4.15, it can be observed that the algorithm gradually increases the SoC of the battery up to 0.45 in the morning 

hours (04:00 to 06:00) to meet its net load as it anticipates the utility peak tariff, which occurs from 06:00. As a result of raising 

the SoC, the algorithm is able to shift a large percentage of its net load until grid prices are reduced. Unlike during summertime, 

it can be seen that battery utilization is rather low. As the PV is insufficient throughout the optimization horizon, the high 

deficit load computed by equation (4.8) must be supplied by the utility grid. Thus from 13:00, the algorithm opts to keep the 

charge power as low as possible so as not to incur the high cost of importing utility power to cover its deficit load and charge 

the battery. Similarly, the fact that the winter tariff is more expensive makes the algorithm schedule lower charge energy so 

that the amount of power drawn from the grid is minimized. Finally, it can be observed that the SoC is maintained at its lowest 

level, and the battery constraints are not violated. 

 

Figure 4.14: Optimized energy schedule (trading algorithm) 
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Figure 4.15: Tendency of the SoC of the BESS 

4.6.7.2 Results for Case Study 2 (Non-trading Algorithm) 

Figure 4.16 presents the results of case study 2, which, as mentioned earlier, ensures that no energy is sold back to the utility 

grid.  Between 00:00 and 05:00, the grid tariff is very low, and PV power output is zero. A gradual increase in grid power 

utilization is observed as the algorithm chooses to charge up the battery with the cheap grid power so as to supply its net load 

as it would be optimal to do so. Between 06:00 to 09:00, the grid tariff shoots to its peak (R278 increase in grid tariff is noticed 

in Figure 4.3), the algorithm gradually lowers power intake from the utility from 04:00 to 06:00. A constant charge power of 

25kW is recorded from 06:00 to 08:00 which has the potential to lower the operation cost as not much energy is draw by the 

battery during the high tariff times. This is noted because the agent is trying to avoid charging the battery at high tariff which 

is an expense to the microgrid. This, however, leads to a low SoC value which cannot cover the microgrid’s load for long 

hours. Thus, from 07:00 to 08:00 around 100kW is draw from the utility as PV production very minimal (almost zero) and the 

microgrid’s load demand is steadily increasing. From 09:00 to 17:00, when the tariff changes to mid-peak, it can be observed 

that the algorithm slightly increases the battery charging power to 50kW. A constant power intake by the battery is seen until 

the next peak tariff, which occurs at 17:00, where the algorithm reduces the charging power to 25kW. Observing Figure 4.14, 

the trading algorithm learns to raise the SoC value to 0.45, unlike the non-trading, which only reaches about 0.35 at 04:00; this 

causes the latter algorithm to only lower the grid power for one hour and later on rely heavily on the utility as the energy stored 

in the battery cannot support the microgrid’s net load. However, in Figure 4.14, the power drawn from the utility is lowered 

for two consecutive hours during peak prices. In both cases, solar PV is very low, and peak grid prices are also very high; 

however, the algorithm learns to lower costs in these extremities. 

 It is noted that for the winter case, the battery is not utilized well. As can be seen in Figure 4.17 the battery is charged between 

02:00 and 04:00 to a SoC of about 0.35, after which it is discharged between 05:00 and 06:00 to a SoC of around 0.05 where 

the power draw from the grid is lowered. Then, from 10:00 to 17:00 the battery is charged with 50kW consistently, however, 

since the microgrid peak load occurs at that time and the solar PV production is still low, part of the energy stored in the battery 

is used to cover the load net load and thus the battery SoC is at very low levels.   



53 | P a g e  
 

 

Figure 4.16: Optimized energy schedule (non-trading algorithm) 

 

Figure 4.17: Tendency of the SoC of the BESS (non-trading algorithm) 

4.6.8   Operational Cost During Winter  

Figures 4.18 and Figure 4.19 represent the average running cost variations during training. These curves tend to have almost 

similar characteristics, although the non-trading plot is more erratic compared to the trading one. This is most likely attributed 

to the low PV generation and high and dynamic grid tariff seen in winter. At the beginning of the training, the learning agent 

explores the action space and learns to avoid actions that result in high costs. In the final episodes, actions that minimize cost 

are exploited for both cases. A final average global cost of about R395,000 is recorded for both scenarios. 
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Figure 4.18: Daily operational cost against the number of episode (trading algorithm) 

 

Figure 4.19: Daily operational cost against the number of episodes (non-trading algorithm) 

4.7 Comparative Cost Study for Case 1 and Case 2 

This section presents the energy cost comparison assessment for the optimized energy schedules. The comparison is based on 

the two case studies investigated, i.e., trading and non-trading cases, using both summer and winter PV and grid tariff data. 

Table 4.2 below shows the retrieved schedule energy cost for the two case studies in different season profiles. In this problem, 

energy cost is the product of the power imported from the grid to cover the microgrid’s deficit power or/and charge the battery 

and the grid tariff. In the case of the trading algorithm, the cost of exported energy is deducted. 

Energy cost = ∑ 𝐺𝑡(𝑡)𝑃𝑔_𝑝(𝑡) − 𝜗 𝐺𝑡(𝑡)𝑃𝑔_𝑠(𝑡)𝑡=24
𝑡=1                                                                                 (4.26) 

where 𝑃𝑔_𝑝(𝑡) denotes the power imported from the main grid,  𝑃𝑔_𝑠(𝑡)  is the power exported to the utility grid,  

𝐺𝑡(𝑡) 𝑖𝑠 𝑡ℎ𝑒 𝑖𝑛𝑠𝑡𝑎𝑡𝑒𝑛𝑒𝑜𝑢𝑠 𝑔𝑟𝑖𝑑 𝑡𝑎𝑟𝑖𝑓𝑓 𝑎𝑛𝑑 𝜗 represents the selling price discounting factor. From Table 4.2, it’s apparent 

that in summer, the total operating costs are the lowest in both cases compared to the winter season. It can be reported that 

increasing PV generation would result in a much more profitable EMS operation in both the summer and winter seasons. 
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Table 4.2: Overview of energy cost for the optimal episode in the case studies considered 

Energy cost over a 24-hour window Summer data (PV & grid tariff) Winter data (PV & grid tariff) 

Trading algorithm R103,708.71 R367,322.73 

Non-trading algorithm R107,891.05 R375,403.00 

 

To calculate the increase in the percentage of total operating costs between the trading and non-trading case studies, equation 

(4.27) is used. 

𝐼𝑇𝐶 =
𝑇𝐶𝑛𝑜𝑛−𝑡𝑟𝑎𝑑𝑖𝑛𝑔−𝑇𝐶𝑡𝑟𝑎𝑑𝑖𝑛𝑔

𝑇𝐶𝑡𝑟𝑎𝑑𝑖𝑛𝑔
× 100                                                                                                                                       (4.27) 

 𝐼𝑇𝐶  denotes the increase of the total operational cost (in percentage) 𝑇𝐶𝑡𝑟𝑎𝑑𝑖𝑛𝑔 and 𝑇𝐶𝑛𝑜𝑛−𝑡𝑟𝑎𝑑𝑖𝑛𝑔 are the total operational cost 

of the trading and non-trading studied algorithms, respectively. The implementation of the proposed EMS for commercial load 

profile considering the absence of grid constraints (i.e., excess energy can be sold back to the utility), the total operating costs 

can reduce by 4.033% for summer data and 2.199% for winter data when compared to the non-trading algorithm. This 

phenomenon happens because, with the trading case, there is more flexibility to feed power to the utility and earn some revenue, 

whereas, for the non-trading algorithm, less flexibility is experienced by the agent when learning the environment as grid 

constraints cannot be violated. However, taking into account grid constraints is also technically beneficial, particularly from 

the perspective of the local utility grid operators as the non-trading EMS avoids feeding any power back to the utility, and this 

could lead to both technical and economic benefits to the microgrid owner and utility system operator.  

Figures 4.20 to 4.23 below display the dispatching cost for both case studies for the optimized retrieved schedule. 
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Figure 4.20: Summer dispatching cost profile for the 

optimized schedule (trading algorithm) 

 

 

Figure 4.21: Summer dispatching cost profile for the 

optimized schedule (non-trading algorithm) 

 

 

Figure 4.22: Winter dispatching cost profile for the 

optimized schedule (trading algorithm) 

 

 

Figure 4.23: Winter dispatching cost profile for the 

optimized schedule (non-trading algorithm) 

 

 

Summary 

Two case studies have been considered trading and non-trading settings. The objective is to reduce the total daily operation 

cost under the uncertainty of PV power, load demand, and grid tariff in both the summer and winter seasons. Using numerical 

simulations and proper hyperparameter tuning, we confirmed that the proposed energy management schemes can efficiently 

minimize system operational costs (battery wear cost and cost of power purchased from the grid) under widely used south 

African time of use (ToU) grid tariff and achieves desirable control actions which maximize solar PV usage while minimizing 

strain on the local utility during peak hours. The proposed energy management algorithm is intended to be applied in a number 

of intelligent grid environments, including residential microgrids and smart energy facilities under different tariff structures to 

optimally schedule for energy consumption by efficiently managing the total energy produced and trading the surplus energy 

into the utility grid to make some profits [87]. 
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5 OPTIMAL ENERGY MANAGEMENT IN A GRID-TIED SOLAR PV-BATTERY 

MICROGRID USING DEEP Q NETWORK APPROACH 

 

 The increasing electricity demand leading to increased integration of renewable energy resources into the power grid 

necessitate intelligent energy management systems that may improve energy efficiency and maximize the dispatch of renewable 

distributed energy resources. This chapter presents a deep Q network (DQN) technique to optimally manage energy resources 

in a microgrid in which the algorithm learns tasks in the same way as humans do. Thus, every move the agent makes in the 

environment generates feedback. These feedbacks motivate the agent to learn more about the environment and perform far 

more intelligent steps later in its learning stages. Specifically, the chapter proposes an energy management system based on 

DQN to learn system uncertainties, including load demand, grid prices and volatile power supply from the renewables and 

ensure that energy is optimally dispatched in such a setting. The method uses recent learning algorithm enhancement 

techniques, including experience replay and target network, shown to increase learning speed and improve stability in previous 

research. The performance of the proposed method has been evaluated with different types of load fluctuations, i.e., slow, 

medium, and fast. Another essential contribution is designing an algorithm that minimizes both power purchase cost and 

battery degradation simultaneously. Simulation results substantiate the efficacy of the proposed method as the algorithm learns 

from experience to raise the battery state of charge and optimally shift loads from a one-time instance, thus supporting the 

utility grid in reducing aggregate peak load. Furthermore, the proposed DQN approach outperformed the conventional Q-

learning approach in reducing system operational costs by 15%, 24%, and 26% for the slow, medium, and fast fluctuating 

load profiles in the studied cases. 

 

5.1 Introduction 

The transition from traditional centralized energy resources to distributed energy resources (DERs) with minimal carbon 

impacts on the environment is at the core of the power system's continuing transformation. This transformation needs 

innovative solutions to address the issues posed by renewable resources intermittent nature. Intelligent grid technologies, 

including advanced metering infrastructure (AMI) to monitor consumer energy consumption in real-time, renewable distributed  

generators (DGs), bidirectional power inverters, and intelligent energy storage technologies, are increasingly being deployed 

globally to enable this transition [30]. A microgrid is defined as a group of Distributed Energy Resources (DERs), including 

Renewable Energy Sources (RES) and Energy Storage Systems (ESS), plus loads, with clear electrical boundaries which 

operate locally as a single controllable entity with respect to the grid. Microgrids are typically low-voltage power networks 

that have small energy capacity in comparison with the main grid. They operate either in parallel with the grid, purchasing and 

selling energy through the electricity market, or autonomously, using local generation and storage [38]. As a result, they provide 

technical and economic advantages, such as increased system resilience, reliability of on-site energy supply and additional 

investment opportunities for renewable DGs [30]. 

Two tiers of control are required to ensure the microgrid's reliability. The lower-level control entails managing the electricity 

voltage and current and the power grids frequency, which is commonly accomplished at the power electronics interface. On 

the other hand, the energy management system (EMS) maximizes the overall system efficiency by optimizing energy dispatch 

of local resources at the higher-level control and maintaining energy reserves. However, because of the microgrid's nature, i.e., 

its small energy capacity, intermittency of DERs, as well as energy consumption unpredictability and dynamic electricity 
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tariffs, its EMS faces significant challenges. Thus, integrating microgrids into the power grid requires new control architecture 

and intelligent energy management algorithms that can take optimal real-time actions instantly and adaptively, consequently 

overcoming these challenges and ensuring that supply and demand of energy are balanced in real-time operation. Specifically, 

a well-designed energy management algorithm should optimally decide which of the system's energy resources should produce 

energy, how much energy they should be producing, and when they should produce it to meet the system's load at the lowest 

possible cost while ensuring that no technical constraints are violated [10]. 

Several algorithms for managing energy in grid-connected solar PV battery systems have been developed in the past. Linear 

algorithms like linear programming (LP) and mixed-integer linear programming (MILP) have been utilized to find solutions 

quickly in less intricate domains, but they have limitations when it comes to dealing with stochasticity [7]–[9]. In addition, for 

microgrid energy management, heuristic techniques such as genetic algorithm (GA) and swarm intelligence algorithms, 

including particle swarm optimization (PSO), and others have been applied in the literature [10]–[13]. Owing to their capacity 

to accommodate stochastic system variables, these approaches outperform linear optimization algorithms. They are, however, 

often slow and unable to handle dynamic online operations.  

Data-driven techniques based on machine learning (ML) have recently shown great potential in achieving near-optimal 

microgrid control using operational data. The reinforcement learning (RL) paradigm, in which a microgrid's dynamics are 

learned by an agent interacting with its components, is amongst the most promising learning-based techniques for energy 

management systems. Reinforcement learning is a solution method that is motivated by rewards. Reinforcement learning 

methods are more capable of dealing with dynamic stochastic situations than other optimization approaches due to their 

learning element and capacity to generalize solutions [14], [16]. RL generally involves a learning agent that interacts with its 

environment through a sequence of discrete-time steps. At each time slot representing a particular scenario, the learning agent 

selects an action executed in the environment. As a result, the agent gets a reward, and its environment changes to the next 

state. RL aims to establish an optimal policy that maps states to actions that maximize the overall rewards, depending on the 

agent's knowledge gained from unsupervised direct interaction with the environment [17]. RL has now become a powerful 

method for optimizing the control of power networks that always deal with continuous variations such as intermittent renewable 

resources, dynamic energy rates, and uncertainty in load demand, owing to its distinct feature of “model-free” and “no need 

for prior domain knowledge” concepts. Google DeepMind is a practical pioneer of this technique, having successfully 

implemented an RL-based model to lower electricity expense related to their data centre cooling by 40% [122], which is a 

major motivator for applying RL technology to energy systems. 

Several studies have shown that RL-based EMSs can be successfully implemented in various microgrid topologies, either as a 

single agent [112], [123], [124] or as a multiagent scheme [95], [125]. Nonetheless, the most basic and widely used RL 

approaches, namely Q-learning [91], suffer from several challenges, including inefficient data utilization, inability to handle 

continuous/large state-space, and curse of dimensionality, which cause the method to fail for large-scale tasks. The study in 

[87] designed a Q-learning technique to optimally manage energy in a grid-tied solar PV battery microgrid. A comparative 

case study using both winter and summer data profiles was conducted on the algorithm. Although the employed Q-learning 

technique was simple and the proposed algorithm was reported to learn an optimized battery schedule while minimizing system 

costs, the approach is unscalable. As the state spaces increases, the Q-table grows infeasibly large, and most state-action pairs 

are not visited during training. Furthermore, sequentially updating the algorithm leads to low data usage and high state transition 

correlations, leading to poor learning capabilities. Authors in [22] presented a batch RL technique to solve inefficient data 

utilization by employing a memory reply and training the algorithm with a batch of previous experiences. Deep reinforcement 
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learning (DRL) approaches, on the other hand, use artificial neural networks as function approximators, allowing them to learn 

continuous state-action transitions in the face of uncertainty. Deep neural networks also will enable the utilization of continuous 

and large-dimensional state spaces and the extraction of hidden features. As a result, the DRL agent can overcome the 

environment's uncertainties and partial observability [93].  

Several studies have demonstrated interest in DRL applications to solve microgrid control challenges, owing to DRL’s recent 

achievements in tackling complicated tasks, as evidenced by Alpha Zero's superhuman performance in solving several complex 

computer games [94]. The authors in [95] presented a multiagent DRL to manage energy in interconnected EV charging 

stations. The results obtained indicated that adding a communication model improves the cooperative working of the agents in 

multiagent systems. In [2], a novel microgrid architecture that included a wind generator, battery, price-responsive and 

thermostatically controlled loads, and a utility grid-tie is presented. The proposed EMS was modelled, and DRL algorithms 

were used to analyse various scenarios to coordinate the different energy resources. Compared to the other strategies studied, 

the authors suggested an improved asynchronous advantage actor-critic algorithm (A3C++) demonstrated improved 

convergence and superior control strategies. Authors in [96] investigated a dynamic pricing and energy consumption 

scheduling program in a  microgrid system, where the service provider (i.e. the microgrid’s owner) operates as a broker between 

the utility company and the customers, buying electric energy from the utility company and selling it to the customers. The RL 

algorithm was designed to overcome the difficulties of developing an adaptive dynamic pricing scheme in the face of different 

sources of uncertainties, i.e., consumers’ load demand level and wholesale electricity costs. In [97], Wang and Huang looked 

at the interconnections between interconnected autonomous microgrids and devised a cooperative energy trading and 

scheduling technique. Work presented in [98] shows that high-rise buildings' on-site wind power generation can sustain all the 

city's electric vehicles. The coordination of electric car charging with locally generated wind power in a microgrid of buildings 

using the Markov decision process was examined because the charging demand of electric vehicles does not always correspond 

with the unreliable wind output. The users' long-term load scheduling problem was investigated by a Markov perfect 

equilibrium policy and optimized using a DRL algorithm. Bahrami et al. [99] investigated the users' long-term load scheduling 

problem and developed an online load scheduling learning technique based on the actor-critic technique. 

 In the recent decade, RL has been widely used in the wholesale electricity market  [96], [98] as well as the retail energy sector 

[87]. RL or DRL-based control approaches are being used to investigate a growing number of energy-related challenges, 

including microgrid operation [124], [9], online cyber-attack detection in smart grids, and building energy management [125], 

to mention a few. However, research on the performance of DRL in a grid-tied microgrid where different fluctuating load 

curves are examined is scarce in the literature. Hence, this chapter seeks to develop an EMS for a grid-tied microgrid based on 

the DQN approach and then analyse its performance with load demands that have different levels of fluctuation, i.e., slow, 

medium, and fast fluctuating load profiles. The system is designed to schedule power flows from and to the grid and learn to 

optimize battery charge and discharge under a complex environment (e.g., battery degradation, price uncertainty, and load 

uncertainty). More specifically, the key contributions of this chapter are summarized below as. 

I. The problem is mathematically formulated, outlining the cost elements considered, such as the utility grid cost model 

and battery degradation costs. After that, the EMS problem is formulated as a Markov Decision Process (MDP). 

II. The DQN technique is applied as the control method to learn the system's energy resource patterns to optimize the 

energy consumption while minimizing operational costs (trading cost and battery degradation cost) of the microgrid. 

In addition, the algorithm is tested with different types of load profiles (with slow, medium, and fast fluctuations) to 

evaluate its efficacy in coping with system uncertainties.  
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III. A comprehensive performance evaluation of the proposed method is provided through various case studies and 

simulations to verify its feasibility in dealing with system uncertainties. A cost comparison with traditional Q-learning 

is also shown to highlight the superiority of the proposed DQN approach. 

The rest of the chapter is organized as follows: Section 5.2 elucidates the DQN algorithm for energy management; Section 5.3 

presents the utility cost and battery degradation cost model. Section 5.4 demonstrates the detailed design of the proposed EMS 

as a Markov Decision Process (MDP). Section 5.5 explains the training process. Section 5.6 presents the simulation setup, 

while Section 5.7 provides the simulation results of the proposed algorithm as well as observations and analysis.  

5.2 Proposed Deep Q-Network Methodology 

5.2.1  Q-learning Overview  

The agent, in the reinforcement learning paradigm, learns to accomplish its task by interacting with its surrounding. It observes 

the present status of the environment at each time step and takes an action. After the action is executed in the environment, a 

reward is received, and the state changes. In general, state transitions and reward values are unknown, and the learning agent 

is unaware of their expected values or probability distribution. The goal of the agent is to find a policy for decision making 

(i.e., states to optimal actions mapping) that maximizes the total future rewards, starting from the initial state. The most 

intriguing and challenging instance is learning from delayed rewards [88], where the agent is to optimize its immediate rewards 

and take into consideration the long-term implications of its actions. This is usually expressed as maximizing the expected 

future discounted rewards the agent receives throughout the entire episodic task, within each of various independent episodes. 

This is mathematically shown in equation (5.1) [88]: 

𝐸[∑ 𝛾𝑡𝑟𝑡
∞
𝑡=0 ]                                                                                                                                                                          (5.1) 

where 𝑟𝑡  denotes the total rewards accumulated at a time step 𝑡  and 𝛾 ∈ [0,1]  is the discounting factor determining the 

proportion of future rewards valued at present. RL is an excellent method for dealing with stochastic control problems. When 

its trial-and-error and learning-as-you-do method is applicable, it benefits from requiring little or no domain knowledge [31]. 

Q-learning is a well-known RL technique in which the policy is modified by the value function known as the Q-function. This 

is discussed in this section.  

Let 𝑆 represent a set of possible states and 𝐴 a set of discretized actions, where a policy 𝜋(𝑠, 𝑎) represents the likelihood of 

choosing action 𝑎𝑡  ∈ 𝐴 in state 𝑠 ∈ 𝑆. At each timestep 𝑡, the agent observes a state 𝑠𝑡 ∈ 𝑆 and selects an action 𝑎𝑡 ∈ 𝐴, which 

is then executed in the environment.  The agent then gets a reward 𝑟𝑡 (which signify the goodness of selecting the specific 

action at that state) and moves to the next state 𝑠𝑡+1 .  Without prior knowledge of the reward function and transitions 

probabilities, the Q-learning algorithm seeks to find the optimal policy 𝜋 that maps every state to the best action over the entire 

episodic task. At time 𝑡, the reward is computed as the future cumulative discounted rewards as shown by equation (5.2) [103]: 

𝑅𝑡 = ∑ 𝛾𝑇𝑟𝑡+𝑇+1∞
𝑇=0                                                                                                             (5.2) 

Here 𝛾 ∈ [0,1] represents a discounting factor that balances the importance of future rewards versus immediate rewards. Here 

𝛾 = 0 indicates an exclusive interest in immediate rewards. A higher value for 𝛾 suggests that future rewards play a more 

significant role in the optimization task. Typically, as the RL agent traverses through the state space and takes action in state 𝑠 

while following a policy 𝜋, and thus transitioning to the next state 𝑠 ,  the value of the actions selected are evaluated based on 

the Q-function as shown in equation (5.3), which is an action-value function that satisfies Bellman’s equation [17]: 
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𝑄𝜋(𝑠, 𝑎) = 𝑅(𝑠, 𝑎) + 𝛾 ∑ 𝑝𝑠𝑠′
𝑎 (∑ 𝜋(𝑠′𝑎′)𝑄𝜋(𝑠′𝑎′)𝑎′∈𝐴 )𝑠′∈𝑠                                                                                                    (5.3) 

where 𝑅(𝑠, 𝑎) = 𝔼[𝑟𝑡+1|𝑠𝑡 = 𝑠, 𝑎𝑡 = 𝑎] represents the expected reward after taking action 𝑎  in state 𝑠  while following a 

policy 𝜋 thus moving to the next state whose value is 𝑄𝜋(𝑠′𝑎′) with a state transition probability  𝑝𝑠𝑠′
𝑎 = Pr (𝑠𝑡+1 = 𝑠′|𝑠𝑡 =

𝑠, 𝑎𝑡 = 𝑎). From equation (5.3) [17] , the Q-value of (𝑠, 𝑎) is updated by taking the maximum Q-values of (𝑠′𝑎′)∈ 𝑆 × 𝐴  (next 

state) multiplied by the state transition probabilities and the discounting factor and then added to the immediate reward the 

agent receives after performing the action. Literature shows that after updating the action-value function enough times, the 

iterative algorithm eventually converges to the optimal value [17]. The optimal value function, which denotes the maximum 

value associated with the best policy, is thus stated in equation (5.4) as [17]: 

𝑄∗(𝑠, 𝑎) = 𝑅(𝑠, 𝑎) + 𝛾 ∑ 𝑃𝑠𝑠′
𝑎 𝑚𝑎𝑥

𝑎′ 𝑄∗(𝑠′𝑎′)𝑠′∈𝑆                                                                                                                      (5.4) 

and the best policy in state 𝑠 is represented as equation (5.5): 

𝜋∗(𝑠) = 𝑎𝑟𝑔𝑚𝑎𝑥𝑎∈𝐴𝑄∗(𝑠, 𝑎)                                                                                                                                                 (5.5) 

As a substitute for the optimum Q-function, the traditional Q-learning algorithm creates a lookup table, also referred to as the 

Q-table, constituting Q-values for every state-action pairs. After initializing the lookup table randomly, there is a need to 

balance exploration with exploitation as the Q-values are still unknown to the agent as the learning phase starts. At every time 

step, there is an action whose current estimate Q-value is best. The action is referred to as the greedy action; however, that 

current estimate might be erroneous as a better action may exist in the action space. As a result, the solution plan should make 

use of the goodness gained from the greedy actions while also exploring other actions in the action space. The  𝜀-greedy or 

epsilon greedy approach will be adopted to select an action from the action space with uniform distribution. This strategy 𝜀 is 

a variable that can any value up to [0,1] [10] where a small value increases the exploitation of the best action in the action 

space, and values closer to 1 increase the exploration of other actions at every time step. Initially, an immensely large value of 

𝜀 is leveraged to ensure that all actions are executed in the simulation environment. During the progression of the algorithm, 𝜀 

is decreased as the greedy action turns to be the optimal action. Where, 𝑎∗ is the optimal action,  𝜀- greedy strategy states that 

the learning agent should select action 𝑎∗ with probability 1 − 𝜀  from the lookup table, i.e., the action with the highest Q-

value is selected from the Q-table. In contrast, a random action, i.e. any action in the action set, is established with probability 

𝜀  [14], [105]. Therefore, Q-learning modifies the corresponding Q-values for each state-action pair in the lookup table 

according to Bellman’s Equation after acquiring the new experience because of actioning 𝑎𝑡 , as shown below using equation 

(5.6) [17], 

𝑄(𝑠𝑡 , 𝑎𝑡) = 𝑄(𝑠𝑡 , 𝑎𝑡) + α[ 𝑟𝑡+1 + γmaxat+1
𝑄(𝑠𝑡+1, 𝑎𝑡+1) − 𝑄(𝑠𝑡 , 𝑎𝑡)]                                                                              (5.6) 

This update adjusts the Q-value for state 𝑠𝑡 and action 𝑎𝑡 towards a new estimate value, computed as an immediate reward 𝑟𝑡 

plus the discounted maximum Q-value for the next state st+1 which the selected action leads to. This value is controlled by the 

learning rate 𝛼 ∈ [0,1].  

When the state and action spaces are extremely large, as in large-scale power control problems, the traditional Q-learning 

method fails for two fundamental causes: 

1) Most states in the state space are seldom visited. 

2) Lookup table storage becomes intractable [126].  
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As explained in the section above, a lookup table is generally used to save the updates in the Q-function.  However, with 

increased state-action pairs, the size of the Q table increases as well. Thus, the approach suffers from curse of dimensionality. 

To overcome this problem, neural networks (NN) are used to approximate the Q-function based on statistical methods. NNs 

are best selected for RL because of their capability to deal with time-varying target values and their ability to effectively learn 

from data accumulated through iterative experiences [17].  

5.2.2 Deep Q Network (DQN) Overview 

A deep Q network (DQN) is a deep reinforcement learning algorithm, that can tackle the problems outlined in section 5.2.1 by 

combining supervised learning and RL [11]. DQN incorporates deep learning techniques into Q-learning while also utilizing 

the experience replay method borrowed from the batch reinforcement learning technique [127].  In place of a lookup table, a 

deep neural network termed the deep Q-network or DQN is utilized to estimate the Q-function [93]. It is formalized as 

𝑄(𝑠, 𝑎, 𝑤), where 𝑤 is a real-valued vector that represents the DQN’s parameters. The general architecture of DQN is depicted 

in Figure 5.1. The basis of DQN is that 𝑤 completely determines the function 𝑄(∙,∙, 𝑤). As a result, the challenge of finding 

the optimal Q-value in an uncountably large functional space is reduced to finding the optimal 𝑤 value of limited dimensions. 

However, the agent gathers experiences through its interactions with the environment, just like in traditional Q-learning. The 

agent creates an experience replay memory by gathering experiences at time 𝑡 in the form of 𝑠𝑡 , 𝑎𝑡 , 𝑟𝑡 , 𝑠𝑡+1. DQN trains with 

a sampled mini batch (𝐾𝑡) selected randomly from the experience replay memory rather than just the current experience. 

According to quasi-static target network strategy [93], two neural networks are employed: the target network with parameters 

𝑤𝑡𝑎𝑟𝑔𝑒𝑡
𝑡  and the trained/prediction network with parameters 𝑤𝑡𝑟𝑎𝑖𝑛

𝑡  are defined. Once every 𝑇𝑢 time steps, 𝑤𝑡𝑎𝑟𝑔𝑒𝑡
𝑡  is modified 

to be equal to 𝑤𝑡𝑟𝑎𝑖𝑛
𝑡 . Target network helps in network performance stabilization. For a sampled mini batch 𝐾𝑡 , the mean 

squared loss of training DQN with experience replay can be defined as equation (5.7) [93] : 

𝐿(𝑤𝑡𝑟𝑎𝑖𝑛
𝑡 ) = ∑ (𝑦𝐷𝑄𝑁

𝑡 (𝑟𝑡 , 𝑠𝑡+1)     − 𝑄(𝑠𝑡 , 𝑎𝑡; 𝑤𝑡𝑟𝑎𝑖𝑛
𝑡 ))2

𝑠𝑡𝑎𝑡𝑟𝑡𝑠𝑡+1∈𝐾𝑡                                                                                      (5.7) 

where 𝑄(𝑠𝑡 , 𝑎𝑡; 𝑤𝑡𝑟𝑎𝑖𝑛
𝑡 ) is the Q-value that the model predicts, 𝐿(𝑤𝑡𝑟𝑎𝑖𝑛

𝑡 ) is the loss function, 𝑦𝐷𝑄𝑁
𝑡 (𝑟𝑡 , 𝑠𝑡+1) is the target value. 

The loss is calculated by taking the squared difference between the predicted value and the target value, then its mean is 

calculated based on the size of the mini-batch 𝐾𝑡. 

Here the target output 𝑦𝐷𝑄𝑁
𝑡 (𝑟𝑡 , 𝑠𝑡+1)  which is used to train the Q network is expressed as equation (5.8) [93]. 

𝑦𝐷𝑄𝑁
𝑡 (𝑟𝑡 , 𝑠𝑡+1) = 𝑟𝑡 + 𝛾 ∙ 𝑚𝑎𝑥𝑎′𝑄(𝑠𝑡+1, 𝑎′, 𝑤𝑡𝑎𝑟𝑔𝑒𝑡

𝑡 )                                                                                                            (5.8) 

The right-hand side of equation (5.8) is the immediate reward plus the maximum Q-value of the next state approximated by 

the target network. 

Experience replay is a technique that stores the agent’s experiences collected from the simulation environment (experience 

consisting of state, action, reward, and next state). It adds the advantage of more efficient use of previous experiences by 

learning from them multiple times. As the experiences acquired from the replay memory are arbitrarily sampled, the sequential 

correlations in the data during learning are interrupted, thus increasing the algorithm's stability and ensuring the best policy 

does not get trapped in a local optimum. To reduce the training error defined by equation (5.7), that is, the error over the 

selected mini batch 𝐾𝑡 in each training step, the stochastic gradient descent approach is leveraged. The method returns the new 

training network parameters based on gradients enumerated from the batch of data sampled of the replay memory and has been 

demonstrated to swiftly converge to a set of suitable parameters [128]. 
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Figure 5.1: Data flow for DQN algorithm with memory replay and target network [110]   

5.3 The mathematical formulation for optimization with Deep Q Network 

5.3.1 Objective Function 

A real-world microgrid aims to meet its actual load demand at the lowest possible cost of energy. Therefore, to compute the 

optimization algorithm's intended objective function for a grid-tied microgrid equation (5.9) is used. 

𝑚𝑖𝑛{∑ [(𝐶𝑔(𝑡) + 𝐶𝑑𝑒𝑔(𝑡))]𝑡=23
𝑡=0                                                                                                                                                (5.9)                                                                                                                              

The aim of reducing system running cost (i.e., over a 24-hour horizon) is defined by equation (5.9), where 𝐶𝑔(𝑡) is the grid 

cost and 𝐶𝑑𝑒𝑔(𝑡) is the battery degradation cost, with both cost components stated in South African Rand ®. These cost 

components which the algorithm intends to minimize are elaborated in the next section. In section 5.4, which offers the MDP 

framework, the mathematical model of the EMS and its system limitations are explained in detail.  

5.3.2 Battery Degradation Cost Model 

Stress elements that impact battery life are considered while formulating the battery degradation model. Battery ageing can be 

divided into two types: calendar and cyclic ageing [112]. Calendar ageing reflects the battery's inherent degeneration over time, 

which is influenced by temperature and an extremely high or low state of charge. Cyclic ageing refers to the capacity loss that 

occurs each time the battery is charged and drained, and it is affected by the depth of (dis)charge, discharge rate, ambient 

temperature, and other factors. Excessively high or low states of charge (SoC) will significantly reduce battery charging and 

discharging efficiency. However, the battery's SoC can be maintained within an acceptable range by constraining the maximum 

and minimum SoC, as shown in Section 5.4, to avoid overcharging or over-discharging. Temperature can also shorten battery 

life because the ageing process is exacerbated at high temperatures. The temperature controller, on the other hand, is frequently 

employed in battery management systems in practice. As a result, battery degradation due to thermal heating effects is assumed 

to be negligible [114]. This research will exclusively address the impact of depth of discharge (DoD) on the battery because 

DoD-related stress reflects a proper estimation of battery degradation. DoD is expressed as a function of the SoC of the battery 

and is represented as [115] 𝐷𝑜𝐷(𝑡) = 1 − 𝑆𝑜𝐶(𝑡). Interrelation between lithium ion battery DoD and its life cycle data was 

studied by authors of  [116], and they discovered that as the DoD is reduced, the battery's life cycles increase exponentially as 

 𝐿(𝐷𝑜𝐷) = 𝛼𝐷𝑜𝐷−𝛽                                                                                                                                                             (5.10)                                                                                                                                   

Equation (5.10) 𝛼 and 𝛽 illustrate curve fitting constants proposed by the authors in [116] as 694 and 0.795, respectively [36].  

Battery degradation cost (𝐶𝑑𝑒𝑔) stemming from battery life-cycle related dynamics is given by equation (5.10) for a battery 

that runs from 𝐷𝑜𝐷1 𝑡𝑜 𝐷𝑜𝐷2 with 𝐷𝑜𝐷2 > 𝐷𝑜𝐷1, can be calculated with equation (5.11) as illustrated below [115], 

𝐶𝐷𝑜𝐷 = 𝐶𝑏𝑡 |(
1

𝐿(𝐷𝑜𝐷2)
−

1

𝐿(𝐷𝑜𝐷1)
)|                                                                                                                                               (5.11)                                                                                                                                                                                      
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𝐿(𝐷𝑜𝐷𝑗)  denotes the life cycle of the battery at 𝐷𝑜𝐷𝑗  enumerated by equation (5.10) and 𝐶𝑏𝑡 denotes the battery's initial capital 

investment per kWh in South African Rand ®. The solver (which can be implemented in Matlab or Python, or any other suitable 

software) considers absolute values because the cost of degradation is independent of the direction of power flow in the battery. 

Finally, the costs of battery degradation associated with the control operation are computed as follows using equation (5.12): 

𝐶𝑑𝑒𝑔
𝑡 = −(𝐶𝐷𝑜𝐷(𝑡)∆𝑝(𝑡) ∙ 𝑡)                                                                                                                                                 (5.12)    

The cost of drawing or storing power from the BESS in (R) is denoted by 𝐶𝑑𝑒𝑔
𝑡  while 𝐶𝐷𝑜𝐷 is the cyclic degradation cost of the 

battery per kWh.  

5.3.3  Utility grid cost model 

When the microgrid is grid-tied, the grid can charge the microgrid's battery sufficiently and meet any load demand that would 

be otherwise unmet for the microgrid on its own. At every time step 𝑡, the microgrid is either exporting power to the utility 

through the energy storage system or importing power from the grid (but not both actions simultaneously) at the PCC. For this 

study, the battery has been modelled as the only component that can inject power to the utility, and at each time step, the agent 

can either charge or discharge the battery with the main grid, as explained in section 5.4. The instantaneous grid tariff is given 

by 𝐺𝑡(𝑡)  in (R/kWh). To stimulate local usage of PV power and reduce the negative impact of microgrid’s uncertainties to the 

power system, including low power quality and voltage instability resulting from volatility of RES, selling prices are usually 

lower than the buying prices in most circumstances [117]. The time of use (ToU) purchasing tariff is discounted by a factor 𝜗 

[26] to model the selling rates. As a result, the cost of exchanging power with the utility at PCC is: 

𝐶𝑔(𝑡) = −(𝐺𝑡(𝑡)𝑃𝑔_𝑝
(𝑡). 𝑡 + 𝜗 𝐺𝑡(𝑡)𝑃𝑔_𝑠(𝑡). 𝑡)                                                                                                        (5.13) 

where 0<  𝜗 < 1, 𝑃𝑔_𝑝(𝑡) represents the imported power from the utility while  𝑃𝑔_𝑠(𝑡) represents the exported power at each 

time step 𝑡. In section 5.4 equation (5.20), power is further discussed in detail. When 𝐶𝑔(𝑡) is negative the microgrid incurs a 

cost as power is being imported from utility grid, and when it is positive, the microgrid earns money as power is exported to 

the utility. The instantaneous grid power limits are set as 0 ≤ 𝑃𝑔_𝑝
(𝑡) ≤ 𝑃𝑔_𝑠

𝑚𝑎𝑥 , 𝑃𝑔_𝑠
(𝑡) ≤ 𝑃𝑔_𝑠

𝑚𝑎𝑥 ,  ∀𝑡 ∈ 𝑇 and 𝑃𝑔_𝑠(𝑡) ∙ 𝑃𝑔_𝑝(𝑡) . 

A contract exists between the microgrid owner and the distribution system operator (DSO) that specifies the maximum amount 

of power exchanged between the microgrid and the utility at the point of common connection (PCC) limits can be changed. 

5.4 EMS Formulation Using the Markov Decision Process (MDP) Framework 

  A study presented in [87] explores the applications of Q-learning algorithm to manage energy flows in a grid-tied 

microgrid. The work is modelled as an MDP where a Q-learning method is employed to tackle that MDP. A similar work 

employing the DQN method incorporates recent learning algorithm enhancements such as experience replay, and target 

network is studied in this article. It is worth noting the MDP modelling presented in this section is a continuation of [87]. As 

already mentioned, a Markov decision process (MDP) is a mathematical framework used to model decision-making when the 

outcomes are partially random and partially controllable. MDP is widely used to map optimization issues tackled using the 

reinforcement learning paradigm [86]. It is formalized as a four-tuple (𝑆, 𝐴, 𝑇, 𝑅), with S and A denoting state and action spaces, 

T and R denoting state transition probability, and reward function, respectively. If MDPs are solved through RL, state transition 

probabilities are not necessarily needed [18], [39]. Thus, the state, action and reward function will be modelled in this section. 
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5.4.1   State and State Space  

The state's data is critical for energy management since it provides the agent's information in making decisions at each time 

step t. For example, the BESS state of charge, load demand (kW), the PV production (kW), and grid tariff (R/kWh) all define 

the EMS's state at every time step. Let the battery's state of charge at time step 𝑡 be represented by 𝑆𝑜𝐶 = {𝑆𝑜𝐶𝑡}.  To ensure 

that the battery SoC limits are not violated by preventing overcharging or over-discharging a guard ratio 𝛽 is factored in as, 

𝛽 ∙
𝐸

𝐸
≤ 𝑆𝑜𝐶𝑡 ≤ (1 − 𝛽) ∙

𝐸

𝐸
 where 𝛽 ∈ [0,0.5] [21] and 𝐸 represents the battery’s energy capacity in (kWh).  It is to be noted 

that 𝛽 is a range used to determine the battery’s upper and lower bounds depending on the battery type and manufacturers’ 

specifications. The term 𝛽 ∙
𝐸

𝐸
= 𝑆𝑜𝐶𝑚𝑖𝑛 while the term 𝛽 ∙

𝐸

𝐸
≤ 𝑆𝑜𝐶𝑡 ≤ (1 − 𝛽) ∙

𝐸

𝐸
=  𝑆𝑜𝐶𝑚𝑎𝑥. Thus, at every timestep, the 

battery is constrained by, 𝑆𝑜𝐶𝑚𝑖𝑛 ≤ 𝑆𝑜𝐶𝑡 ≤ 𝑆𝑜𝐶𝑚𝑎𝑥 ,  where   𝑆𝑜𝐶𝑚𝑖𝑛  and 𝑆𝑜𝐶𝑚𝑎𝑥  depicts the battery’s minimum and 

maximum state of charge boundaries. 

Given the specified battery operating bounds above, the state 𝑠𝑡 at each time slot, t is shown as, 

 𝑠𝑡 = {𝑡, 𝑃𝑡
𝑃𝑉 , 𝑆𝑜𝐶𝑡 , 𝐺𝑡 , 𝑃𝑙,𝑡  }                                                                                                                                    (5.14)                                                                                                             

where 𝑡 represents the time component, 𝑃𝑡
𝑃𝑉 (kW) represents solar PV generation (kW) , 𝐺𝑡  is the instantaneous grid tariff 

(R/kWh), 𝑃𝑙,𝑡 is the microgrid’s load demand at time 𝑡(kW). The state space is defined as, 𝑆 =  s0 ∪  s1 ∪, … ∪ s𝑇−1, where 𝑆 

is a union of all individual state sets in the considered optimization horizon. T time steps have been used to partition the 

microgrid’s intraday operation as 𝑡 = {0,1,2,3, … , 𝑇 − 1}, where 𝑇  is the optimization horizon under consideration. For an 

intraday operation, T varies from 0-23 according to the hours of the day. 

5.4.2   Action and Action Space  

The energy algorithm seeks first to use the available solar PV energy and the stored battery energy to meet the load demand 

each time step t, then imports the remaining energy from the utility to meet its load.  The microgrid’s net load 𝑃𝑙,𝑡
𝑁𝑒𝑡(kW) at 

every time step, t is defined as the entire load demand (𝑃𝑙,𝑡) subtracted by the solar PV  (𝑃𝑡
𝑃𝑉)  generation as illustrated below 

in equation (5.15). 

𝑃𝑙,𝑡
𝑁𝑒𝑡= max ((𝑃𝑙,𝑡 −  𝑃𝑡

𝑃𝑉),0)                                                                                                                                        (5.15)                                                               

In a practical microgrid, the total load demand 𝑃𝑙,𝑡 and solar PV production  𝑃𝑡
𝑃𝑉  fluctuates randomly; thus the microgrid’s net 

demand 𝑃𝑙,𝑡
𝑁𝑒𝑡  is an unknown variable. The EMS first uses the energy stored in the BESS to try and satisfy the net demand 𝑃𝑙,𝑡

𝑁𝑒𝑡 

. The utility then provides the remaining load demand that the BESS is unable to meet. It is termed as the remainder power 

𝑃𝑙,𝑡
𝑟𝑒𝑚 (kW) which is computed using equation (5.16): 

𝑃𝑙,𝑡
𝑟𝑒𝑚 = max (𝑃𝑙,𝑡

𝑁𝑒𝑡 − (𝑆𝑜𝐶𝑡 − 𝑆𝑜𝐶𝑚𝑖𝑛) ∗ 𝐸, 0)                                                                                                                   (5.16)                                                                                                     

The quantity of power that is required to be imported from the grid at every time step is represented as 𝑃𝑙,𝑡
𝑟𝑒𝑚 . After meeting the 

load demand, the amount of energy stored in the BESS indicated as 𝑆𝑜𝐶𝑡
𝑛Is calculated by equation (5.17) as shown here. 

𝑆𝑜𝐶𝑡
𝑛 = min (𝑆𝑜𝐶𝑚𝑎𝑥 , (max( 𝑃𝑡

𝑃𝑉 − 𝑃𝑙,𝑡  , 0) + max ((𝑆𝑜𝐶𝑡 − 𝑆𝑜𝐶𝑚𝑖𝑛) ∙ 𝐸 − 𝑃𝑙,𝑡
𝑁𝑒𝑡 , 0 ))/𝐸 )                                           (5.17) 

It is to be noted that the agent can only dispatch the battery, that is, charge or discharge it with the main grid. To make this 

problem easier to understand, the actions are separated into two categories: discharging and charging. The power unit ∆𝑝 
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represents the quantity of power utilized to charge or discharge the battery at any given time. The discrete action space is 

described as;  

 𝒜𝑠𝑡 
= {−𝑘∆𝑝, … , −∆𝑝, 0, ∆𝑝, . . , 𝑘∆𝑝},                                                                                                                               (5.18)                                                                                                    

  𝑘∆𝑝 and -𝑘∆𝑝 represent the maximum charge and discharge power to the BESS in every timeslot respectively, where 0 is an 

action value indicating the battery is idle. Here positive power indicates charging the battery (power delivered to the battery 

from the grid), and negative power values indicate discharging. 𝑎𝑡 ∈ 𝒜𝑠𝑡 
is the action chosen by the agent at time step t, 

whereas 𝒜𝑠𝑡 
denotes all the possible actions in the action space 𝒜  under state 𝑆𝑡 .  Considering the action space  𝒜𝑠𝑡 

 in 

equation (5.18), once the agent observes a state 𝑠𝑡 , it selects an action 𝑎𝑡, from 𝒜𝑠𝑡 
 through a policy 𝜋, which outlines a 

decision-making approach for agent action selection. More information on 𝜋 is presented in section (5.2). 

Let BESS (𝑎𝑡) be the function that computes the amount of power delivered to the BESS when the agent performs an action 

𝑎𝑡 be represented as; 

𝐵𝐸𝑆𝑆(𝑎𝑡) = {
−𝑘(𝑎𝑡)/𝐸,      𝑖𝑓 𝑎𝑡 = 𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑖𝑛𝑔 

𝑘(𝑎𝑡)/𝐸,     𝑖𝑓 𝑎𝑡 = 𝑐ℎ𝑎𝑟𝑔𝑖𝑛𝑔
}                                                                                                          (5.19)                                                                                                

where negative power values indicate a discharge from the BESS and positive power value indicates battery charging. As a 

result of the agent action 𝐵𝐸𝑆𝑆(𝑎𝑡) to the battery,  𝑆𝑜𝐶𝑡
𝑛 is moved to the next SoC value 𝑆𝑂𝐶𝑡+1

𝑛 . If the action executed 

𝑎𝑡(𝑐ℎ𝑎𝑟𝑔𝑖𝑛𝑔) increases the 𝑆𝑂𝐶𝑡
𝑛  + 𝑘(𝑎𝑡)/𝐸 above the upper guard limit  𝐸𝑚𝑎𝑥 , only the energy chargeable 𝑆𝑜𝐶𝑚𝑎𝑥 −

𝑆𝑂𝐶𝑡
𝑛 is used to charge the battery, and the rest is not used up as charging has stopped to prevent overcharging. Likewise, only 

𝑆𝑜𝐶𝑡
𝑛  − 𝑆𝑜𝐶𝑚𝑖𝑛  is discharged, and any excess energy is not discharged to avoid over-discharging the battery. 

5.4.3  Reward Function  

A reward is a scalar quantity used to link the goal of the learning process to the agent.  A reward is given to the agent once it 

selects an action and transitions to the next state.  Proper reward shaping is crucial because it connects the agent's actions to 

the algorithm's goal [89], [119]. The goal of optimization in this work is to reduce battery degradation costs while lowering the 

transaction cost of the power exchanged with the utility grid. 

The proposed EMS' reward r(st, at) is constructed to assess three components of system management, one of which is the 

objective function, while the other two given by [95] are used to enhance the agent's performance. The cost of acquiring energy 

from the main grid 𝐶𝑔 (R) and the cost of battery degeneration 𝐶deg (R) are both factored into the objective function given by 

equation (5.9). 𝐶𝑏 (R) and 𝐶𝑜(R) have been included in the algorithm to boost performance. 𝐶𝑜 is a negative reward (penalty) 

charged to the agent if it selects actions exceeding the battery's constraints whereas 𝐶𝑏 denoted as pre-charge energy rewards 

the agent for choosing actions that charge the battery, ensuring its load is not exposed to any future high prices.  

At each time step, the pay reward 𝐶𝑔
𝑡 covers the total incurred costs of exchanging power with the utility. This reward depends 

on the action selected by the agent (𝑎𝑡). The agent gets a positive reward with 𝐺𝑡 discounted by 𝜗 if the amount of energy 

exported to the utility is greater than the purchased energy. Else, the agent receives a negative reward of 𝐶𝑔
𝑡   computed as 

equation (5.20).              

 𝐶𝑔
𝑡 = −(𝑃𝑙,𝑡

𝑟𝑒𝑚 + 𝐵𝐸𝑆𝑆(𝑎𝑡) ∙ 𝐸) ∙ 𝐺𝑡                                                                                                                                     (5.20)                                                                                                                  
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In equation (5.20) 𝑃𝑙,𝑡
𝑟𝑒𝑚 is the microgrid’s unserved load demand at each time step (kW) while 𝐺𝑡  is the instantaneous grid 

tariff (R/kWh). The sum total of power exchanged with the main grid at each time slot t is illustrated as 𝑃𝑙,𝑡
𝑟𝑒𝑚 + 𝐵𝐸𝑆𝑆(𝑎𝑡) ∙ 𝐸. 

To always ensure that the available stored energy in the BESS 𝑆𝑜𝐶𝑡 can satisfy the net load demand 𝑃𝑙,𝑡
𝑁𝑒𝑡a reward termed as 

𝑐𝑏
𝑡  is added as a positive reward to the total reward computation 𝑟(𝑠𝑡 , 𝑎𝑡). This reward primarily motivates the agent to keep 

the battery’s SoC high such that at each time step, the net load can independently be covered by the battery. It is modelled with 

the grid tariff 𝐺𝑡  such that as prices increase, the benefit increases as well. In basic terms, the reward represents the lower cost 

of using the battery rather than buying power from the grid [95]. 

 𝑐𝑏
𝑡 = {

𝑃𝑙,𝑡
𝑁𝑒𝑡 ∙ 𝐺𝑡                𝑖𝑓 𝑃𝑙,𝑡

𝑁𝑒𝑡 ≤ 𝑆𝑂𝐶𝑡
𝑛  − 𝑆𝑂𝐶𝑚𝑖𝑛) ∙ 𝐸 

(𝑆𝑂𝐶𝑡
𝑛  − 𝑆𝑂𝐶𝑚𝑖𝑛) ∙ 𝐺𝑡 ∙ 𝐸,                        𝑒𝑙𝑠𝑒

                                                                                                   (5.21)                                                                                    

Finally, the penalty 𝑐𝑜
𝑡  is computed as shown in equation (5.22) for any excess energy delivered to the battery by the agent but 

is not used in the charging/discharging of the battery due to enforced battery limits.  

𝑐𝑜
𝑡 = {

−(2(𝑆𝑂𝐶𝑡
𝑛  + 𝑘(𝑎𝑡) − 𝑆𝑂𝐶𝑚𝑎𝑥) ∙ 𝐺𝑡 ∙ 𝐸    𝑖𝑓(𝑆𝑂𝐶𝑡

𝑛  + 𝑘(𝑎𝑡) > 𝑆𝑂𝐶𝑚𝑎𝑥   

−2(|𝑘(𝑎𝑡)| − (𝑆𝑂𝐶𝑡
𝑛  + 𝑆𝑂𝐶𝑚𝑎𝑥)) ∙ 𝐺𝑡 ∙ 𝐸    𝑒𝑙𝑖𝑓(𝑆𝑂𝐶𝑡

𝑛  + 𝑘(𝑎𝑡) < 𝑆𝑂𝐶𝑚𝑖𝑛 

0                                                    𝑒𝑙𝑠𝑒

                                                      (5.22)   

To compute the total reward, battery degradation cost 𝐶𝑑𝑒𝑔
𝑡  calculated as shown in equation (5.12) is also included as a negative 

reward in equation (5.23) which computes the total reward that the agent receives [87].                                                                                                                  

Let 𝑟(𝑠𝑡 , 𝑎𝑡𝑠𝑡+1) represent cumulative reward received by the agent for taking an action 𝑎𝑡 at state 𝑠𝑡 which is determined as 

the total of all rewards stated above as [87].    

 𝑟(𝑠𝑡 , 𝑎𝑡) = 𝐶𝑔
𝑡 + 𝐶𝑑𝑒𝑔

𝑡 + 𝐶𝑏
𝑡 + 𝐶𝑜

𝑡                                                                                                                                        (5.23)  

5.5 DQN algorithm for grid-tied PV battery microgrid energy management 

 

1.Inputs: 𝑁=20000, 𝐾=8, 𝜀𝑚𝑖𝑛 = 0.001, 𝜀 = 1, 𝛾 = 0.95, 𝛼 = 0.001, 𝐶=100 

2.Initialize replay buffer with capacity 𝑁 and the mini-batch 𝐾 

3.Initialize the network (𝑄(𝑠, 𝑎; 𝑤)) with random weights 𝑤𝑜 

4.Initialize the target 𝑄̂(𝑠, 𝑎; 𝑤) with random weights 𝑤𝑜
− 

5. For episode =0 to max episode, do 

6.            Initialize Simulation Environment 

7.            For t=0, T-1, do 

8.                     Observe the current state 𝑠𝑡. 

9.                     Choose an action 𝑎𝑡  from 𝐴𝑠𝑡
 using the 𝜀 greedy. 

10.                    Execute the selected action 𝑎𝑡 in the microgrid’s simulated environment. 
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11.                    Get the next state 𝑠𝑡+1, and reward 𝑟𝑡+1. 

12.                    Store the transition set (𝑠𝑡 , 𝑎𝑡 , 𝑟𝑡+1, 𝑠𝑡+1 ) to replay buffer. 

13.                   Sample mini-batch of transitions (𝑠𝑗 , 𝑎𝑗 , 𝑟𝑗+1, 𝑠𝑗+1) from replay memory (𝑁) randomly 

14.                      If 𝑠𝑗+1 terminal state, then 

15.                             𝑡𝑎𝑟𝑔𝑒𝑡𝑗 = 𝑟𝑗 

16.                      else 

17.                              𝑡𝑎𝑟𝑔𝑒𝑡𝑗 = 𝑟𝑗 + 𝛾 max 𝑄̂(𝑠𝑗+1, 𝑎𝑗+1; 𝑤−)   

18.        Do a gradient descent with loss  ([𝑡𝑎𝑟𝑔𝑒𝑡𝑗 − 𝑄(𝑠𝑡 , 𝑎𝑡 , 𝑤)]2) and step size 𝛼                                                                            

19.        Every 𝐶 episodes update target weights 𝑤− with current network weights 𝑤  

20.              Set 𝑠𝑡 ← 𝑠𝑡+1 

21.               Update epsilon 𝜀 

22.  End for 

23.             End for 

24. End for 

 

 

5.5.1         DQN Learning Algorithm 

This chapter extends  on the works presented in [93] and [109] that used deep Q network with experience replay and the target 

network. This study however employs DQN algorithm to learn optimal energy flow in the designed EMS environment 

presented in section 5.4. Q-learning has been proven to converge to the best policy with a probability of one [87]. To 

approximate the action-value or function in deep Q-learning, a deep Q network (DQN) is used. The learning agent keeps a 

dedicated DQN that accepts the current state as an input and outputs the value functions for each action in the given state. 

Multiple episodes are required to train the DQN. The learning agent uses the epsilon greedy or 𝜀 -greedy strategy to explore 

the state-action space in each episode, choosing the action with the maximum Q-value with probability 𝜀 and a random action 

with probability 1 − 𝜀. The 𝜀 −greedy strategy seeks to balance the exploration-exploitation conundrum, i.e., exploiting the 

currently available best Q-value value and exploration of a better alternative. At each timestep 𝑡, the initial state is read, and 

the value of battery energy is initialized (initial SoC value of 0.25 is selected, which is in the range of maximum and minimum 

SoC values). After a state is read for every episode, the epsilon greedy strategy is used to pick an action from the list of possible 

actions. The list consists of battery charge and discharge power values in kW. The action selected is then executed to the 

simulation environment modelled as MDP and the next state, which is𝑠𝑡+1 ={𝑡 + 1, 𝑃𝑡+1
𝑃𝑉 , 𝑆𝑂𝐶𝑡+1

𝑛 , 𝐺𝑡+1, 𝑃𝑙,𝑡+1 }and reward are 

obtained as the output. The agent then collects and stores the state, action, reward, and next state tuple, (𝑠𝑡 , 𝑎𝑡 , 𝑟𝑡+1, 𝑠𝑡+1 ) in 

the replay memory buffer. Once the experience replay memory has enough sample equivalate to the capacity of the mini-batch, 
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a sample mini-batch 𝐾 is randomly taken to training DQN. The process continues until the agent reaches the terminal state 

(𝑇 − 1), and the algorithm runs up to the last episode [109].  

The process of training is shown in the algorithm. After the learning is complete, a trained DQN model with optimized 𝑤∗ 

such that 𝑄 (𝑠, 𝑎, 𝑤∗) best estimates the optimal Q-value for each state is returned. To retrieve the optimized policy, state values 

are fed to the trained DQN model, and the model returns the control actions that maximize the Q-value, i.e., optimal actions. 

Thus, from this, the optimal schedule of the battery and optimal power flows from and to the grid from  𝑡 = 0 to 𝑡 = 𝑇 − 1 are 

acquired. 

5.6 Simulations Set Up 

To test the proposed approach effectiveness and performance, several test cases are studied i.e.  

• Slow fluctuating load profile 

• Medium fluctuating load profile  

• Fast fluctuating load profile 

5.6.1 Experimental Data 

 

 

 

The algorithm is tested using a slow, medium, and fast fluctuating demand profiles to demonstrate the ability to adapt to 

changes in the environment and deal with uncertainties effectively. Load profile data for the slow fluctuating load curve is 

obtained from a building in a university in South Africa, for medium fluctuating load, a modified commercial load profile data 

adopted from [120] is used, whereas, for the case of fast switching load curve, electric vehicle charging station (EVCS) data 

adopted from [10] is leveraged. Figure 5.2 displays the different sets of load curves considered in this study. The simulation is 

based on a solar PV system located in Cape Town, South Africa [121]. For the energy prices, a Time of Use (ToU) grid tariff 

provided by the local grid operator in South Africa (ESKOM) is used. Specifically, summer rate is considered, which are 

composed of on-peak R139/kWh, mid-peak R90/kWh, and off-peak R57kWh for the buying prices [113]. To stimulate local 

PV adoption and mitigate the negative effects of microgrid uncertainty on the main grid, selling prices are discounted by a 

factor of 𝜗 = 0.75 [26]. The value of 0.75 for this factor is adopted from [46], and the same is also used extensively in similar 

                                (a)                                                      (b)                                                          (c) 

Figure 5.2: (a) ToU price profile (b) Solar PV generation profiles (c) Energy demand profiles 
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research. A Lithium-ion battery of 150kWh capacity is used, and the (dis)charging power is discretized to 𝒜 = [−50kW, 

−25kW, 0, 25kW, 50kW]. The initial, lower, and upper SoC values were set to 0.25, 0.05, and 0.95, respectively for all the 

case studies. The initial battery investment cost is calculated using the current market price of a Li-ion battery of $135/kWh 

(R2025/kWh) [62]. The efficiencies of solar PV and battery power inverters are assumed to be 100% for simplicity's sake, 

meaning no power is lost at the power electronics interface. Grid export power is constrained to 50kW, while the import power 

limit is set to 80kW. Here the grid export power is assumed to be constrained by the battery discharge limit while the import 

power is not strictly constrained as the agent should learn to minimize the importing cost. However, for all the load curves, it 

is ensured that the 80kW limit is not exceeded. 

5.6.2 DQN Parameters Selection 

The Q-function in the tests is estimated using a simple deep neural network (DNN) with three fully connected hidden layers, 

while each layer consists of 16, 16, and 16 neurons, respectively. As the activation function, the rectified linear unit is used 

because it learns fast, is simple and seems to work well empirically [93]. Adam’s algorithm is used for loss minimization 

between the predicted value and the target value, as shown in equation (5.7) [129]. The experience replay buffer memory size 

is set to 20000 based on the RAM capacity. The batch size for this project was selected based on trial and error as a value of 8 

gave the best results. The epsilon 𝜀 which controls action exploration and exploitation was decreased linearly from a value of 

1 to 0.001, and at around episode 4000, exploration probability gets to 0.001. Update of the target network weights with policy 

network weight occurred after every 100 iterations. The simulation study was carried out using Python 3.7.0 with PyTorch 

1.1.0, a machine learning package. The model is trained using the algorithm presented in section 5.5, and the hyper-parameters 

are shown in table 5.1. 

 

Table 5.1: DQN hyperparameters 

Hyperparameters Value 

Experience replay memory size 𝑁 20000 

Experience replay mini-batch size 𝐾 8 

Learning rate 𝛼 0.001 

Discounting factor 𝛾 0.95 

Epsilon 𝜀 in the 𝜀 greedy policy From 1 linearly decreases to 0.001 

Number of training episodes  15000 

Target network update interval 𝐶 After every 100 episodes 

Timestep ∆𝑡 1 hr 

 

5.7 Simulation Results and Discussions 

5.7.1 Reward Convergence Analysis 

The controller's performance is initially evaluated in terms of the cumulative rewards earned during the training phase. This 

thesis looks at how the reward varies over time and how quickly the agent learns the best feasible policy because the agent's 

goal is to have a policy that maximizes rewards across the entire optimization horizon. Figure 5.3 displays the training curve, 

which shows the average reward convergence tendency for three different load curves in the proposed energy management 

scheme over the training phase of 15000 episodes. It should be noted that the results in Figure 5.3 were produced using the 
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same simulation settings as in Table 5.1. This is because the epsilon greedy mechanism incorporates an exploration activity 

into the learning phase. The initial reward is low because the learning agent is engaging in trial-and-error. The epsilon () value 

starts at one and decays linearly over time. In this way, the agent begins to explore aggressively early on. At about episode 

4000, when epsilon decreases to a value of 0.001, the agent becomes greedier, i.e., control actions that yield higher rewards 

are selected with higher probability. Finally, the algorithm converges at about episode 5000, producing the optimized policies 

as seen in the section below. Since the DQN keeps on choosing random actions with a small probability of epsilon 0.001, the 

episodic rewards fluctuate from episode 5000 to episode 15000. The result demonstrates that the proposed approach succeeded 

in learning to increase the cumulative rewards. The online DQN neural network is trained using the Adam’s algorithm, which 

backpropagates the gradient of the loss value for every component in the neural network’s weights vector. As the training 

process begins, the weights are initialized arbitrary, and the backpropagation algorithm minimizes the loss function shown in 

equation (5.7) starting from the output layer and progressing backwards. After training, the optimal weight parameters of DQN 

are used to acquire the optimized control actions.  

 

Figure 5.3: Learning characteristics for the DQN algorithm 

5.7.2 Energy Management Analysis for the trading case 

Case study 1 (Slow Fluctuating Load Profile): Figure 5.4a displays the microgrid’s optimized power schedules for Case 

Study 1 for slow fluctuating load profile. Figure 5.4b shows the SoC trajectories for the battery. Since, for this case, the load 

curve is smooth, i.e., the power fluctuation rate is very minimal. It is seen that the algorithm learns to shift the microgrid’s load 

from times when grid tariff is peak to off-peak times, thus minimizing the aggregate peak load and reducing system running 

cost. Between 00:00 to 06:00, when grid prices are very low, power draw from the utility is very high, at 00:00 65kW is 

imported, wherefrom 01:00 to 06:00 50kW is constantly drawn. This occurred because the algorithm initiated a cost-effective 

charging process at the low ToU period to completely shift the demand if grid prices increase in the future. During this time, 

the battery's SoC gradually increased to about 0.65 by constantly charging the battery with 50kW for 7 hours with the cheap 

grid power. From 07:00 to 09:00, when grid prices peak (a 73R/kWh increase is recorded), it is seen that the agent learns to 

schedule zero grid power at that time as the load is being met by the battery and partly solar PV. From 10:00 to 14:00, as there 

is sufficient PV power to meet the demand in full, the excess PV, which amounts to an average of 13kW, is used to charge up 
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the battery. Thus, a slight increase in battery SoC is seen. At 15:00, when tariffs are at mid-peak and PV generation is slowly 

decreasing, the algorithm opts to gradually charge the battery in advance to support the microgrid in case of any unforeseen 

uncertainties. Thus, from 15:00 to 17:00, the SoC of the battery is increased to 0.85 to meet the demand during the second 

peak, which occurs at 18:00 and 19:00 when PV generation is zero. At 18:00, when R40 increases the utility tariff, the SoC 

drastically decreases because grid power intake has been lowered to 25kW and further reduced to zero at 20:00. This is resultant 

from the fact the microgrid’s demand has been catered for by the battery in full.  

 

 

(a)                                                                                                      (b) 

Figure 5.4: (a) Optimized energy schedules (b) tendency of the SoC of the battery for slow fluctuating load profile (Obtained 

using DQN algorithm). 

 

(a)                                                                                             (b)                       

Figure 5.5: (a) Energy schedules (b) tendency of the SoC of the battery for slow fluctuating load profile (Obtained using 

conventional Q-learning) 

At 22:00, when utility prices change to off-peak, a large uptake of the cheap grid power is seen to charge the battery and partly 

meet the uncovered load. At 23:00, the policy opts to keep the battery idle; this happens because 23:00 is the last time step, 

and the agent is rewarded for minimizing power intake from the grid; thus, it opts to idle. From these results, the algorithm is 

seen to learn grid tariff and solar PV uncertainties instead for the case of a slow fluctuating load profile. From figure 4b, it is 

seen the algorithm raises SoC by charging the BESS when the utility prices are low and lowering power intake when the prices 
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are high. These charging actions effectively reduce the overall operating cost and increase system efficiency by purchasing 

energy when prices are low and shifting loads from when the utility is heavily loaded.  

Figures 5.5a and 5.5b show the energy schedules and BESS SoC obtained by the traditional Q-learning algorithm. Unlike in 

the DQN algorithm, it’s observed that the Q-learning approach doesn’t take advantage of the cheap grid power to raise the 

battery’s SoC; thus, part of the microgrid’s load is forced to be covered by the grid at high grid tariffs. From 00:00 to 05:00, it 

can be observed that for 3 hours, the battery is charged with 25kW, and the utility covers the unmet load demand. From 06:00 

to 09:00, when grid tariff’s, it is seen that the expensive grid power meets the microgrid’s load as the battery cannot cover the 

load demand in full. At 10:00 and 11:00, the agent is seen to discharge the battery to earn so revenue at mid-peak prices. The 

net demand, as previously stated, is unknown and stochastic, and therefore, like the DQN agent, the Q-learning agent charges 

the battery to ensure it meets its net demand in the future. From 13:00 to 16:00, the battery SoC is raised, such that when the 

grid prices peak for the second time, grid power intake is minimized. In comparison, the DQN algorithm performs better as it 

takes proactive decisions and can also learn the grid tariff uncertainties and plans by ultimately shifting the microgrid’s load.  

Case study 2: Figures 5.6a and 5.6b show the optimized energy schedules and the changes in SoC of the battery for the medium 

fluctuating load profile. For this type of load curve, peak load occurs when PV generation is also at its peak. However, like the 

slow switching load curve, it is noted that the agent learns the tariff’s uncertainties by increasing the battery SoC to minimize 

utility peak load demand. From 00:00 to 06:00, when grid tariffs are off-peak and lower, the algorithm gradually increases the 

SoC of the battery to 0.85 to meet its load when tariffs increase. From 07:00 to 09:00, when the first grid tariff peak occurs 

(utility prices increase by 73R/kWh), the agent prioritizes power discharge into the grid to obtain revenue, and this is done 

within the contract's limits.  At 10:00 to 16:00, the PV is sufficient to supply the load; however, at 10:00, the algorithm 

discharges the battery again at mid-peak prices to obtain revenue. This indicates the effectiveness of the method in learning 

utility tariffs and supporting the utility during peak times. From 13:00 to 15:00, zero grid power is scheduled as PV generation 

can cater for the total load fully, and any excess PV power is used to charge the battery; thus, a slight gradual increase in SoC 

for the battery is noted. Owing to the fact that the second peak occurs at18:00 and 19:00 when PV generation is scarce, and the 

load demand is still high, the BESS is charged with energy in advance at 16:00 and 17:00 for potential future load shifting. It 

is seen that at 18:00 and 19:00, the algorithm reduces the uptake of power from the utility to zero for 2 hours, thus indicating 

that the agent can learn policies to boost the ESS's SoC to meet net demand on their own. At 20:00, when grid tariffs are 

lowered by R40, an increase in power absorbed from the grid is recorded as the policy recommends the battery to remain idle 

(a)                                                                                                    (b) 

Figure 5.6: (a) optimized energy schedules (b) tendency of the SoC of the battery for medium fluctuating load profile 

(Obtained using DQN algorithm) 



74 | P a g e  
 

as the SoC is very low. However, the tariffs are cheap; hence, the microgrid can fully utilize the cheap power to supply its load. 

Regarding microgrid’s uncertainties, it is seen that the agent learns to schedule high grid power uptake when tariffs are low 

and low grid power intake when grid prices are high. This helps in filling grid demand curve valleys.  

The inability to see and plan for the morning grid tariff peak and learn a profitable schedule is evident in the Q learning 

algorithm. Figures 5.7a and 5.7b display energy schedules and BESS SoC obtained by the traditional Q learning algorithm.  

Like the slow switching, the Q learning algorithm doesn’t quite learn to take full advantage of the cheap grid power between 

00:00 and 05:00. As a result, it is observed that at 07:00, when grid tariffs peak, the microgrid can’t meet its net demand in full 

and part of its load is covered by the expensive grid power. In comparison to the DQN algorithm in figure 5.7a, the agent trades 

power to the grid at that peak tariff time, thus ripping more revenue and supporting the main grid when it experiences its peak 

demand. At 13:00 and 14:00, the agent discharges the battery with 25kW and 50 kW respectively to earn revenue at mid-peak 

prices. From 15:00 to 18:00, zero power is scheduled from the grid as the reducing PV power and energy stored in the battery 

is used to meet the microgrid’s load in full. In comparison to the DQN algorithm, which manages to schedule zero grid power 

for 3 hours at the second peak tariff, which occurs at 18:00 and 19:00, the Q learning algorithm only lowers the load demand 

to zero for only one hour. From 20:00, when grid tariffs are reduced, the constant charge policy of 25kW is recommended for 

4 hours which helps the battery to end with a slightly high energy level compared to the DQN approach. In comparison to the 

DQN algorithm, it is observed that the DQN algorithm learns to recommend actions that can cope with the unpredictable 

demand and takes the utility’s dynamic tariff to support it in times of peak demand.  

Case study 3: The fast-fluctuating load curve considered is an electric vehicle charging station load curve obtained from [10]. 

Figures 5.8a and 5.8b display the optimized energy schedules and the SoC trajectories during a 24-hour horizon for the fast-

fluctuating load demand. The EVCS load demand profile indicates that it peaks in the morning when the grid tariffs are also at 

their peak and peaks again in mid-day and the evening as well. Since energy consumption, grid tariff, and solar PV are unknown 

information; the developed algorithm should strategically maximize the utilization of energy stored in the battery and ensure 

load demand is not exposed to future high grid prices. An efficient EMS should simultaneously meet any unexpected high load 

demand effectively and still minimize system operational costs. From 00:00 to 02:00, the load demand is very minimal; 

however, it is seen that the algorithm increases the SoC of the battery to about 0.9 to meet its highest net demand of 80kW that 

occurs the same time when tariffs are high, i.e., from 06:00 to 08:00. Thus, 25kW is constantly drawn from the utility from 

03:00 to 04:00 and 50kW is imported at 00:00 to 02:00 and 05:00 and 06:000 as the prices are low and because the algorithm 

(a)        (b)                                 

Figure 5.7: (a) Energy schedules (b) tendency of the SoC of the battery for medium fluctuating load profile (Obtained using 

Q learning algorithm). 
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foresees the unpredictable peak demand and prepares for it in advance. From 07:00, when grid tariffs and EVCS load 

simultaneously change to peak, it is noted that the battery can cope with the unpredictable demand as zero power is scheduled 

from the grid (grid peak minimization), and all microgrids load is catered for by the battery. The second mid-peak occurs at 

11:00 when solar PV is sufficient to cover for it entirely. From 11:00 to 13:00, as solar PV is more than the load demand, the 

EMS obtained revenue by selling the excess power to the utility grid at mid-peak prices. The third peak demand of the microgrid 

is also 80kW, and it is seen to occur between 17:00 to 19:00. Note that this peak coincides with the second tariff peak that 

occurs between 18:00 and 19:00. Selling Power to the utility gives the agent more rewards, but we see the agent was strategic 

in discharging the battery up to 0.5. This implies that the proposed approach takes proactive decisions by being mindful of its 

future load demand. At 16:00 and 17:00, the battery is charged up to 0.85, and at 18:00 and 19:00, when the tariffs are high, 

EVCS peak load is minimized to by 68% as a constant uptake of 25kW grid power is recorded. SoC is observed to decrease as 

the battery is supporting large amounts of energy demand. From 22:00 to 23:00, when the tariff moves to off-peak, the SoC of 

the battery is increased by charging the battery with the cheap grid power. At 23:00, we observe a slight instability where the 

agent performs a suboptimal action of discharging the battery to rip some revenue at off-peak tariff. This may have resulted 

from the stochasticity in the environment, which causes the suboptimal decision by the agent.  However, in all the other 

timesteps, results demonstrate the efficacy of the proposed DQN approach to optimally dispatch the battery in both load and 

(a)                                     (b) 

Figure 5.8: (a) optimized energy schedules (b) tendency of the SoC of the battery for fast fluctuating load profile. (Obtained 

using DQN) 

(a)                                              (b) 

Figure 5.9: (a) Energy schedules (b) tendency of the SoC of the battery for fast fluctuating load profile. (Obtained using 

conventional Q-learning) 
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tariff uncertainties, whereby the agent learns policies to raise the battery’s SoC, thus enabling the EMS to cope with a fast-

fluctuating load profile. 

Figures 5.9a and 5.9b show the energy schedules obtained using the Q-learning algorithm. Like the slow and medium 

fluctuating load profiles, the algorithm doesn’t learn to prepare for the highest net demand, as seen in the plots. The algorithm 

starts by raising the SoC to around 0.65 between 01:00 and 02:00. However, the consecutive actions are not optimal as it is 

observed that the battery remains idle and worse still gets discharged when grid tariffs are very low. Consequently, at 07:00, 

when grid tariffs peak, it is observed that part of the microgrid’s load is exposed to the high grid prices. From 10:00 to 13:00, 

the agent is observed to discharge the battery at the mid-peak prices, when also the PV power is available. Unlike the DQN 

algorithm, which manages to lower power intake when grid tariffs peak the second time at 18:00 and 19:00, Q-learning doesn’t 

learn to prepare for the second-highest net demand as seen in Figure 5.9a as at 19:00 very high power of about 80kW is being 

covered by the grid. From 19:00 to 23:00, the load is fully met by the grid as the battery SoC is low, as the algorithm 

recommends an idle action and PV is zero at that time.  

5.7.3 Cost Reduction Analysis  

Figure 5.10 shows the comparative analysis of the daily operational costs for the three load demands based on the DQN 

algorithm and conventional Q-learning. The learning capability of the agent causes a reduction in microgrid overall operation 

cost, which is computed as shown in equation 5.9. However, as can be seen in figure 5.10, DQN outperforms Q-learning in 

reducing system operational cost as it obtains a lower global cost over all the tested load curves. For the case studies considered, 

DQN showed more advantages and better learning capabilities. It significantly reduced daily operational costs by about 15%, 

24%, and 26% for the slow, medium, and fast fluctuating load profiles, respectively Q-learning. These results indicate the 

robustness of DRL techniques in achieving a lower global cost in highly stochastic settings and further serves as a core 

motivation to deploy learning algorithms in power systems. These improved results are attributed to the fact that the DQN 

algorithm employs an experience replay memory that allows the agent to learn from past experiences as new data is collected. 

This strategy ensures that the algorithm is not trapped in a local minimum and handles system data more efficiently. Unlike 

the vanilla Q-learning method that sequentially updates a Q-table, in DQN, the agent is trained randomly, i.e., training data is 

sampled from the replay memory randomly and used to update the DQN. This strategy breaks data correlations from 

consecutive experiences, thus leading to sufficient learning and achievement of profitable energy schedules. 

 

Figure 5.10: Cost comparison between DQN and traditional Q- learning in the case studies analysed. 
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5.7.4 Summary 

The simulation results show that the DQN algorithm does outperform the traditional Q-learning algorithm to achieve stable 

results with lower operational costs. The fact that reinforcement learning approaches are very adaptable is the most important 

reason for their superiority. However, designing generic heuristic rules that would operate well in different operating conditions 

is not easy. In this article, the DQN approach was tested with different fluctuating load profiles. As seen in the section above, 

the DQN algorithm achieves much better results than the traditional Q-learning method. As the level of stochasticity in the 

environment increases, it is noteworthy that conventional Q-learning fails to obtain optimal policies. It's worth noting that DQN 

policies are generated using the same set of hyperparameters, implying that the suggested approach is adaptable to different 

load fluctuations. DQN is more computationally intensive regarding training time as it takes 584 seconds to train while Q-

learning takes 44 seconds. However, the time it takes to retrieve the optimized policies, i.e., the time it takes to observe states 

and decide the actions that must be taken to operate the microgrid, is 0.0035 seconds for the DQN approach and 0.0039 seconds 

for the Q-learning method, indicating that proposed method can be effectively leveraged in real-time operations. 
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6 CONCLUSION AND FUTURE RECOMMENDATIONS 

The key results and contributions of this work are presented in this chapter. It also makes recommendations for future works. 

6.1 Conclusion 

The area of EMS in the last decade has generated tremendous research interest in its microgrid applications. In an energy 

management system, optimization algorithms are needed to minimize the energy drawn from the utility grid, level peak loads, 

balance energy fluctuations, maximize renewable energy usage, and reduce power losses. This thesis aimed to explore two 

reinforcement learning techniques, namely Q learning and deep Q network, for energy scheduling purposes in a grid-tied solar 

PV battery microgrid.  

First, the energy management algorithm based on Q learning was developed to manage energy flows between the battery and 

the main grid in a microgrid supplying power to a commercial load. The EMS was formulated as a Markov decision process 

to ensure practical application considering state, action, and reward function. Considering a ToU grid tariff and stationary 

battery degradation cost, simulation results indicated that cost minimization could be achieved with appropriate hyperparameter 

tuning and proper restriction to the action space at each state. Moreover, the findings showed that responding appropriately to 

the dynamic grid tariff is a critical component of cost reduction and system efficiency. It is noteworthy that the Q learning 

algorithm managed to lower operational costs in the two case studies regardless of the different tariff structures and the seasons 

considered. However, comparing the non-trading EMS to the trading EMS model, the energy trading algorithm achieved 

slightly better results as it reduced the energy costs by 4.033% more in the summer season and 2.199% in the winter season. 

The reinforcement learning approach was observed to avoided high operational prices, efficiently utilized PV generation, and 

ensured reasonable SoC levels, thus has the potential to be used in grid support applications such as peak load shaving and 

increasing system efficiency. 

The thesis also approached the challenge of designing methods to improve conventional reinforcement learning to deep 

reinforcement learning by developing a grid-tied microgrid's deep Q network-based energy management scheme. Then, the 

performance of the deep Q network was evaluated with different types of load fluctuations, i.e., slow, medium, and fast 

fluctuating load profiles. First, the problem was mathematically formulated, outlining each cost component that must be taken 

into accounts, such as battery degradation costs and grid energy purchase costs using a ToU tariff. After that, the problem is 

stated as a Markov Decision Process (MDP), which involves describing the operation of the microgrid as a state, action, and 

reward function. The MDP was then solved using a deep Q-network method, and the simulation results contrasted to those 

obtained using the traditional Q-learning method. Experiment results exhibited that the developed DQN approach learns the 

battery's best control policy considering tariff and load uncertainties and battery degradation. Still, the proposed approach 

outperformed the conventional Q-learning method in terms of system operation cost reduction and battery utilization for all 

the different load profiles considered. The proposed unique formulation of the EMS problem and the implementation of recently 

established learning algorithm improvements, such as experience replay and target network, were the primary reasons for the 

attained effective performance, i.e., improved convergence and better policies.  

6.2 Recommendations for Future works 

Due to the high levels of complexity and uncertainty involved in renewable-based microgrids, designing and executing an 

effective EMS for them is a difficult undertaking. Though reinforcement learning approaches have proven successful in solving 

complex computer games problems, they are not perfect.  When it comes to real-world implementations, RL approaches face 
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significant challenges due to insufficient data, algorithmic hyperparameter tuning, and instability concerns. Presently, 

academics and researchers worldwide are working together to improve performance and enable the application of these 

algorithms in solving power system problems.  

Further research based on the application of reinforcement learning to power systems can be extended in different directions, 

as stated below. 

• Research to develop better tuning mechanisms rather than trial and error methods should be investigated as hand-

tuning of hyperparameters can be problematic. 

• More scenarios can be explored using other modern reinforcement learning techniques (such as soft actor critic 

(SA3C) deep deterministic policy gradient (DDPG) and twin delayed DDPG (T3D) among others) and different grid 

tariffs. Also, introducing flexibility on the demand side can be an interesting axis for future research.  

• The proposed optimal energy management system can be further used in related studies, such as IEEE test feeders. 

• Developing an appropriate pricing scheme that considers both the interests of distribution network operators and those 

of prosumers is also a worthwhile research topic to address. 

• Further developments on the objective function aimed at minimizing power losses at the distribution lines and power 

electronics interface can also be done. 

• Further developments of this model, including battery degradation resulting from thermal heating related factors, can 

also be investigated.  

• In the control mechanism, clustered microgrids' exchange of energy and their interoperability is also worth 

investigating.  
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Table 8.1: Input data used chapter 4 

Time Commercial 

load profile 

Summer PV 

profile 

Winter PV 

profile 

Summer Grid 

tariff profile 

Winter grid 

tariff profile 

0 45 0.0 0.0 57.49 66.27 

1 65.6 0.0 0.0 57.49 66.27 

2 61.5 0.0 0.0 57.49 66.27 

3 77 0.0 0.0 57.49 66.27 

4 77 0.0 0.0 57.49 66.27 

5 76 0.0 0.0 57.49 66.27 

6 103 0.8 0.0 90.19 399.17 

7 72.5 21.6 18 130.69 399.17 

8 119.5 71.3 67 130.69 399.17 

9 147 122.2 99 130.69 121.46 

10 135 163.6 117 90.19 121.46 

11 188.5 192.3 126 90.19 121.46 

12 207.5 208.5 126 90.19 121.46 

13 181 211.5 114 90.19 121.46 

14 180 199.3 91 90.19 121.46 

15 158.5 169.9 57 90.19 121.46 

16 137.5 128.0 1.0 90.19 121.46 

17 112 76.2 0.0 90.19 399.17 

18 114.5 21.5 0.0 130.69 399.17 

19 94 0.3 0.0 130.69 121.46 

20 93 0.0 0.0 57.49 121.46 

21 86.5 0.0 0.0 57.49 121.46 

22 86.5 0.0 0.0 57.49 66.27 

23 45.5 0.0 0.0 57.49 66.27 

 

Table 8.2: Input data used in chapter 5 

Time Slow 

fluctuating 

load curve 

PV Medium PV fast PV Summer 

Grid 

tariffs 

0 34.82 0.0 16.87 0. 0    5 0.0 57.49 

1 44.49 0.0 24.6   0.0   5 0.0 57.49 

2 40.096 0.0 23.06 0.0     0 0.0 57.49 

3 42.712 0.0 28.87 0.0   10 0.0 57.49 

4 43.708 0.0 28.87 0. 0  20 0.0 57.49 

5 44.155 0.0 28.5  0.0   40 0.0 57.49 
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6 44.991 6.0 38.62  0.3   58 8.0 90.19 

7 45.855 21.0 27.18  8.1   80 28.0 130.69 

8 40.745 35.0 44.81 26.73 76 49.0 130.69 

9 39.525 47.0 55.12  45.82 43 65.0 130.69 

10 36.957 55.0 50.62 61.35 22 76.0 90.19 

11 38.263 60.0 70.68  72.11 60 82.0 90.19 

12 42.516 61.0 77.81 78.18 41 84.0 90.19 

13 46.485 57.0 67.87  79.31 22 79.0 90.19 

14 47.064 49.0 67.50  74.73 10 67.0 90.19 

15 44.737 37.0 59.43  63.71 21 51.0 90.19 

16 47.818 22.0 51.56  48. 0  46 30.0 90.19 

17 34.109 6.0 42.0  28.5 56 8.0 90.19 

18 33.762 0.0 42.93  8.0 65 0.0 130.69 

19 32.471 0.0 35.25  0.11 80 0.0 130.69 

20 38.601 0.0 34.87  0.0   50 0.0 57.49 

21 39.518 0.0 32.43  0.0 18 0.0 57.49 

22 38.401 0.0 32.43  0.0 15 0.0 57.49 

23 37.298 0.0 17.06  0.0 10 0.0 57.49 

 

9 Appendix B: Simulation Tools 

 

Table 9.1: Python tools for machine learning. 

Python Tool Function 

Numpy Arrays manipulation 

Pandas Reading csv/excel files and plotting moving averages 

Pytorch Implementation of neural networks and manipulation of numpy 

arrays to tensors 

Matplotlib Plotting graphs and visualizing learning behaviours 

Random Generating random numbers 

Seaborn Plotting graphs and visualizing learning behaviours 

 

 

 

 

10 Appendix C: Python Code 
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Learning Environment  

class MicrogridEnv (): 

   

    def __init__ (self, agent_action_size): 

        self. _battery_power=np.array([[50]])[0]#Charging power  

        self. _battery_capacity=np.array([[150]])[0]# battery capacity 

        self. _battery_cost=np.array([[2025]])[0]# cost of battery 

        self. _action_set=np.linspace(-1,1,num=n_actions, endpoint=True) 

        self. _init_SoC=0.25   #initial state of charge   

     

    def read_input_data(self, k):  

        d = pd.read_excel(‘simulation_data’)  

        return(list(d.loc[k])) 

 

       

    def step(self,cur_state,_action_ag): 

        cur_solar_pv=cur_state[0] 

        cur_demand=cur_state[1] 

        cur_tariff=cur_state[2] 

        cur_SoC=cur_state[3] 

        cur_SoC_max=cur_state[4] 

        cur_SoC_min=cur_state[5] 

        

        net_load=np.maximum((cur_demad-cur_solar_pv),0) 

        residue_load=np.maximum((net_load-(cur_SoC-cur_SoC_min)*s self._battery_capacity _rated),0) 

        res_SoC=np.minimum(0.95,((np.maximum((cur_solar_pv-cur_demad),0)+np.maximum((cur_SoC-cur_SoC_min)* self._battery_capacity -

net_load,0.05))/ self._battery_capacity)) 

 

_delta_SoC=self.action_set[action]* self._battery_power / self._battery_capacity 

         

        if self.action_set[action]<=0: #discharge 

            new_SoC=np.maximum(0.05,(res_SoC+_delta_SoC)) 

            if (res_SoC+delta_SoC)<=0.05: 

                penalty=cur_tariff* self._battery_capacity *(np.abs(_delta_SoC)-(res_SoC-cur_SOC_min))*2 

            else: 

                penalty=0 

        else: #charge 

            new_SoC=np.minimum(0.95,(res_SoC+_delta_SoC)) 

            if (res_SoC+delta_SoC)>0.95: 

                penalty=((res_SoC+_delta_SoC)-cur_SoC_max)*cur_tariff* self._battery_capacity *2 

            else: 

                penalty=0 

        if net_load<=((cur_SoC-cur_SoC_min)* self._battery_capacity):# load uncertainity 

            penalty_2=cur_tariff*net_load*2 

        else: 

            penalty_2=(cur_SoC-cur_SoC_min)*cur_tariff* self._battery_capacity 

        dod_1=1-res_SoC 

        dod_2=1-new_SoC 

        _dod_1=(694)*dod_1**(-0.795) 

        _dod_2=(694)*dod_2**(-0.795) 
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        bd_cost= self._battery_cost *(np.abs(1/_dod_2-1/_dod_1)) 

         

        grid_power=(residue_load+(new_SoC-res_SoC)* self._battery_capacity) 

        if grid_power<0: 

            trading_cost=0.75*cur_tariff*(residue_load+(new_SoC-res_SoC)* self._battery_capacity) 

        else: 

            trading_cost=cur_tariff*(residue_load+(new_SoC-res_SoC)* self._battery_capacity) 

        battery_degradation_cost=bd_cost*np.abs((new_SoC-res_SoC)* self._battery_capacity) 

         

        oper_cost= battery_degradation _cost+trading_cost 

        reward=(-trading_cost-battery_degradation _cost-penalty+penalty_2)*0.001 

         

        return   new_SoC,reward,grid_power,residue_load,trading_cost,oper_cost, battery_degradation_cost 

Q Learning Code 

states=([x[k,:] for k in range(24)]) 

actions=([i for i in range(5)]) 

q=([[0.0 for i in actions]for state in states]) 

print(q) 

total_episodes=15000 

_alpha_=0.0001 

discounting_rate=0.99 

 

max_explore_rate=1 

min_explore_rate=0.01 

_decay_=0.001 

 

rewards_list= [] 

operation_cost_lost= [] 

action_list = [] 

 

for ep in range(total_episodes): 

    current_episode_rewards=0 

    operational_cost=0 

    timestep=0 

    SoC = np.array([microgrid_env.init_SoC]) 

    SoC_max=np.array([0.95]) 

    SoC_min=np.array([0.05]) 

    Explore_rate=0 

    done = False 

    k=0 

     

    while not done: 

        cur_state = np.concatenate((input_data[timestep, :], SoC,SoC_max,SoC_min), axis = -1) 

         

        _threshold=np.random.uniform(0,1) 

        if _threshold>_epsilon_: 

            _action_ag=np.argmax(q[k]) 

        else: 

            _action_ag=np.random.choice(action_size) 

   new_SoC,reward,grid_power,residue_load,trading_cost,oper_cost, battery_degradation_cost = microgrid_env.step(cur_state, _action_ag) 
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        if timestep<23: 

            timestep+=1 

             

            new_state = np.concatenate((input_data[timestep, :], new_SoC,SoC_max,SoC_min), axis = -1) 

        else: 

            break 

        state=k 

        new_state=k+1 

        q[cur_state][_action_ag]=q[cur_state][_action_ag]*(1-_alpha_)+_alpha_*(reward+discount_rate*np.max(q[new_state][action])) 

        if k<=23: 

            k+=1 

             

        if k==23:             

            state=k 

            q[cur_state][_action_ag]=q[cur_state][_action_ag]*(1-_alpha_)+_alpha_*(reward-q[state][action])   

        SoC=new_SoC 

        current_episode_rewards+=reward 

        operational_cost+=oper_cost 

        done=False 

     

    _epsilon_=min_explore_rate+(max_explore_rate-min_explore_rate)*np.exp(-_decay_*ep) 

    Reward_list=.append(current_episode_rewards) 

    operation_all_episodes.append(operational_cost) 

 

DQN Code 

class ExperienceReplayMem(): 

     

    def __init__(self, max_capacity, input_size, num_actions): 

        self.memory_s=max_capacity 

        self.memory_counter=0 

        self.state_mem=np.zeros((self.memory_s, input_shape)) 

        self.new_state_mem=np.zeros((self.memory_s, input_shape)) 

        self.action_mem=np.zeros(self.memory_s) 

        self.reward_mem=np.zeros(self.memory_s) 

        self.terminal_mem=np.zeros(self.memory_s) 

         

    def store_agent_experiences(self, state, action, reward, next_state, done): 

        idx=self.memory_counter %self.memory_s 

        self.state_memory[idx]=state 

        self.action_memory[idx]=action 

        self.reward_memory[idx]=reward 

        self.next_state_memory[idx]=next_state 

        self.terminal_state_memory[idx]=done 

        self.memory_counter+=1 

         

    def sample_agent_experiences(self, min_batch): 

        maximum_mem=min(self.memory_counter, self.memory_size) 

        batch_s=np.random.choice(maximum_mem, min_batch, replace=False) 

        state=self.state_mem[batch_s] 
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        action=self.action_mem[batch_s] 

        reward=self.reward_mem[batch_s] 

        next_state=self.next_state_mem[batch_s] 

        done=self.terminal_state_mem[batch_s] 

         

        return state, action, reward, next_state,done 

 

 

class DeepQNetwork(nn.Module): 

    def __init__(self,_alpha, num_actions, input_dimention): 

        super (DeepQNetwork, self).__init__() 

        self.fc1=nn.Linear(input_dimention, out_features=16) 

        self.fc2=nn.Linear(in_features=16, out_features=16) 

        self.fc3=nn.Linear(in_features=16, out_features=16) 

        self.out=nn.Linear(in_features=16, out_features=n_actions) 

         

        self.optimizer=optim.Adam(self.parameters(), _alpha=_alpha) 

        self.loss=nn.MSELoss() 

    def forward(self,cur_state): 

        t=F.relu(self.fc1(state)) 

        t=F.relu(self.fc2(t)) 

        t=F.relu(self.fc3(t)) 

        actions=self.out(t) 

        return actions 

    

class DQNAgent(): 

    def __init__(self, input_dimentions,mem_capacity, batch_size, num_action, _alpha, discount_rate=0.99, epsilon=1.0, _decay_rate=1e-5, epsilon_min=0.1, 

replace=1000): 

        self.input_dimention=input_dimention 

        self.num_action=num_action 

        self._alpha=_alpha 

        self.discount_rate=discount_rate 

        self.epsilon=epsilon 

        self._decay_rate=_decay_rate 

        self.batch_s=batch_s 

        self.epsilon_min=epsilon_min 

        self.action_size=[i for i in range(self.num_action)] 

        self.replace_target_cnt=replace 

        self.learn_step_counter=0 

        self.replay_mem=ExperienceReplayMem(mem_capacity, input_dimention, num_action) 

         

        self.Q_value_eval=DeepQNetwork(self._alpha, self.num_action,  

                                 input_dimention=self.input_dimention) 

        self.next_Q_value_eval=DeepQNetwork(self._alpha, self.num_action,  

                                 input_dimention=self.input_dimention) 

         

    def select_action(self, state): 

        if np.random.random()>self.epsilon: 

             

            network_action=self.Q_value_eval.forward(state) 
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 action=torch.argmax(network_action.item() 

 else: 

 action=np.random.choice(self.action_size) 

     return action 

    def update_target_network(self): 

 if episode % self.replace_target_cnt==0: 

 self.next_Q_value_eval. load_state_dict(self.q_value_eval.state_dict()) 

    def decrement_exploration_rate(self): 

 self.epsilon=self.epsilon-self._decay  

 if self.epsilon> self.epsilon_min  

 else: self.epsilon_min     

    def learn(self): 

 if self.replay_.mem_counter<self.batch_s: 

 return 

else: 

 self.Q_value_eval.optimizer.zero_grad() 

 self.update_target_network() 

 self. sample_gaent_experiences()=state,action, reward, next_state, done 

  index=np.arange(self.batch_s) 

 Q_prediction=self.Q_value_eval.forward(states)[index, actions] 

 next_Q_value=self.next_Q_value_eval.forward(next_states.max(dim=1)[0] 

 next_q_value[dones]=0 

 Q_target_value=reward+self.discount_rate*next_Q_value 

 network_error=self.Q_value_eval.loss(Q_target_value,Q_prediction) 

 self.Q_value_eval.zero_grad() 

 network_error.backward()#backprogation 

 self.Q_value_eval.optimizer.step() 

 self.decrement_exploration_rate() 




