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A B S T R A C T   

The airborne fraction of soil (dust) is both ubiquitous in nature and contains localised biological and chemical 
signatures, making it a potential medium for forensic intelligence. Metabarcoding of dust can yield biological 
communities unique to the site of interest, similarly, geochemical analyses can uncover elements and minerals 
within dust that can be matched to a geographic location. Combining these analyses presents multiple lines of 
evidence as to the origin of dust collected from items of interest. In this work, we investigated whether bacterial 
and fungal communities in dust change through time and whether they are comparable to soil samples of the 
same site. We integrated dust metabarcoding into a framework amenable to forensic casework, (i.e., using 
calibrated log-likelihood ratios) to predict the origin of dust samples using models constructed from both dust 
samples and soil samples from the same site. Furthermore, we tested whether both metabarcoding and 
geochemical/mineralogical analyses could be conducted on a single swabbed sample, for situations where 
sampling is limited. We found both analyses could generate results from a single swabbed sample and found 
biological and chemical signatures unique to sites. However, we did find significant variation within sites, where 
this did not always correlate with time but was a random effect of sampling. This variation within sites was not 
greater than between sites and so did not influence site discrimination. When modelling bacterial and fungal 
diversity using calibrated log-likelihood ratios, we found samples were correctly predicted using dust 67% and 
56% of the time and using soil 56% and 22% of the time for bacteria and fungi communities respectively. 
Incorrect predictions were related to within site variability, highlighting limitations to assigning dust provenance 
using metabarcoding of soil.   

1. Introduction 

Dust was first proposed as a forensic evidence tool back in 1929 by 
Edmond Locard in his paper “The analysis of Dust Traces” published in 
the American Journal of Police Sciences. This analysis involved exam-
ining dust particles by hand to find key components that could be related 
to a crime scene [1]. Fortunately, environmental DNA (eDNA) has 
opened the door for faster, easier, and more sensitive methods to draw 

associations between trace material and crime scenes. eDNA encom-
passes all DNA found in environmental material such as water, soil and 
scats, and advancements in Massive Parallel Sequencing (MPS) tech-
nologies has seen this field proliferate [2]. The process of identifying 
organisms within environmental samples using eDNA is termed meta-
barcoding and this involves the amplification of specific universal re-
gions of DNA from environmental samples using Polymerase Chain 
Reaction (PCR) and sequencing this DNA on MPS platforms [3]. This 
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tool is already being applied to forensic science across a range of ap-
plications including sampling DNA from soils or trace materials and 
applying this to determine provenance [4]. Metabarcoding has suc-
cessfully recovered bacterial and fungal communities from trace mate-

rials such as dust [5,6], which, due to its ubiquitous nature, could be a 
key medium for intelligence purposes [4]. Furthermore, geochemical 
and mineralogical analyses may be able to provide complementary ev-
idence to metabarcoding given these analyses have been undertaken on 
dust [7] and have yielded provenance potential in soil samples [8,9]. 
The combination of metabarcoding and biogeochemistry of dust has not 
yet been undertaken, including from dust swabs. Given the small sample 
size of dust collected from an item or location/surface of interest, it is 
unclear whether both analyses could be carried out on the same swab-
bed sample. 

Dust collected on items of clothing or materials, could enable unique 
insights into where a person of interest has travelled. The bacterial and 
fungal signatures of dust have been shown to be localised to the source 
location and are geographically distinct [7,10]. Additionally, this has 
been demonstrated for soil samples [11], whereby community profiles 
can be different even at small geographic scales [12]. Metabarcoding of 
soil samples is used far more broadly than dust metabarcoding for a 
range of ecological applications [13]. This means metabarcoding data 
pertaining to soil samples from wide geographic origins are available in 
public repositories e.g., National Centre for Biotechnology Information 
(NCBI), European Nucleotide Archive (ENA) and these can be compiled 
to create reference databases e.g. Australian microbiome: https://www. 
australianmicrobiome.com/; international project Earth microbiome: 
http://www.earthmicrobiome.org/. The ability to match dust samples 
collected from items of interest to soil samples present in existing met-
abarcoding databases, would be useful to integrate dust metabarcoding 
as a forensic intelligence tool. This exact relationship has not yet been 
quantified, although Badgley, Jesmok and Foran [14] did find that 
bacterial community profiles of soil samples changed with the length of 
time that an item was separated from the sampling location. However, 
this was not to the extent that these items did not cluster with their 
source location in ordinations. Therefore, more research needs to be 
done to assess whether soil metabarcoding can be applied to dust sample 
provenance. 

Alongside using soil samples to determine dust sample origin, 
provenance estimates of dust need to be integrated into forensic case-
work. Relationships between samples using metabarcoding data are 
often analysed using distance-based algorithms and plotted using clus-
tering or ordination such that relationships can be visualised [4]. While 
this is useful, the European Network of Forensic Science Institutes 
(ENFSI) guidelines recommend a Bayesian framework for these analyses 
[15]. The most agreed upon way to present such results is in a likelihood 
ratio (LR) framework. This is shown by the equation below: 

LR =
p(E|Hp)
p(E|Hd)

Hp represents the proposition of the prosecution and Hd represents 
the proposition of the defence. Depending on the circumstances of the 
case, these propositions will vary to best address the question of interest. 
In broad terms, the propositions could be set to answer questions of 
common source or specific source. For common source propositions, the 
questions will be around whether two samples have a common (but 
unknown) origin (Hp), or whether they have a different origin (Hd). For 
specific source, the questions are whether a questioned sample comes 

from a nominated population or site (Hp) or from a population other 
than the one that has been nominated (Hd). This latter type of question 
is what we explore in our work, and leads to a LR which, if described in 
words, can be presented as: 

A LR greater than one supports the prosecution proposition that the 
sample came from the site of interest, while a value less than one sup-
ports the defence proposition that the sample came from a different site. 
Our ability to present results in this way, rather than ordinations, is 
important if dust metabarcoding is to become a tool in criminal in-
vestigations [4]. For complex trace measurements, where the de-
pendencies of measurements are not fully modelled or understood, it is 
common to develop a LR based on ‘scores’ (called a score-based LR) 
[16]. These scores can be assigned by an algorithm designed to identify 
similarities and need not have a real-world meaning. The distribution of 
scores for same-site comparisons and different-site comparisons can 
then be used as population data for evaluating the significance of a 
single score in a case [17]. A LR can also be assigned based on the results 
of logistic regression that assigns a probability to samples coming from 
the same site. 

In this study, we examined whether both biological and chemical 
properties of dust could be ascertained from a single swabbed sample 
and whether the results would prove to be discriminatory between sites. 
Further, we undertook an in-situ experiment to collect dust at different 
case study locations to determine whether the length of time an item 
spent at a location influenced the biological signal, and ability to 
discriminate between sites using metabarcoding. We also developed a 
framework to assess community composition of dust samples in the 
context of forensic casework by employing score-based calibrated log- 
likelihood ratios. By implementing this framework, we could then pre-
dict dust sample origin and examine whether the relationship between 
soil and dust samples is sufficiently correlated to utilise existing soil 
metabarcoding reference databases for future provenance estimates of 
dust. Thus, three main questions were addressed in this study; 1) Can 
biological and chemical properties be obtained from the same dust 
swab? 2) Does the ability to determine dust sample origin using meta-
barcoding change with the length of time spent at a location? And 3) Can 
we integrate dust metabarcoding into forensic casework and use soil 
samples as predictors for dust sample origin? 

Fig. 1. Map of the three study sites where soil was collected for DNA extraction 
and experiments were set up for dust collection. 

LR =
Probability of obtaining the result if the dust sample came from a site of interest
Probability of obtaining the result if the dust sample came from a different site   
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2. Methods 

2.1. Study site 

Three sites with differing soil properties were chosen across South 
Australia to conduct experimental dust collection, the choice of which 
was guided by samples collected by the Terrestrial Ecological Research 
Network (TERN) https://www.tern.org.au/ given soil properties had 
been established for these sites. The sites were Hale Conservation Park 
(34.68 S, 138.91E - a clayey-sand soil with a pH of 5.41), Deep Creek 
Conservation Park (35.61 S, 138.26E- a loam soil with a pH of 5.87) and 
Brookfield Conservation Park (34.31 S, 139.53E- a sandy loam soil with 
a pH of 7.1). See Fig. 1 for site map. Experiments were set up at each 
location and on the same day (week = 0), soil samples (~ 500 g) were 
collected from a 1 m2 area in the centre of the experimental set up (at 
each location) and only the top 0.5 cm of soil was sampled using a 
sterilised trowel (cleaned with bleach, water and ethanol prior to use). 
Three replicates of 250 mg of homogenised soil samples from each site 
were used for the DNA extraction and soil model development. Addi-
tionally, rainfall for the region during the sampling period was recorded 
because, despite a tarpaulin being used for preservation of deposited 
dust particles, excessive rainfall can impact dust accumulation (Fig. S1). 

2.2. Experimental design 

Within each site, three independent dust collection experiments were 
conducted. These consisted of 12, 5 cm × 5 cm tiles placed on three 
circular boards (N = 36) at a height of 0.5 cm off the ground – being the 
optimal height for dust collection [18]. Each board supporting 12 tiles 
each, had an outer metal cage to prevent animal intervention and a 
tarpaulin cover overlaid on top to protect the sample from rain 
(although, we acknowledge in real world scenarios rain and other 
weather factors will impact dust accumulation i.e. UV degradation of 
DNA). The three dust collection boards at each site were spaced ~5 m 
apart to obtain spatial homogeneity at each site. The tiles were cleaned 
with bleach, water and ethanol before being placed at each site to collect 
dust, week = 0. After 1, 4, 8 and 12 weeks, three tiles from each of the 
three boards were selected randomly to account for edge effects and 
swabbed for DNA (3 tiles per board, 9 tiles per site, per week sampled, 
N = 108). Swabbing consisted of a cotton or nylon swab [19] with 60 µL 
of Triton -X buffer pipetted onto the top of the swab, prior to rubbing 
along the entire surface of the tile. The tile was disposed of after 
swabbing to prevent resampling the same tile. Swabs were retained in 
sterilized tubes and kept at room temperature until extraction [19]. An 
example of dust accumulation on the tiles can be found in Fig. S2. 

2.3. Environmental DNA sampling, extraction, and sequencing 

All dust samples (N = 108), soil samples (N = 9) and the addition of 
blank tubes as controls (N = 12) underwent DNA extraction using the 
DNeasy PowerSoil Pro Kit (QIAGEN, Hilden, Germany), adhering to the 
manufacturer’s instructions aside from replacing the PowerBead Pro 
tubes with 2 mL Microcentrifuge tubes and zirconium beads (mixture of 
1.4 mm and 2.8 mm). For the dust samples, an additional step was 
conducted prior to DNA extraction using this kit. Firstly, 600 µL CD1 
solution was added to the sample tube containing the swab and this was 
incubated on a ThermoMixer C (Eppendorf, Germany) at 65ºC for 
10 mins at 650 rpm. The swab was then removed using sterilised 
tweezers and placed in a Casework Spin Basket (Promega Corporation, 
Sydney, Australia) that was then placed back into the tube and centri-
fuged for 15,000 x g for 2 mins. The spin basket containing the swab was 
then disposed of and the solution was transferred into a 2 mL micro-
centrifuge tube with zirconium beads and proceeded through the same 
extraction process as the soil samples, adhering to the DNeasy PowerSoil 
Pro Kit instructions. After the addition of the initial lysis buffer step of 
this extraction protocol, followed by mechanical lysis and 

centrifugation, the remaining supernatant proceeded through the 
extraction protocol, but the pellet or remnants of the extraction for a 
subset of samples collected in week 12 (3 from each site, N = 9), were 
retained for further biogeochemical analyses. Following DNA extrac-
tion, a random subset of samples (N = 14) at different times (including 
soil samples) were quantified using a Quantus™ Fluorometer and 
QuantiFluor dsDNA System (Promega) to roughly assess DNA recovery. 
From the DNA concentration values, all soil samples underwent a 1:10 
dilution with molecular grade water to ensure the following PCRs were 
not hindered by the high concentrations of DNA that were measured. 

DNA extracts were then amplified via PCR for fungi using the for-
ward primer segment (ITS1F) 5’- TTGGTCATTTAGAGGAAGTAA − 3’ 
and the reverse primer segment (ITS2) 5’- CGTTCTTCATCGATGC-3’ 
[20]. The bacterial 16 S rRNA v4 region was amplified using forward 
primer 5’-GTGCCAGCMGCCGCGGTAA-3’ and reverse 5’- GGAC-
TACHVGGGTWTCTAAT − 3’ [20]. All PCRs were done in triplicate to 
minimise PCR bias. All primers were modified to include both unique 
dual barcodes for each extract so that samples could be pooled [21] and 
Illumina sequencing adapters. PCR amplification was performed in 
triplicate 12.5 µL comprised of; 2 mM MgSO4, 0.6 mM dNTPs, 0.4 µM of 
each primer, 0.3 µL Platinum™ Taq DNA Polymerase High Fidelity in 10 
x reaction buffer (Invitrogen™, Carlsbad, CA, USA), and 1.25 µL DNA 
extract. The PCR amplification protocol for 16 S was 3 mins at 94ºC, 
followed by 35 cycles of 94ºC for 45 s, 50ºC for 60 s and 68ºC for 90 s, 
and a final extension of 68ºC for 10 mins. The PCR amplification pro-
tocol for ITS was 1 min at 94ºC followed by 35 cycles of 94ºC for 30 s, 
52ºC for 30 s and 68ºC for 30 s, and a final extension of 68ºC for 7 mins. 
All triplicate PCRs were combined and then visualised using gel elec-
trophoresis (1 × TE buffer, 1.5% agarose gel for 25 min at 80 V). All 
samples were then pooled according to concentration estimates (deter-
mined via visual inspection of gel) into batches of 24 samples and then 
purified using AMPure XP beads (at 0.7 x volume concentration) to 
remove remaining primers and other impurities. Sample batches were 
then quantified on an Agilent High Sensitivity D1000 ScreenTape 
(Agilent) at 250–600 bp. All sample batches were then pooled to a final 
concentration of 2 nM and were sent for Illumina sequencing at the 
South Australian Genomics Centre with 2 × 150 bp paired end 
sequencing using Illumina MiSeq v2 chemistry. 

2.4. Qualitative Elemental and Mineralogical Composition 

A subset of dust samples (3 from each site, N = 9) that underwent 
DNA extraction after 12 weeks in the field were set aside after the initial 
step of DNA extraction (addition of lysis buffer, centrifuge and super-
natant removed). The remaining sample is termed the ‘pellet’ of the DNA 
extract, and this was sent for analysis to determine elemental and 
mineralogical composition. In addition, nylon swabs (which were used 
to collect dust on the same subset of samples) that had not undergone 
DNA extraction, were also sent for analysis (to quantify any signals from 
particles of nylon which may have made it into the pellet). Zirconium 
beads were removed from the pellet of the extraction prior to analysis 
but these were also quantified separately in case of residue contamina-
tion. Sample extraction and preliminary preparation was carried out at 
the National Centre for Forensic Studies, University of Canberra. 
Approximately 1 mL of ultrapure Milli-Q water was added to the 
microcentrifuge tube containing the sample, and vortexed briefly until 
particles were sufficiently suspended. The solution was passed through a 
500 µm nylon screen mesh, fitted in a glass funnel, into a 2 mL micro-
centrifuge tube. The mesh and funnel were washed with ultrapure Milli- 
Q water. The 2 mL microcentrifuge tube containing the wash solution 
(and any extracted particles) was centrifuged at 4000 rpm for 5 mins. 
The supernatant was carefully decanted, and the above procedure 
repeated to maximise recovery. Once recovery was considered adequate 
by visual inspection, the supernatant (ultrapure Milli-Q water) was 
removed and replaced with 100 – 200 µL of ethanol. By vortexing 
momentarily, and pipetting up-and-down several times, the pellet was 
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suspended in the liquid and transferred to an agate mortar. Particles 
were gently ground using an agate pestle by hand to produce a grain size 
more amenable to X-ray diffraction (XRD). The agate pestle was washed 
with ethanol, to recover any adhered particles. The ethanol solution in 
the mortar was left to passively evaporate briefly (< 2 – 3 mins), and by 
pipetting up-and-down several times, the pellet was suspended in the 
liquid and deposited onto a low background holder, being careful to 
minimise potential grain size separation. The sample was allowed to air 
dry in a fume cupboard, prior to being mounted and presented to the 
XRD instrument. 

Powder XRD analysis was carried using a Malvern PANalytical 
Empyrean Series 3 X-ray diffractometer equipped with Bragg-Brentano 
HD divergent beam optic and a PIXcel3D detector. The diffractometer 
was fitted with a Co X-ray tube and operated at an applied voltage and 
current of 40 kV and 40 mA respectively. The Bragg-Brentano HD fixed 
optics were configured to allow maximum irradiation coverage of the 
circular sample holders, while avoiding beam spill-over. To improve 
particle statistics, a spinning stage was used to rotate the sample during 
measurement. Diffraction patterns were recorded by continuous scan-
ning from 4 to 85 degrees 2-theta (º2θ), at a step size of 0.0131 º2θ and 
counting for 97 s/step, with the sample spun at 2 rotations per second. 
Under these conditions, one sample took 43 min to run. Qualitative 
mineral identification was carried out using Bruker’s DiffracPlus EVA® 
version 12 software (2005; Karlsruhe, Germany) and the International 
Centre for Diffraction Data’s Powder Diffraction File-2 database (2004; 
Newtown Square, PA, USA). Upon completion of XRD measurements, 
the dry sample particles from the low background holder were scraped 
into a 50 mL centrifuge tube. Any adhered particles were recovered by 
washing the low background holder with ultrapure Milli-Q water into 
the 50 mL tube. These were subsequently centrifuged at 2000 rpm for 
10 min, the supernatant was then removed, and dried in a laboratory 
oven at 40ºC with loosely placed lids. 

To each 50 mL tube, 3 mL of 1:1 Aqua Regia (65% HNO3, 35% HCl, 
both SupraPure Merck) was added, and heated on a heat block at 90ºC 
for digestion over a one-hour period. The digest was diluted to 50 mL 
with Milli-Q water. From here, 0.2 mL was further diluted to 10 mL with 
1% HNO3 (SupraPure Merck) and 9 ng/L Internal Standard for ICPMS 
analysis. Three lab QC samples and three method blanks were added to 
the batch. Calibration standards were prepared consisting of a biforked 
dilution series of the Merck VI multi element standard, also diluted in 
1% HNO3 (SupraPure Merck) with 9 ng/L Internal Standard. Samples 
were analysed on an Agilent 7900 ICPMS under normal operating 
conditions. 

3. Data analysis 

3.1. Environmental DNA 

Sequence reads were analysed using the DADA2 [22] pipeline 
separately for bacteria and fungi with default settings in R version 1.4.1 
[23], all subsequent analyses were also conducted in R. This pipeline 
conducts sequence trimming, filtering, merging of paired reads and the 
construction of an amplicon sequence variant (ASV) table. A decision 
was made not to rarefy sequence reads given the evidence in McMurdie 
and Holmes [24]. Sequence variants were therefore assigned taxonomy 
using the SILVA database version 138.1 [25] and the UNITE ITS data-
base general FASTA release [26] for 16S or ITS data, respectively. The 
parameter minBoot was set to 80 for the assignTaxonomy function in 
DADA2. Taxonomic assignment and sample data were then converted 
into a ‘phyloseq’ object [27] and an Operational Taxonomic Unit (OTU) 
table was constructed, decontam [28] was then used to filter taxa from 
samples that were detected in the control samples. The full code from 
raw sequences to a ‘phyloseq’ object is available in the Supplementary 
Material. 

Further implementing the use of ‘phyloseq’, Bray-Curtis dissimilar-
ities were calculated between sites and sampling times to determine beta 

diversity estimates using vegdist from the ‘vegan’ package [29]. Homo-
geneity of group (site) dispersions (variances) was calculated using the 
betadisper function from vegan. Significant results for the homogeneity 
of variance test meant we then used the modification to PERMANOVA 
pseudo F-test statistic developed by [30] to test significant differences 
between sites and sampling times for data with non-homogenic vari-
ance. We used the functions f_permanova and f_permanovaPW developed 
by [31] within the fathom toolbox in ‘matlab’ [32] to conduct these 
analyses with p-values adjusted using the Bonferroni method. 
Bray-Curtis dissimilarities were ordinated using non-metric Multi-Di-
mensional Scaling (nMDS) to visualise differences in diversity between 
sites and sampling time and this was done using ‘phyloseq’ [27]. To 
check how well the ordination fit the data, we plotted ordination dis-
tance against observed dissimilarity using the stressplot function in 
‘vegan’ [29] and these are shown in the Supplementary Fig. S5. Species 
richness (Shannon diversity index) was also assessed within sites at the 
different sampling times and between the different boards set up to 
collect dust using ‘phyloseq’ [27]. An analysis of variance (ANOVA) 
using a linear model fit with sampling boards nested within time was 
applied to analyse species richness data. 

3.2. Elemental and mineralogical analyses 

It has already been established that chemical analyses can be con-
ducted on filtered dust samples [7], therefore, we sought to assess 
whether geochemistry and metabarcoding could be conducted on a 
swabbed dust sample and yield results that are different between sites. 
Due to the small sample size of the material, absolute quantifications of 
elemental composition could not be achieved and so the decision was 
made to normalise elemental composition for each sample by summing 
all the measured elements and determining the percentage of each, 
N = 9 samples. One way t-tests were conducted in Microsoft Excel be-
tween each of the different sites (Brookfield, Hale and Deep Creek) for 
each measured element. Mineralogical data was simply qualified as 
either detected, not detected or maybe detected – the latter refers to a 
possible peak in the diffractogram, but this was not clear enough to the 
analyst to confidently assign presence. The relationship between 
elemental and mineralogical composition at the three different sites 
tested (Brookfield, Hale and Deep Creek) was explored using a redun-
dancy analyses. This was conducted in R version 1.4.1 [23] using the 
‘vegan’ package [29] with elements and minerals as explanatory vari-
ables and sites as response variables. 

For these subset of dust samples that underwent elemental and 
mineralogical analyses (collected from week 12, 3 samples per site; 
N = 9), they also underwent metabarcoding and so Bray-Curtis dissim-
ilarities were calculated to compare site clustering. These were visual-
ised using Multi-Dimensional Scaling (MDS) separately for bacterial and 
fungal profiles. Additionally, we compared the recovered elemental and 
mineralogical compositions of the DNA extraction pellet to reference 
samples from the same site [33]. These reference samples were from the 
dust fraction of soil (< 75 µm) from these same sites and were analysed 
the same way – they were also normalised for each sample. For each site, 
one way t-tests were conducted to compare relative elemental compo-
sition between the pellet sample and the reference material. 

3.3. Likelihood ratio calculations 

To integrate dust metabarcoding data into forensic casework and 
assess whether soil samples can be used as predictors for dust prove-
nance, we modelled both soil samples and dust samples collected in 
week 12 of the study (a random 3 from each site, N = 9 to match the 
number of soil samples collected at week = 0) separately for bacterial 
and fungal communities. Soil samples here are used as a proxy for soil 
metabarcoding reference databases given these are the same types of 
samples that would be deposited in databases. Choosing dust samples 
from week 12 was done purposefully as this was the maximum time 
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between collecting the soil samples which is more alike to a real-world 
scenario e.g., soil samples from reference sequence databases will be 
collected on different time scales to dust samples. The total number of 
soil and dust samples modelled was nine each; three sites and three 
samples per site. Bray-Curtis dissimilarities (BC) were calculated be-
tween soil or dust samples of the same site and then again between 
samples of different sites, and these values were used to calculate score- 
based LRs. Inflated beta distributions were fit to the data using ‘gamlss’ 
[34] in ‘R’ version 1.4.1 [23] to generate same site and different site 
distributions. The probability density function (PDF) was then evaluated 
for each sample’s BC scores for the same site model and the different site 
model using dBEINF in the ‘gamlss’ package [34] and the log ratio of 
these values was taken to determine a log-LR for each sample. These 
log-LRs were then calibrated using guidelines in [17] to determine 
scores which is defined as “log-likelihood-ratio like in that it indicates 
the degree of similarity of a pair of samples while taking into 

consideration their typicality with respect to a model of the relevant 
population”. These scores were determined as the average log-LR across 
the different sites. For example, each site has three samples (for soil and 
dust) and so for a given sample there are two BC scores calculated for 
same site distributions and six BC scores for different site distributions. 
Thus, one sample has two PDF values and subsequent log-LRs for the 
same site and six PDF values and log-LRs for the different sites. The 
log-LRs were then averaged over sites giving one score for the same site 
distribution and two scores for the different site distribution (one for 
each of the other two sites), totalling 3 scores for each sample. Logistic 
regression was then used to calibrate these scores and convert them to a 
likelihood ratio that can be interpreted in forensic casework. This was 
carried out in R version 1.4.1 [23] using package ‘arm’ [35], specifying 
same-origin as 1 and different-origin as 0, and generating probability 
values for each score. Probabilities were then converted to log-LRs as in 
Morrison [17]. 

Fig. 2. Statistical biplots for dust samples collected in week 12 with both eDNA (bacterial and fungal communities), elemental and mineralogical analyses on the 
same samples. Axis 1 and axis 2 of the MDS plot for Bray-Curtis dissimilarities are shown for bacterial communities (top left) and fungal communities (top right). The 
first two dimensions (RDA1 and RDA2) of the ordination space for the redundancy analysis are shown in the bottom graph. Explanatory variables (elemental and 
mineralogical composition) are written in black and response variables (sites; Brookfield, Hale and Deep Creek) are coloured. 
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A random sample from each site, for sampling weeks 1, 4 and 8; 
N = 9 of the remaining dust samples were used to test the prediction 
capacity of the soil and dust models generated above. Selected dust 
samples were individually compared to each sample used to generate 
the soil and dust models; BC scores were generated for each comparison 
and PDF values were determined for each sample comparison using the 
inflated beta models of same-site and different-site distributions. Log- 
LRs were then calculated for each sample comparisons, and scores 
were generated by averaging log-LRs over samples for the same site and 
different site distributions. Logistic regressions were then constructed 
using these score values and probability values were calculated. These 
score-based probabilities were then converted into log-LRs and plotted 
using the known origin of the tested dust samples to ascertain which 
model generated the correct log-LR interpretation. 

4. Results 

The results are presented in three subsections, according to the 
specific question we tried to address. 

4.1. Can biological and chemical properties be obtained from the same 
dust swab? 

Both elemental and mineralogical analyses could be undertaken on 
the same swabbed dust sample that also underwent DNA extraction, and 
the results had discriminatory capabilities between sites (Fig. 2). Un-
fortunately, two of the three fungal profiles for the dust samples from 
Brookfield did not yield adequate sequencing reads and so failed to pass 
filtering and trimming, so there is inconsistency in the comparisons. 
Nevertheless, all nine samples worked for bacteria eDNA profiles and all 
elemental and mineralogical analyses. We found the nylon from the 
swab produced two broad "humps" in the diffractogram, however, we 
concluded this was non-issue given the qualitative nature of results but 
could become more of an issue if results were to be quantified. We also 
found a distinguishable pattern in the zirconium beads diffractogram 
which was not identified in sample diffractograms, highlighting residual 
contamination of the sample did not occur. We were still able to 
generate elemental signals for all samples despite undergoing the first 
step of the DNA extraction process. Of the elements measured, we only 
report on those that were significantly different between sites, and these 
are shown in Supplementary Table S1. Briefly, Deep Creek had a 
significantly greater percentage of elements Li, Be, Na, K, Zn, As and Pb 
than Brookfield which had greater percentages of Sr. Deep Creek also 
showed greater percentages of Li, Be, Na, K, Co, Zn, As and Cd than Hale 
which had a greater percentage of V, Fe and Sr. Finally, Hale had a 
higher percentage of elements V, Mn, Fe, Sr, Pb, U than Brookfield, 

whereas Brookfield had a higher percentage of Mg and Cd. In the 
mineralogical results, 2:1 clay, apatite and mica/biotite were only 
detected at Deep Creek and Hematite was only detected at Hale. Talc 
was also only detected at Hale and Deep Creek not Brookfield (Supple-
mentary Fig. S3 (top)). 

Comparing these results to reference dust material from the same 
site, Supplementary Table S2, we observed significant differences in 
elemental composition between the pellet and the reference samples. 
While we would expect some differences given different sample volume 
and sample type (dust versus pellet), these differences should not be 
significant if the elemental results are to be used in conjunction with 
reference data. There were also some differences in detected minerals 
between the two methods across all sites (Supplementary Fig. S3 (bot-
tom)). This highlights that while we can extract elemental and miner-
alogical information from the same sample that has undergone eDNA 
analysis (i.e., the pellet of the DNA extraction), the results may not be 
comparable to reference material from the same sites and so may not be 
useful to estimate provenance. 

4.2. Does the ability to determine dust sample origin using metabarcoding 
change with the length of time spent at a location? 

Dust samples collected from different sites and analysed for bacterial 
and fungal communities showed significant differences in Bray-Curtis 
dissimilarity measures between sites, Fig. 3 (P = 0.003; Supplemen-
tary Table S3 & S4). Pairwise comparisons between sampling weeks 
within each site, showed significant community differences but these 
were not standardised for particular weeks, in other words, the weeks 
that were significantly different to one another were random across sites 
(Supplementary Table S5 & S6). For example, bacterial communities at 
the Deep Creek site were significantly different between all sampling 
times whereas Brookfield did not show significant differences for weeks 
1 vs 4 nor weeks 8 vs 12 and Hale showed non-significant differences 
only for weeks 4 vs 8. Similarly for fungi profiles, we saw significant 
differences between all sampling times at the site Hale except weeks 4 vs 
8, whereas Brookfield showed no differences across any sampling period 
and Deep Creek only showed significant differences for the week 1 
comparisons. Looking at the number of reads and subsequent OTU’s 
assigned to sequences, did not explain the random differences observed 
between weeks (Supplementary Fig. S4). Similarly, soil samples were 
significantly different to dust samples for some of the sampling weeks 
but this was random across sites and communities (bacteria or fungi) 
and was not explained by read depth. Notably, Deep Creek soil and dust 
samples were significantly different across all weeks for fungi commu-
nities and for Brookfield there were no significant differences across any 
weeks for bacteria communities. Stress plots (Supplementary Fig. S5) 

Fig. 3. 16 S (left) and ITS (right) Bray-Curtis dissimilarity measures with 95% confidence ellipses for soil and dust sampled over a three-month period using swabs 
(n = 36 at each site, N = 108). Shapes indicate either soil samples or dust sampling duration; colours indicate the site. 
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show that the ordinations using Bray-Curtis dissimilarities summarise 
the data well given R2 values are > 0.9 and stress values are < 0.2 for 
both communities [36]. 

Species richness was found to be variable across time within the 
different sites measured. In the bacteria profiles, Brookfield samples in 
week 8 and 12 showed reduced species richness compared to weeks 1 
and 4, which supports the community differences observed above, and 
the site Hale had significantly higher species richness in week 12 
compared to the other weeks (P < 0.05). Species richness within fungal 
communities remained consistent through time at all sites (Supple-
mentary Fig. S6). We also noted differences in species richness between 
soil and dust samples across both bacteria and fungi profiles for all sites 
except Hale. Further, significant differences (P < 0.05) in species rich-
ness were detected between the different boards set up to collect dust 
within the different time periods, for all sites and communities, except 
for bacteria communities from the site Hale, demonstrating spatial 
heterogeneity of biological communities within sites. 

4.3. Can we integrate dust metabarcoding into forensic casework and use 
soil samples as predictors for dust sample origin? 

Figs. 4 and 5 show the integration of Bray-Curtis dissimilarities to 
log-likelihood ratios so that they could be interpreted in a forensic 
context. The top graphs show inflated beta distributions between Bray- 
Curtis dissimilarities for samples of the same and different sites. The 
middle graphs show logistic regressions fitted to scores and the bottom 
graphs show the linear relationship of log-LR values calculated for 
scores. Dust sample comparisons (Fig. 5 (right)) never show complete 

dissimilarity in fungal composition i.e. BC ∕= 1. Thus, probability cal-
culations using logistic regression show at least a ~12% chance that a 
dust sample from a different site is predicted to be from the same site, as 
opposed to a 0% chance calculated for bacterial dust sample 
comparisons. 

Using these models to predict sample origin for the subset of dust 
samples collected in weeks 1, 4 and 8 for both bacterial and fungal 
community profiles, we found several instances where samples were 
predicted to be from different sites (LR < 1) than the site of interest 
(origin) (LR > 1), i.e., the provenance prediction was incorrect. This 
occurred more for the soil model than the dust model; out of the nine 
possible correct predictions per test we saw four incorrect predictions 
for the soil model using bacteria profiles and seven for fungi. Using the 
dust model, we saw three incorrect predictions using bacteria and four 
for fungi (Supplementary Table S6). However, for all these incorrect 
predictions, this was a matter of not generating a prediction to one of the 
three sites at all, rather than an incorrect prediction to the wrong site 
(Fig. 6). Further, when samples were tested against non-origin sites all 
tests returned correct predictions that the sample was from a different 
site to the non-origin sites i.e., across both models tested and biological 
communities no sample was detected to be from a site different to the 
site of origin. In total, for bacteria communities, the dust model pre-
dicted 67% of samples correctly compared to 56% for the soil model. For 
fungal communities, the dust model predicted 56% of samples correctly 
compared to 22% for the soil model. Overall, bacteria appear to be a 
better predictor of dust sample origin than fungi, similarly, the dust 
model is a more effective predictor of provenance than the soil model. 
Even so, for bacterial communities across the three sites tested, the soil 

Fig. 4. Conversion of Bray-Curtis dissimilarity values to log-likelihood ratios for bacterial communities. Beta distributions are shown (top) between same site and 
different site distributions. Scores are plotted using Logistic Regressions (middle) and converted to log-likelihood ratios (bottom). Two models were constructed using 
either soil samples (left) or dust samples from week 12 of the study (right). Colors represent samples from the same site (green) and different site (red) and the dashed 
lines are the 95% confidence intervals. 
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Fig. 5. Conversion of Bray-Curtis dissimilarity values to log-likelihood ratios for fungal communities. Beta distributions are shown (top) between same site and 
different site distributions. Scores are plotted using Logistic Regressions (middle) and converted to log-likelihood ratios (bottom). Two models were constructed using 
either soil samples (left) or dust samples from week 12 of the study (right). Colors represent samples from the same site (green) and different site (red) and the dashed 
lines are the 95% confidence intervals. 

Fig. 6. Provenance testing for dust samples collected in week 1,4 and 8 (N = 9) of this study using soil and dust models for both bacteria (top) and fungi (bottom). 
Colors indicate sites and shapes indicate the type of model used. The dashed line marks a log-likelihood ratio of 1 where a value > 1 supports that the sample came 
from the site of interest (true origin) and < 1 indicates the sample came from a different site. 
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model predicted samples were from the site of interest (LR > 1) better in 
week 1 (67% correct predictions) but the dust model did a better job in 
week 4 and 8 (67%, and 100% correct predictions respectively), simi-
larly, fungal communities were better predicted by the dust model in 
weeks 4 and 8 (67% and 100% correct predictions respectively) and 
neither model was a good predictor of origin in week 1 (zero samples 
were predicted correctly) (Fig. 6). 

5. Discussion 

This proof-of-concept study has furthered our understanding of 
whether dust can be employed as a forensic intelligence tool. We found 
dust samples from different sites contained significantly different com-
munities of bacteria and fungi. However, we documented within site 
variability which could not be attributed to the length of time the items 
spent at a location accumulating dust – as differences in community 
composition did not vary successively with time but were random. This 
variation could be explained by the differences in species richness that 
occurred spatially with sampling, but due to the small sample size of this 
study, more testing is required to understand the influence of time and 
spatial heterogeneity on biological community composition of dust, as 
well as other potential contributing factors. This within site variation, 
however, was not greater than between sites such that sites still clus-
tered separately in ordinations and could be discriminated. We did find 
that this variation influenced the ability to predict dust provenance 
using a forensic framework and employing the use of a calibrated log- 
LRs. We found provenance predictions did not always accurately pre-
dict that a questioned dust sample was from the site of origin leading to 
false negative predictions (e.g., no site of origin predicted), but we did 
not document any false positives (e.g., an incorrect site of origin pre-
dicted). We also demonstrated that both biological and chemical prop-
erties of dust can be generated from a single swabbed sample and yield 
discriminatory results between sites, however, these may not be com-
parable to reference material from the same site, given the differences in 
sample material (dust to DNA extraction pellet). 

5.1. Can chemical and biological properties be obtained from the same 
dust swab? 

In addition to biological properties of dust, elemental/mineralogical 
properties can be used to build additional evidence for dust sample 
provenance. Undertaking these two analyses on a single swabbed sam-
ple is important to assess whether this is possible in situations when 
sample material is limited and if so, whether the results are useful. From 
a swabbed dust sample that had undergone the first step of the DNA 
extraction process, we were able to document the presence and absence 
of multiple minerals and the percentage composition of multiple ele-
ments. These results proved congruent to the eDNA analysis in that sites 
could be discriminated based on ordinations. We were able to overcome 
signal interference from both the swab and the initial DNA buffer to 
generate elemental and mineralogical information. However, due to the 
small sample size (being the leftover pellet of a DNA extraction), we 
could not quantify absolute elemental composition. In addition, when 
we compared these results to reference samples from the same site, 
which had also been standardised by elemental composition, we found 
significant differences between elements recovered from the DNA 
extraction pellet and those recovered directly from dust material (soil 
sample sieved to < 75 µm). We also noted different minerals were 
observed, which overall makes predicting dust sample origin difficult 
using existing geochemical reference databases or comparing to the 
suspected site of origin. Despite these limitations, the information ob-
tained from the pellet of the DNA extraction can still provide insight into 
the environmental conditions of the site where the dust was collected 
[37]. This can then be applied alongside metabarcoding data to support 
sample origin predictions using already established predictive frame-
works [38,39]. Further, there may be some dependence between 

element and mineral composition of soils and detected communities of 
bacteria and fungi, given the associations between microbiome and soil 
properties [40], which could be applied to verify metabarcoding data if 
these relationships are quantified. The successful analysis of a dust 
sample for element and mineral composition, that has undergone DNA 
extraction, could be important in situations when sample quantity is 
limited. However, more studies need to be conducted to fully ascertain 
the uncertainties between the pellet from the DNA extraction and 
reference material from the same site. 

5.2. Does the ability to determine dust sample origin using metabarcoding 
change with the length of time spent at a location? 

Biological profiles of dust samples were shown to be significantly 
different between sites for both bacteria and fungi, highlighting the site 
discrimination capabilities of metabarcoding dust samples. The impact 
of sampling time on community composition was less clear. We observed 
differences in community composition between different time points 
sampled within the same sites, but this was not consistent between sites 
and occurred randomly. It is possible changes in bacteria and fungi are 
driven by factors other than time spent in a location. We compared 
rainfall patterns over sampling times (Supplementary Fig. S1) but found 
that this is not a likely explanation for the differences observed, as high 
rainfall events occurred prior to sampling in weeks 4 and 12 but not 8. 
We also investigated airstreams using HYSPLIT trajectories [41], noting 
airstream changes in weeks 8 and 12 compared to 1 and 4, which may 
only explain the differences observed for the bacteria profiles at the 
Brookfield site where we observed reduced species richness for weeks 8 
and 12 compared to 1 and 4. Overall, we expected to see a closer rela-
tionship between dust and soil metabarcoding data at week 1 and more 
discrepancy as time went on due to DNA degradation, weather and other 
environmental factors that influence bacteria and fungi communities, as 
observed in [14], instead we saw that this was highly variable. 

Other factors are likely driving changes in composition of bacteria 
and fungi communities, such as spatial heterogeneity in our sampling. 
Species richness was shown to be significantly different between sam-
pling boards within samples of the same site and time period. This points 
to there being small scale diversity differences within the same site [42] 
but could have also been an artifact of board placement, where some 
boards may have been better positioned to collect more dust leading to 
higher species richness. The observed differences in species richness 
between time periods was only observed in bacteria, showing that these 
communities may be more variable over time than fungi. We also 
observed differences in species richness between soil and dust samples 
which is likely due to sampling material type (soil vs. dust). Overall, 
both species richness and community diversity across our different sites 
show no clear pattern that time has influenced community composition 
but rather, within site variability may play a bigger role. We did not, 
however, investigate seasonal influences on these biological commu-
nities and testing these may prove to influence community composition 
of bacteria and fungi when left for longer time periods. 

5.3. Can we integrate dust metabarcoding into forensic casework and use 
soil samples as predictors for dust sample origin? 

For both bacteria and fungi communities, we found provenance es-
timates were more accurate for dust models and less accurate for soil 
models, where this did vary slightly between sites. This finding aligns 
with the community composition differences observed between soil and 
dust above. However, model development could have also influenced 
this result whereby the soil model was based on samples collected in 
week = 0 and the dust model based on samples collected in week = 12. 
This then could bias results towards the soil model performing better in 
week 1 and the dust model better in week 8, but this is a trend we see 
only for bacteria not fungi – fungi were better predicted using the dust 
model as the soil model did not predict sample origin correctly in week 1 
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(Fig. 6). Bacteria communities may be more influenced by the temporal 
differences between the sample in question and the reference material 
used to construct the model, and fungi communities may be more 
influenced by whether the dust or soil fraction is used to predict origin. 
This means dust provenance may not be predicted well using existing 
soil metabarcoding databases for fungi communities, similarly, this may 
be also the case for bacteria communities given differences in sampling 
time between the dust from a crime scene and soil data deposited in 
reference databases. While this is unfortunate given the plethora of 
samples available in soil metabarcoding data repositories, dust may still 
be useful in forensic intelligence. If the variation between soil and dust is 
due to temporal differences, then soil samples could still be collected 
from crime scenes and compared to dust from items of interest where 
this may work better for bacteria than fungi. The closer in time samples 
are collected to the committed crime may improve the ability to assign 
correct sample origins. If the variation is due to differences in material 
type, then dust samples could be collated as references instead of soil 
samples to improve consistency between dust and soil sample diversity. 
Fungal community diversity measures from dust could also be improved 
by increasing the sequencing depth as we implemented 2 × 150 bp 
sequence chemistry in this study which may not have captured the 
variable length of ITS regions for all fungi. Improving the length of 
sequencing would increase the paired-end read overlap leading to more 
confidence in read alignment and possibly improving sequence assign-
ment and model development. 

While we were able to develop a predictive framework to ascertain 
dust sample provenance, we acknowledge there are limitations in our 
model design which could have influenced the predictive capacity of our 
models and conclusions above. We used nine samples to construct both 
models (bacteria and fungi) and the same site models (Figs. 4 and 5, top 
graph), were less reliable given the within site variation in species 
richness. This is supported by the fact our log-LR values, while > 1, do 
not provide strong support for the same origin hypotheses as many log- 
LR values are < 10 [15], especially within the fungal communities. Ul-
timately, within site variation in bacteria and fungi communities likely 
influenced whether dust samples were correctly predicted to be from 
their site of interest (origin) (Hp) or a different site (Hd), but did not 
influence whether the sites were statistically different based on BC dis-
similarities. This highlights that distance-based analyses alone do not 
necessarily reflect the same results for sample provenance that a log-LR 
framework does. This is an important finding if provenance estimates 
based on metabarcoding are to advance from simple ordinations to 
casework [4]. Despite the limitations outlined above, our framework has 
shown that applying soil or dust samples to determine dust provenance 
will not overstate the strength of the evidence. If the community profiles 
between soil and dust samples have diverged, either due to time or 
stochasticity in the collection or analysis, this will not point to an 
incorrect site (false positive), but rather will not confidently assign 
provenance to any site (false negative). This study is a pilot experiment, 
based on three sites and a small sampling size and as such, we propose 
further testing prior to ruling out applying dust for use in forensic in-
telligence. We have highlighted how dust metabarcoding data can be 
integrated into forensic casework using our developed model, where 
sites of interest (crime scene) and alternative sites (alibi locations) can 
be compared to samples of unknown origin. This provides a more 
intuitive interpretation of the data than ordinations and can be applied 
in a more extensive study. 

6. Conclusions 

This proof-of-concept study found that metabarcoding of dust sam-
ples can generate bacteria and fungi community profiles that are unique 
to sites. We found that these profiles did not vary consistently with 
sampling time as we expected, but instead varied randomly which could 
be due to the within site variability rather than time spent at a location. 
This within site variability, while not greater than between sites, is likely 

to have contributed to incorrect provenance assignments across tested 
samples using a calibrated log-likelihood framework. We did find 
elemental and mineralogical analyses can be conducted on the same 
swabbed sample as eDNA analysis, meaning these could be used to assist 
dust provenance estimates. However, the differences in elemental and 
mineral compositions between samples (extraction pellet) and reference 
material (dust fraction of soil), may prevent the use of this approach in 
provenance assignment and could be better applied to generate infor-
mation around environmental conditions of a site. Beyond conducting a 
more extensive study with more sites and replicates, a further avenue of 
work in this field is to investigate samples containing dust from multiple 
locations. Real world samples will often contain dust that is a mixture of 
multiple locations and disentangling this to predict sample origin is 
important. Authors in [43] were able to show the possibility of this using 
bacterial profiles of soil samples and [6] looked at detecting sample 
origin from artificial mixtures of dust, but this is yet to be tested in a 
real-world scenario. While there is still a long way to go in this field, 
both metabarcoding and biogeochemical analyses of dust samples show 
potential for applications in forensic science. 
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