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Abstract 

We are living in a decade, where the use of digital images is becoming increasingly important. 

Photographs are now converted into digital fonn, and direct acquisition of digital images is becoming 

increasing important as sensors and associated electronics ~- Unlike images in analogue fonn, 

digital representation of images allows visual infonnation to· be easily maoipulated in useful ways. 

One practical problem of the digital image representation is that, it requires a very large number of 

bits and hence one encounters a fitirly large volume of data in a digital production environment if they 

are stored uncompressed on the disk. 

Wrth the rapid advances in sensor technology and digital electronics, the number of bits grow larger 

in softcopy photogrannnet:ry, .remote sensing and nmltimedia GIS. As a result, it is desirable to find 

efficient representation for digital images in order to reduce the memory required for storage, 

improve the data access rate from storage devices, and reduce the time required for transfer across 

conmunication channels. The component of digital image processing that deals with this problem is 

called image compression. Image compression is a necessity for the utilisation of large digital images 

in softcopy photogrammetry, remote sensing, and multimedia GIS. 

Numerous image compressiOI\ standards exist today with the connnon goal of reducing the number 

of bits needed to store images, and to filcilitate the interchange of compressed image data between 

various devices and applications. JPEG image compression standard is one alternative for carrying 

out the image compression task. This standard was funned under the auspices oflSO and CCI'IT for 

the purpose of developing an international standard for the compression and decompression of 

continuous-tone, still-frame, monochrome and color images. The JPEG standard algorithm &Us into 

three general categories: the baseline sequential process that provides a simple and efficient algorithm 

for most image coding applications, the extended OCT-based process that allows the baseline system 

to satisfy a broader range of applications, and an independent lossleu process for application 

demanding that type of compression. 
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This thesis experimentally investigates the geometric degradations resulting from lossy JPEG 

compression on photogrammetric imagery at various levels of quality filctors. The effects and the 

suitability of JPEG lossy image compression on industrial photogrammetric imagery are investigated .• 

Examples are drawn from the extraction of targets in close-range photogrammetric imagery. In the 

experiments, the JPEG was used to compress and decompress a set of test images. The algorithm has 

been tested on digital images containing various levels of entropy (a measure of infonnation content 

of an image) with different image capture capabilities. Residual data was obtained by taking the pixel 

by pixel difference between the original data and the reconstructed data. The image quality measure, 

root mean square (nns) error of the residual was used as a quality measure to judge the quality of 

images produced by JPEG(DCT-based) image compression technique. 

Two techniques, TIFF (IZW) compression and JPEG(DCT-based) compression are compared with 

respect to compression ratios achieved. JPEG(DCT-based) yields better compression ratios and it 

seems to be a good choice for image compression. Further in the investigation, it is found out that, 

for gray-scale images, the best compression ratios were obtained when the quality factors between 

60 and 90 were used (i.e., at a compression ratios of 1:10 to 1:20). At these quality factors the 

reconstructed data has virtually no degradation in the visual and geometric quality for the application 

at hand. 

Recently, many fast and efficient image file formats have also been developed to store, organise and 

display images in an efficient way. Almost every image file fonnat incorporates some kind of 

compression method to manage data within common place networks and storage devices. The 

current major file formats used in softcopy photogrammetry, remote sensing and · multimedia GIS 

. were also investigated. It was also found out that the choice of a particuJar image file fonnat for a 

given application generally involves several interdependent considerations including quality; 

flexibility; computation; storage, or transmission. The suitability of a file fonnat for a given purpose is · 

best detennined by knowing its original purpose. Some of these are widely used (e.g. TIFF, JPEG) 

and serve as exchange formats. Others are adapted to the needs of particuJar applications or 

particuJar operating systems. 
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Glossary and List of Abbreviations 

Animation: a sequence of two or more images displayed in a rapid sequence so as to provide 

the illusion of continuous motion Animations are typically played back at a rate of 12 to 15 

frames per second. 

Amay of piuls: An ordered set of colored display elements on an output device. This tenn is 

used loosely to refer to an array of numerical values used by an application program to specify 

colored elements on an output device. 

Bandwidth: The maximum frequency a monitor can accept without degrading the video 

signal. 

Bilevel: Any image that contains one background color and one foreground color (e.g., black 

and white). 

Binary: A numerical system using base two. 

Bit-endian: Refers to systems or machines that store the most-significant byte (MSB) at the 

lowest address in a word, usually referred to as byte 0. 

Bit depth: The siz.e of a value used to represent a pixel in bitmap graphics data. This is usually 

stated as the number of bits compressing the individual data value, or sometimes the number of 

bytes. The number 2 raised to the power bit depth specifies the maximum number of values the 

pixel can assume. Same as pixel depth. 
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• 
Bitmap: A set of numerical values specifying the colors of pixel on an output device. In older 

usage, the tetm refened to data intended for disp)ay on output device cipabte of displaying only 

two levels. It is used in this thesis as·a synonym for raster 

Bitmap data: The portion of a bitmap file containing information associated with the actual 

image. 

Bitmap image: A representation of a graphics work on a raster device or in a bitmap file. 

Bit order: The order of this bits within a byte. The first bit in a byte may be either the most­

significant or lest-significant bit . 

Bit plane: A two-dimensional array of bits one bit deep. A bitmap containing pixels with a 

depth of eight bits may be said to contain eight planes. A monochrome image ( one bit per 

pixel) is usually stored as a single bit plane. 

Byte: A unit of measurement used to rate storage capacity of disp)ay and system memories 

and disks. A byte is composed of 8 bits of information processed as a unit. 

Calibration: conversion of data values from arbitrary engineering units (such as pixel values) 

to meaningful geophysical quantities such as temperature. 

CAD (Computer-aided design): The use of applications, usually vector-based, for the design 

and rendering of graphical data of architectural and mechanical drawings, electronic schematics, 

and three-dimensional models. 

CCD( Cluqe Couple Device) Camera:. A solid-state camera that uses a CCD to transform a 

light image into a digitized image. 
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CCITf: Comte Consultatif Intemational Telephonique et Telegraphique. 

CD-ROM (Compact Disk Read Only): A fonnat standard for placing any kind of digital data. 

on a compact disc. 

Cbromin1nce: The color portion of an image. It is the mixture of hue and saturation, or the 

combination of three primary colors, such as red, green, and blue. 

CMY: Acronym for Cyan, Magenta, Yellow. A subtractive color symtem based on the 

primary colors cyan, magenta, and yellow. 

Color space: A set of parameters that describes color values such as RGB or CMYK. 

Data compression: Various techniques that reduce the data content and storage needed to 

represent an image. Compression can be lossy or lossless. It also reduces the time it takes to 

display and manipulate files and images. 

Data encoding: A generic tenn for the process of converting data from one fonnat to another. 

Data compression is a fonn of data encoding 

Decompression: Toe restoration of a compressed image or data file. 

Digital image: An image composed of discrete pixels of digitally q1.Wltiz.ed brightness. 

FGDC: Federal Geographical Data Committee 

File: It is a collection of records treated as a units. Files can contain programs or data ( or both 

intermixed). 

. ' 

I 
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File identifier value: A specific value, or set of values, used to positively identify a file as 

being of a particular file format. File ID values may be an integer or a string of ASCII 

characters. They usually appear in the first field of a file header. 

Format: It is the structure of each record in the file 

Frame: The total amount of instantaneous infonnation (as perceived by the viewer) presented 

by a display. 

Grey scale: A tenn used when referring to an image. A gray shade is any color whose three 

primary colors are the same value. Grey shades only have intensity(lumin) and no color 

( chrominance). 

Grey level: The brightness value assigned to a pixel. A value can range from blade, through the 

grays, to white 

GIS (Geographic lnformadon Systems): Tools for collecting, storing, manipulating and 

retrieving data from the real world for a particular purpose. 

HIS: Acronym for Hue, Intensity, Saturation. An additive color system based on the attributes 

ofcolor(hue), percentage ofwhite(saturation), and brightness(mtensity). 

Histognm: The graphical representation of grey scale occupancy of an image. Wrth the 

horimntal axis representing the grey level and the vertical axis representing number of pixels, 

the histogram presents an-easy-to read indication of image contrast and brightness dynamic 

range 

Interframe compnaion: The creation of encoded data from two of more image frames. 

MPEG encoding is an interftame encoding method. 
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lntnframe compression: The creation of encoded data from a single image frame. JPEG 

encoding is an intraframe encoding method. 

Joint Pbotognphic Expert Group (JPEG): An international standard for compression and 

decompression of continuous-tone, still-frame, monochrome and color images. 

Louless encoding: A data compression or encoding algorithm that does not lose or discard any 

input data during the encoding process. 

Lossy encoding: A data compression or encoding algorithm that loses, or purposely throws 

away, input data during the encoding process to gain a better compression ratio. JPEG is an 

example of a lossy encoding method. 

L11minance: The brihtness or intensity of a color. The pixels in a monochrome image have a 

luminance of either I 00 percent or O percent. 

LWZ : Lempel Ziv Welch hybrid coding system 

Metadata: It is comprised of attributes, parameters, notebooks, and other types of 

miscellaneous complex data aggregates associated with primacy scientific data. 

Metafile: A file fonnat capable of storing two or more types of image data, usually vector and 

bitmap, in the same file. 

MIDI: Musical Instrument Digital Interface. A standard for digital signals used to 

control electronic musical instruments. MIDI infonnation may be stored as a data file and is 

found in many multimedia file fonnats. 

Motion Picture Experts Group (MPEG): An international standard for real-time 

compression and decompression of video or motion images. 
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Multimedia: The concept of creating, storing, and playing back two or more forms of 

electronic information simultaneously. such information includes still- images, motion-video, 

animations, digitiml sound, and control information such as midi codes. 

Openting system: Software procedures that tell the computer how to operate programs. MS­

DOS and UNIX are two example of operating systems. 

Palette: A collection of colors from which a single color or multiple colors can be chosen. The 

palette is the maximum number of colors or shades possible by all combination of brightness level 

of the three primary color(R.GB) output. The palette siz.e is found by taking the base two value of 

the total number of bits of the outputs. 

Pixel: In traditional usage , short for "picture element." These are irreduable elements of color 

created by an output device on its display surface. The· term is sometimes used loosely to refer to 

values of bitmap data elements used by an application to order the display of color elements on an 

output device. 

Pixel values: Numerical data items in an image file indicating the color or other information 

associated with an individual pixel. 

Planar files: Image files with image data stored as bit planes or color planes rather than as pixels. 

Predictive en.coding: An algorithm that has certain prior knowledge about the format of the data it 

is encoding. Huffinan is a predictive encoding algorithm. 

Quick-Time movie: Video footage that can be assembled on a Macintosh, stored on a disk drive, 

incorporated in any Macintosh application, and played back without any external video equipment. 
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Raster: An image represented by color values at points, which taken together describe the display 

on an output device. 

RGB: Acronym for Red, Green, Blue. An additive color system based on the primary colors red, 

green, and blue. The RGB model is loosely patterned after human eyes, which have a peak sensitive 

to the colors red, green, and bue light. 

Remote Sensing: The use of electromagnetic radiation sensors to record images of the 

environment which can be interpreted to yield useful infonnation: i.e obtaining infonnation about 

the physical features without any physical contacts with the features. 

&.lution: The munber of pixels, represented by bits in the display memory. A display memory 

can be organised by pixels in the x axis(pixel per line) by the number of pixels in the y axis(lines), 

and by the number of memory planes in the z axis. The higher the resolution, the greater the detail 

and the more infonnation that can be stored. 

Run-Length Coding(RLE): A data compression technique that records repeated data.elements 

with the same value, which is encoded once along with a count of the number of times it occurs. 

Samplina: The process of reading an analog signal at specific increments in time (sample rate) 

and storing the data as digital values. Sampling is the basic process used to create digital audio and 

video. 

Scaling: A function that adjusts an image to fonn within a window. 

. . 
Scan line: One row of digital image, generally in a cross--trac direction. 

Scene: The area on the ground that is covered by an image or photograph. 

SDTS: Spatial Data Transfer Standard 
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Stram: D.ia with no fixed position in a file, composed of sub-elements with a known 

structure. 

•strip: A collection of one or more contiguous scan lines in a bitmap. Scan lines are often 

grouped in strips to buffer them in memory more efficiently. It is also called bands in some file 

fonnat specifications 

Tag : A data structure in a file which can vary in both si7.e and position. 

Tag Image FDe F'ormat('l'D'F): A standard image file fonnat develaped by Aldus for the 

storage of high-resolution scanned images. 

USGS: United States Geographical Survey 

Vector: Refers to image data composed mainly of representation of lines and outlines of 

objects, which can be compactly represented by specifying sets of key points. 

YUV: Acronym for Y-signal, U-signal, and V-signal, which is based on early color television 

tenninology. A luminance -chrominance base color model (Y specifies gray-scale or lwninance, 

U and V chrominace) are used by many video compression algorithms, such as MPEG. 
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Introduction 

1.1 Introduction 

Since the advent of digital photogrammetric workstations, satellite imagery and raster- to- vector 

conversions of digitised maps, Digital Image Processing has become increasingly important in 

Softcopy Photogrammetry, Remote Sensing and Geographical Information Systems (GIS). Apart 

from these applications, digital images are essential to many professions and are commonly used in 

film and video production, meteorological, medicine, and publishing. However, the later areas have 

different requirements and tend to have their own preferred image representation and operations. -

Unlike images in analogue fonn, digital images can be compressed, enhanced, analysed, and 

modified on a computer. It has been also poSS1ole to _store and transmit digital images across 

network lines. As the resolution of scanners and digital sensors improves in spatially and in 

radiometrically , the ~ data volume of the image inaeases and the consequent demand for 

image storage and transmission increases. Due to the large amounts of data used to represent an 

image, the processing of digital images is often very difficult. That is the amount of data storage 

media needed for archiving of such images is enonnous. However, the advanc.es in digital networks 

for mass storage and digital image processing have paved the way for improved image data 

compression technologies and have improved the efficiency of storage and transmission of images 

(Jain, 1981). 

The contents of this thesis is structured into seven chapters. Chapter 1 is an introduction to the 

study area. Chapter 2 presents background infonnation on the fundamental concepts of image file 

fonnats relevant in softcopy photogrammetry and remote sensing. This chapter also gives a brief 

description of how digital images are stored. Chapter 3 addresses the fundamentals of image 

compression techniques. 
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Louless and lossy compression techniques, as well as the algorithms and transformation involved 

are discussed in this chapter. Chapter 4 deals with various ~ of JPEG (OCT-based) image 

compression for still images. Chapter 5 is concerned with the practical aspects of JPEG (DCT­

based) image compression. It descn1>es the design of the experiments and the tests. In chapter 6, 

the results given in the previous chapter are interpreted and inferences are drawn. The accuracy 

achieved by the target measuring algorithm and accuracy due to JPEG compression are also 

discussed. Chapter 7 outlines conclusions and recommendations of this study. In Appendix A, 

graphs of quality compression ratios versus distortions for the test images are presented. 

1.2 Ante of Study 

This thesis generates experimental results of the effects of image compression teclmiques on 

photogrammetric imagery. The main focus is to review the compreaion tecboiques and to 

investigate the quantitative effects of the JPEG (DCT- based) compression teclmiques on the 

geometric quality of digital images. The primary motiva1ion in selecting JPEG was to maintain the 

theme of standards compliance. While other compression algorithms e.g., wavelet and fi'acta1, allow 

greater levels of compreaion, there are no agreed standards to allow for interoperabilit among 

users ( Hoflinan, 1995). Even though JPEG does not absolutely assure this condition, it is more 

probable that a user at a location di1fae11t from where the image data was compressed will be able 

to expand it for display and for subsequent use. JPEG has already been widely embraced as the 

computing industry's standard encoding method for high-quality grey scale and color continuos­

tone images. 

JPEG (OCT- based) is primarily a lossy (with loss of information) method of compression That is, 

it was designed specifically to disaud information that the human eye C8IUlOt easily see. It offers a 

gain in the file si7.e agamst the quality of the reconstructed image. Therefore the "art'' of JPEG 

image compreaion is finding the lowest quality :fictor that produces an image that is visually 

accepted and preferably as identical to the original as possible. 
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There are two main concerns to phogrammetrists related to the use of JPEG(DCT-based) image 

compression. The first is the degree of variation in grey scale values which can resuh in apparent 

shift of features in the digital image accompanying the removal of spatial frequency data and the 

second is the possibility of introducing artefacts ( or false edge effects) as a consequence of the 8 x 8 

pixel blocking strategy employed (Fraser & Edmundson, 1996). The research therefore aims at 

investigating the quantitative effects of JPEG compression on the geometric quality of digital 

images. It focuses on industrial applications of photogrammetry in which the key object features to 

be measured are signalised with circular targets. 

Recently, many image file fonnats have been developed to store, organise and display images. 

Almost every image or graphic file fonnat -incorporates some kind of compression method (Murray 

& V anRyper, 1994) and hence the choice of image file fonnat is also of relevance. In this thesis, 

the current major file fonnats used in softcopy photogrammetry, remote sensing and multimedia 

GIS are also described. 

1.3 Background to the Study 

The advancements in softcopy photogrammetry and the development of digital photogrammetric 

and satellite workstations have led to a tremendous demand for digital aerial and satellite imagery. 

These images are directly acquired by using solid state cameras, and satellite sensors or indirectly 

by scanning or digitising existing photographs ( Novak and Fayez, 1996). However, digital 

representation of these images requires a very large number of bits and hence one encounters a 

large volume of data in a digital production enviromnent if they are stored uncompressed on the 
\ 

disk. That is digital images "consume" large amount of bytes. For instance, in photogrammetric 

application, if a standard pixel size of l 5µm is used, a digitised 23cm x 23cm aerial photograph has 
' 

a data volume of 250 MB as an 8-bit black and white image, and of 750 MB as a color image 

respectively (Krzysteck, 1995). Similarly, in remote sensing applications, a single satellite (SPOT P 

mode) scenes contains 6 000 by 6 000 pixels or 36 MB. 
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Considering the number of images that are produced by these applications, it is desirable to 

represent the infonnation in the image with considerable fewer number of bits per pixel or with a 

reduction in the volume of image data. Thus, there is a consequent need to limit the resulting data 

volume associated with the applications and one possible way to decrease the neces.wy amount of 
• 

storage, is to work with compressed image data (Sonka, Hlavac & Boyle, 1993). 

Working with compressed digital images means that the amount of data used to represent the 

image has been controlled by making adjustments to the components of digital image quality (i.e., 

resolution, si7.e, color depth, and the amount of compression). These factors can be adjusted to 

varying degrees, and combmations, in order to find the most appropriate compromise between 

image storage and image quality. The techniques for reducing the memory space requirements of 

bitmapped image data are (Jaakkola & Orava, 1994): 

O larger pixel size; 

0 less bits per pixel; 

0 digressive sampling; 

0 image patches; and; 

0 image compression. 

Because optimising the number of grey values does not produce ·enough reduction, and digressive 

sampling and the usage of image patches lead to complicated systems, the reasonable alternatives to 

reduce the bit.mapped data volume are to use larger pixels and image compression (Jaakkola & 

Orava, 1994). Image data compression technique is the science of removing redundant infonnation 

from image data to minimise the number of bits that need to be stored on a disk transfer through a 

network. That is, image compression is one of the methods which can considerably contnbutes to 

smaller file si7.es and minimise transfer rates and the required disk space. The basic idea of image 

compression is to remove redundancy present in the image data in a way which makes image 

reconstruction possible. 
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Image compression can be classified into two basic methods: Lossy (infonnation preserving) and 

lossless (with loss of information) compression methods. A compression method is lossless when it 

reduces the munber of bits required to represent an image such that the reconstructed image is 

,, numerically identical to the original image on a pixel- by - pixel basis. On the other hand, lossy 

compression schemes allow degradation in the reconstructed image in exchange for a reduced bit 

rate (Novak & Shahin, 1996). 

Improved quality can be always be achieved at the expense of higher bit rates, but good 

compression techniques must provide a good trade-off between image quality and bit rate (Oehler 

& Gray, 1995). In order to reduce image si7.e, IJWlY image file formats compress the pixel data 

~re storage. Several compression techniques such as Run-Length Encoding, LZW · coding, 

predictive coding, sub-band coding, vector quantization, block-tnmcation coding, wavelets and 

transfonn-based coding, are cwrently applied in softcopy photogrammetry. There are many 

compression methods which employ several of these techniques in combination. One of the most 

popular and widely used method is the Baseline JPEG compression algorithm. This algorithm 

provides a lossy image compression based on a Discrete Cosine Transformation (OCT ) to convert 

image data into rate-of-change infonnation and Huffinan Coding to produce the compressed 

image. A detailed overview of the algorithms used in image compression tethniques is discussed in 

Chapter 3. 

1.4 Appllcatlon$ of lmaf18 Compt9SSlon 

The usefulness of image compression arises in applications where storage of large quantities of 

digital image data ( i.e. scanned aerial photographs or document, satellite and medical images) have 

to be archived in a limited storage space or where digital images are transmitted over a ~w 

channel (Lammi & Satjakoski, 1995). Early applications of data compression can be found in the 

fields of telecommunication, data storage and printing (Wallace, 1991 ). 
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Major users of image data compression are: 

0 

0 

0 

0 

0 

0 

high resolution television; 

satellite remote sensing; 

military communication via aircraft, radar and sonar; 

teleconferencing; 

computer communications; and; 

facsimile transmission. 

Other applications of compressed images includes time critical data processing, in which case the 

speed of the image analysis algorithms is improved by applymg them to the compressed data. 

1.6 Objectives of image comp18SSion 

In attempting to obtain an efficient and accurate representation of an ori~ image for a reduced 

number of bits, a fundamental goal of image compression is to extract the infonnation in an image 

which is important for a particular application (Oehler & Gray, 1995). The objectives of image 

compression include the following: 

• 

• 

Compression reduces the volume of image data. It transfonns the image to a compressed 

fonn so that the infonnation content of the image is preserved u far u poSSlble; 

Compression teclmiques pennit progressive transmission, producing an .increasingly good 

reconstruction image u bits anive. This is especially useful for telebrowsing and selection 

of important parts of the image (Storer, 1992); and; 
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• Compression conserves storage space which allows larger volume of data to be stored 

especially in remote sensing, photogrammetry and GIS. Conservation of storage space also 

allows for larger inventories in some applications such as medical imaging. 

1.6 Objectives of the Study 

Image processing plays a central role in remote sensing and digital photogrammetry. It is also 

involved in the raster-to-vector conversion of digitised maps. As the raolution of scanners (now 

down to 7 microns) and digital sensors improves, the size of the images increase and naturally with 
' 

it the importance of image compression also increases. The choice of image compression technique 

and hence image fonnat used is therefore of relevance. Therefore, the goal of this thesis is to: 

1) Study and summarise the main image compression techniques currently used in image 

processmg 

2) Examine the importance of image co~ to various photogrammetric and multimedia 

GIS applications; 

3) Idenufy experimentally the effects of JPEG lossy image ~on techniques on 

photogrammetric. The emphasis is on both geometric and ~ quality of images; 

4) Idenufy the current major image fonnats used in photogrammetry and remote sensing, their 

structure and ·their header information; and; 

5) Make recommendations on choice of image compression technique for various 

photogrammetric applications and requirements ( e.g. speed and the amount of tolerable 

loss). 
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1.7 Research methodology and experimental procedure 

This section includes a description of the test process, procedures and methodologies used. The 

general methodology for the practical testing was as follows: 

l. Design and arrangement of the test images for the investigation. These images were real 

grey scale images of objects with signalised with circular targets; 

2. Compression and decompression of 8-bit imagery utilising quality factor values in the 

range of 40 to 95 (approximate compresmon ratios of2:1 to 40:1) with the independent 

JPEG Group's (DP) JPEG software; 

3. Automatic detection and approximate locations of targets in the image using a 

program which extracts the targets centres with an appropriate selection of grey 

level threshold value; and; 

4 Statistical analysis: Quantitative measures were employed to compare original imagery 

with JPEG compressed and decompressed data set by: 

a) Computing variances, standard deviations, maximum and mininwm values and 

root mean square(nns) errors of the data sets; and; 

(b) Plotting graphs of quality factors against nns error of different image data sets 
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1.8 Limitations of the study 

• Lossy schemes cause degradations of the reconstructed image in exchange for larger 

compression ratios. These degradations of the reconstructed lead to radiometric (i.e images 

become blurred) and geometric (i.e., shifting objects in line or colwnn or both directions) 

distortion. The study concentrated on the geometric distortions caused by JPEG lossy schemes. 

• The computing time required to compress and decompressed images using JPEG image 

compression standard was not investigated, although computing time plays a major role in 

selecting a compression scheme as the siz.es of digital images used in softcopy photogrammetry 

and remote sensing become very large. 

• The study concentrated on the extraction of circular targets in close-range pbotogrammetric 

imagery. Geometric information from features such as edges, comer lines, and crosses was not 

extracted. 
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Primary Image File Formats relevant to Digital Photogrammetry, 
Remote Sensing and Multimedia GIS 

2.1. Introduction 

An image file format is the format in which image data ( data describing an image) is stored in a file . 

In practical sense, every major application in digital photogrammetry, remote sensing, and 

multimedia GIS creates an enormous amount of data that needs to be stored, organised and 

retrieved in an efficient and logical way. Image file format is an important transport mechanism that 

allows the interchange of visual data between software applications and computer systems. 

However, there is no standard method of storing images in files. Instead, there are a vast array of 

file formats . Some of these are widely used (e.g. GIF, TIFF) and serve as exchange formats. Others 

are adapted to the needs of a particular applications or particular operating systems. Many 

commonly used formats are described in literature published by Murray and vanRyper (1994). 

There are two principal yet very important different methods of representing image data: bitmaps ( 

raster or array of pixels) and vectors (David & Levine, 1994). 

In most photogrammetric and remote sensing applications, image data is stored in the former 

method. In this method (i.e., bitmap representation), an image data which is formed from a set of 

numerical values is broken down into a grid specifying the colors of individual pixel or picture 

elements. The light value ( lightness, darkness or color) of each pixel of the grid is recorded 

individually. On the other hand, vector representation usually refers to a means of describing an 

image as a series of lines, polygons and curves by numerically specifying key points (Murray & 

VanRyper, 1994 ). Vector data is always associated with attribute information (such as color and 

line thickness) and a set of conventions allowing a program to draw the designed objects. 
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The choice of a particular image file fonnat for a given appJication generally involves several 

interdependent considerations including quality; flexibility; computation; storage, or transmission 

(David & Levine , 1994). The suitability of a file format for a given purpose is best determined by 

knowing its original purpose. For the purpose of this thesis, file fonnats sucli as page description 

language files, output device language files, and fax files are not described. The following sections 

look at the major image file formats used in softcopy photogrammetry, remote sensing and 

multimedia GIS, their structure and their header infonnation Image file fonnats covered in this 

thesis are: TIFF, GIFF, SUNRASTER, JPEG and MPEG. 

2.2 Bitmap Velsus Vector fl/es 

This section gives a general consideration of both bitmap and vector files: their applications, 

advantages and disadvantages in photogrammetric, remote sensing and GIS applications. Bitmap 

files fonnats are especially suited for the storage of real-world images; images with complex 

variations in colors, shades or shapes such as photographs , paintings and digitized video frames. 

Bitmap representation can record just about any conceivable image, since every image can be 

broken up into a grid as far as the human eye is concerned ( David & Levine, 1994). Furthermore, 

the advantages ofbitmap files include the following (MulTay & VanRyper, 1994): 

• Bitmap files may be easily created from existing pixel data stored in an array in memory; 

• Retrieving pixel data stored in a bitmap file may often be accomplished by using a set of 

coordinates that allows the data to be conceptualised as a grid; 

• Pixel values may be modified individually or as large groups by altering a palette if present; and; 

• Bitmap files translate well to dot-fonnat output devices such as CRTs and printers. 
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Bitmap files, however, do have the following drawbacks (Murray & VanRyper, 1994): 

• They can be very large, particularly if the image contains a large number of colors. Data 

compression can shrink the siz.e of pixel data, but the data must be expanded before it can be 

used, and this can slow down the reading and rendering process considerably. Also, the more 

complex a bitmap image (large number of colors and minute detail), the less efficient the 

compression process will be; and; 

• They typically do not scale very well. Shrinking an image by decimation (throwing away pixels) 

can change the image in an unacceptable manner, as can expanding the image through pixel 

replication. Because of this, bitmap files must usually be printed at the resolution in which they 

were originally stored. 

Vector files contain, instead, mathematical descriptions of one or more image elements, ·which are 

used by rendering application to construct a final image. Vector files are made up of descriptions of 

image elements, rather than pixel values. They work well for line art such as computer-aided design 

(CAD) drawings and images with simple shapes, shadings, and coloration. Charts, graphs and 

certain types of freehand illustrations and typically recorded as vector files (David & levine, 1994). 

Vector representation bas more limitations than bitmap in the practical point of view, but it bas the 

advantage of being far more efficient and flexible than bitmap for many application ( David & 

Levine, 1994). Among other things, the advantages of vector files includes the following (Murray 

& VanRyper, 1994): 

• Vector files are useful for storing image composed of line-based elements such as lines and 

polygons, or those that can be decomposed into a simple geometrical object, such as text; 

• Many vectors files containing only ASCII fonnat data can be modified with text editing tools. 

Individual element may be added, removed, or changed without affecting the other objects in the 

image; ~d; 
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• It is usually easy to render vector-data and save it into a bitmap format file, or, alternatively, to 

convert the data to another vector format, with good results. 

Some drawbacks of vector files include the following (Murray & VanRyper, 1994): 

• Vector files cannot easily be used to store extremely complex images, such as some 

photographs, where color information is paramount and may VBIY on a pixel-by-pixel basis; 

• The appearance of vector images can V8IY considerably depending upon the application 

interpreting the image. Factors include the rendering application's compatibility with the creator 

application and the sophisticated of its toolkit of geometric primitives and drawing operations; 

• Vector data also displays best on vectored output devices such as plotters and random scan 

displays. High resolution raster displays are needed to display vector graphics as effectively; 

and; 

• Reconstruction of vector data may take considerably longer than that contained in a bitmap file 

of equivalent complexity, because each image element must be drawn individually and in 

sequenc.e. 

2.3 General consideration of nFF file format 

The acronym TIFF stands for the Tag Image Ftle Format as discussed in section 2.3.2.2. TIFF is a 

format for storage, transfer, display, and printing of bitmap (raster) images, such as clipart, 

logotypes, seamed documents. TIFF imagery file format can also be used for storing and 

transfening digital satellite imagery, scanned aerial photograph, elevation models, and scanned 

maps or the results of many types of geographic analysis. The largest possible Tiff file is 2 32 
- 1 

bytes in length. TIFF uses byte offsets (pointers) which makes it much easie.r to read Tiff files from 

a random access device such as a hard disk or flexible diskette. 



Chapter 2: Primary Image File Formats for Digital Images 14 

It· is also possible to read and write TIFF files on a magnetic tapes. TIFF is independent of specific 

operating medium ( MS-DOS, UNIX,etc), filling system, compilers, and processor. The 

reconmended MS-DOS and UNIX file extension for TIFF is dot Tiff(. Tift). Macintosh file type 

recommends 'TIFF as its file extension. 

2.3.1 ltla}or enhancement In TIFF 

TIFF is the only full-featured format in the public domain, capable of supporting compression, 

tiling, and the extension to include geographic metadata. Its main strength is a highly flexible and 

. platform independent format which is supported by numerous image processing applications. TIFF ~, 
', 

is designed to provide and promote a rich environment in which interchange of digital image data 

can be accomplished. It serves as an interf8ce to several scanners and graphics arts packages. TIFF 

can be read and incorporated into a document or publication such as a desktop publishing package. 

Another feature of TIFF which is also useful is the ability to decompose an image by tile rather than 

scanlines. This permits much more, efficient access to very large imagery which has been 

compressed ( since one does not have to decompress an entire scan1ine ). 

The following types of images can be stored and displayed by Tdf file: 

0 Black and white ( one bit); 

0 Grayscale with ( 4, 8, 16, 32 bits); 
0 Pseudocolorimage(4, 8 bits); 

0 Palette color images; and; 

O Multiband images with eight bits per pixel. 

TIFF file offers no restrictions on the number of bands in the images. Both single and multl°band 

images are supported by TIFF file. 
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The following compression schemes are supported by TIFF file for better disk space utilisation: 
0 Raw uncompressed; 
0 LZW compression scheme for grayscale, mapped color and full color images; 

0 Pack:Bits compression for one bit images; 

° CCITI Fax 3 & 4; and; 

0 .JPEG. 

TIFF image colorimetry tags are used to define the characteristics of full color RGB data, and 
the,reby potentially improve the quality of color image reproduction (Aldus Microsoft Technical 
Memorandum, 1988). 

e.3.2 An overview of nFF Rle Structu,e 

TIFF files are organised into a three-level of hierarchy and these are : 

0 the Image File Header (]FH); 

0 the Image File Directory (JFD);• and; 

0 Bitmap data . 

The subsequent sections descnbe each level in detail 

2.3.2.1 Image FIie Header 

A TIFF file begins with an eight-byte image file header, which contains the following information 

(Aldus Microsoft Technical Memorandoum, 1988): 

• Bytes -order Identifier : It indicates whether the data in the TIFF file is written in Intel format 

( i.e. 4949 or 11) or Motorola-format (i.e 4D4D or MM); 
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• TIFF venion number: The number is 42 (2A in hex). This number does not change; and; 

• The byte offset of the flnt image 6le directory: The directory may be at any location in the 

file after the header. The byte offset refers to the location of bytes with respect to the beginning 

of the file. The first byte of the file has an offset of 7.erO. ' 

2.3.2.2 Image field Directory (IFD) 

Image file directory is a collection of informatlon similar to a header, and it is used to describe the 

bitmap image data to which.it is attached. There can be more than one image file directory. In this 

case, each subdirectory defines a subfile. The Image file directory contains infonnation on: 

0 the height of the image; 

0 the width of the image; 

0 the depth of the image; 

0 the number of color planes of the image; and; 

0 the type of data compression used on the bitmapped data. 

Figure 2.3 shows three possible arrangements of the internal data structure and the Image File 

Directory of a TIFF file. In each example, the Image File Head« (IFH) appears first in the TIFF 

file. In the first example, each of the IFDs follows after the IFH and it is the most efficient 

ammgement for reading the IFD data quickly (Murray & VanRyper, 1994). In the second example, 

each IFD is written, followed by its bitmap data. This is perhaps the most common internal format 

of a nmlti-image TIFF file. In the last example, it is seen that the bitmapped data has been written 

· first followed by the IFDs. This seemingly wwsua1 ammgement might occur if the bitmapped data 

is available to be written before the infonnation that appears in the IFDs. 
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Header 
Header Header 

IFDO 
lFDO lmageO 

lFD 1 
ImageO Image 1 

lFD n 
1FD 1 lmage2 

lmageO 
Image 1 lFDO 

Image 1 
lFD2 lFD 1 

Imagen 
Image2 lFD2 

FIG 2.1: The three possible 81T8Dpment or data in a TIFF rile 

An image file directory may vary in siz.e because it may contain a variable number of data records 

called tags. Each tag is a 12-byte record that contains a unique piece of infonnation about the 

bitmapped data (unagery). These tags are the only way that a TIFF reading file can obtain 

fundamental infonnation about the TIFF image. That is, the tags support the image with 

infonnation that the TIFF reader needs to know in order to control the appearance of image on the 

user's display or printer. TIFF tags are categorised into the following: 

• TIFF Public Tap: These are tags defined by TIFF specification and may not be modified 

outside of the parameters in the latest TIFF specification. They contain infonnation about 

the pixel architecture. Infonnation such as the number of rows, number of colunms, and 

bits per sample are conveyed by the TIFF public tags to the user of TIFF file; and; 
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• Private TIFF tags (user-definable tags) : Private tags are registered to specific users. The 

users who register for these tags are allowed by the designers to write information on them 

to support their software community. 

Special functionality has been added to the tags in such a way that incompatibility problems with 

older TIFF packages is minimised. For example,. TIFF version five file will be readable by older 

applications such as TIFF version four. 

2.3.2.3 Blbnap data in the TIFF file 

TIFF file contains only bitmap data which is organised into either a strip (i.e., one dimensional 

objects that has only a length) or tiles (i.e., two dimensional strip that has both width and length) 

Three tags are necessary to define the strips of a bitmapped data within a TIFF file. These are: 

• RowPerStrip tag to indicate the number of rows of compressed, bitmapped data in each 

strip; 

• Strip()ffsets tag to indicate the position of the first byte of each strip within the TIFF file; 

and; 

\. • StripByteCount tag to maintain an array of values that indicate the size of each strip in 

bytes. 

TIFF version 6 introduced the conc.ept of tiles rather than strips of bitmapped data. In the tiles 

fonnat, image compression algorithms such as JPEG which, compresses data as two-dimensional 

tiles can be incorporated into its compression schemes. Storing the compressed data as tiles 

optimises the decompressions of the data quite significantly. 

• 

I 
I 
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2.3.2.4 Compression Sunmary 

TFF Image File Fonnat support the following types of data compression: 

• Packbits Run-Length Encoding (RLE); 

• CCITI (Huffinan) encoding; 

• Lempel-Ziv-Welch (LZW); and; 

• JPEG compression techniques. 

Packbits RLE in TIFF is a byte-wise compression technique and most efficient at encoding runs of 

bytes. TIFF, among other file formats applies 1ZW compression techni~es for image data files. In 

TIFF, the pixel data is packed (i.e., pixel packing is an efficient way to store data in contiguous 

bytes of memory) into bytes before being presented to IZW, so an 1ZW source byte might be a 

pixel value, part of pixel value, or several pixel values, depending on the image's bit depth and 

number of color channels (Murray & VanRyper, 1994). This approach of TIFF does not work very 

well for odd-size pixels, because packing into bytes creates byte sequence that do not match the 

original pixel sequences, so any pattern in the pixels are obscured. 

If the pixel boundaries and byte boundaries agree (e.g., 4-bit pixel per byte, or one 16-bit pixel per 

every two bytes), then TIFF'S method work well. The CCITI defines three algorithms for the 

encoding ofbilevel image data: 

Group 3 one-dimensional (03 .ID); 

Group3 two dimensional (G3 20); and; 

Group4 two dimensional G4 20). 
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TIFF compression schemes follows the G3 ID and G4 2D specification. Group 3 encoding was 

designed specifically for bilevel, black-and-white image data . Group 4 is far more efficient form of 

bilevel compression. 

2.3.3 GEOTIFF 

GeoTIFF is an implementation of TIFF files which defines a set of TIFF tags provided to describe 

all autographic infonnation associated with TIFF imagery that originates ftom satellite imaging 

· systems, scanned aerial photography, scanned maps, digital elevation models, or as a result of 

geographic analyses. The purpose of GeoTIFF implementation is to have a public do~ multi­

vendor, non-proprietary, open and platform interoperable fonnat for transfer and utilisation of any 

TIFF geographic image. GeoTIFF does not intend to become a replacement for existing 

geographic data interchange standards, such as the USGS SOTS or the FGDC metadata standard. 
Rather, it aims to augment an existing popular raster-data fonnat to SUPJ>Qrt georeferencing and 

geocoding infonnation. 

The GeoTIFF fonnat provides enough information that the software can spatially display an 

· image without requirement of any user intervention, such as typing in coordinates, digitising points, 

or other labour intensive and technical actions. That is, it reduces the need of users to be 

geographic. experts in order to load a map-projected image or scanned map. The TIFF 6.0 

· specification is fully supported by GeoTIFF format. That is, GeoTIFF images fully comply with the 

TIFF 6.0 specification, and its extensions conform in every way to the scope of raster data 

supported by TFF version 6.0. The GeoTIFF tags and ·definitions ~ considered comp~ 

orthogonal to the raster-data descriptions of the TIFF specification and impose no restrictions on 

how the standard TIFF tags (baseline and extended ) are to be interpreted, which color spaces, or 

compression types are to be used. 
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GeoTIFF uses a small set of reserved TIFF tags to store a broad range of gepreferencing 

information, catering to geographic as well as projected coordinate systems needs. It is possible to 

customise geographic projections using GeoTIFF. Projections includes: UTM, US State Plane and 

National Grids, as well as the undertying projection types such as Transverse Mercator, Lambert 

Conformal Conic and Albert Equal Area. GeoTIFF uses numerical codes to c:lescribe the projection 

types, coordinates systems, datums and ellipsoid. These codes are derived from the EPSG list 

compiled by the Petrotechnical Open Software Corporation (POSC), and mechanisms for adding 

further international projections, datum and ellipsoid has been established. The GeoTIFF 

information content is designed to be compatible with the data dec<>mJ>9sition approach used by the 

National Spatial Data Inftastructure (NSDI) of the l.J.S.Federal Geographic Data Committee ( 

FGDC). 

GeoTIFF uses a Meta Tag (GeoKey) approach to encode dozens of information elements into just . 
six tags, taking advantage of TIFF platfomt-independent data format represattation to avoid cross­

platform interchange difficulties. These keys are designed in a manner. pamllel to standard TIFF 

tags, and closely follow the TIFF discipline in their structure and layout. New keys may be defined 

as needs arise. While GeoTIFF provides a robust ftamework for specifyins a broad class of 

existing projection coordinate systems, it is fbUy extensible, permitting internal, private or 

proprietary information storage. 

2.4 Graphic Interchange Format (GIF) 

Graphic Interchange Fonnat is a bitmap format created by CompuServe. The GIF fonnat is capable 

of storing bitmap data with pixel depths oft to 8 bits (Le., maximum of256 colors) GIF images are 

always stored using the RGB color model and palette data. GJF is also capable of storing multiple 

images per file. The vast majonty of GJF file contains 16-color or 265-color near- photographic 

quality images. 
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Gray-scale images such as those produced by scanners, are stored using GIF. GIF features 

includes: 
0 IZW compression; 

0 the sequencing or overlay of multiple images; 

0 interlaced screen printing; and; 

0 text overlays. 

There are two versions of GIF specifiattions, both of which have been widely distributed. The 

original version was GIF 87a and many images were created in this fonnat. The current version 

(GIF 89a) adds several capabilities including the ability to store text and graphic data in the same 

file. GIF was designed as an image communications protol used for the interactive viewing of 

online images. 

2.4.1 An ovwview of G/F File Structure. 

This section gives an overview of GIF 89a file structure which is the most recent revision of GIF 

file fonnat. Figure 5.2 illustrates the basic layout of a GIF 89A image file. Just as with the version 

87a, each image in the 89a version also begins with a Header, a LQgical Screen Descriptor, and 

optional Global Color Table, Local Image Descriptor, an optional Local Color Table and , a block 

of image data. The sequence and the contents of the features connnon to both versions are 

described in the subsequent sections. 

2.4.1.1 The Header and the Logical Screen Descriptor 

• The Header: It is used only to identify the data stream as GIF. That is, it indicates the version 

of GIF decoder (87a or 89a) required to interpret the data that follows. 
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• The Logical Screen Descriptor: It contains infonnation descnbing the screen and the color 

infonnation used to create and display the GIF file ~- It defines the si7.e, pixel aspect ratio, 

and color depth of an image plane that encompasses the image or images that follows. It is 

analogous to the monitor screen on which the images originated. It also indicates whether a 

Global Color Table follows. 

2.4.l.l The Global Color and the Local Color Tables 

• The Global Color Table : It is the color map used to index the pixel color data contained . 
within the image data. If a Global Color Table is not present, each image stored in the GIF file 

contains a Local Color Table that it uses in place of a Global Color Table. 

Global Color Table data always follows the Logical ~ Descriptor infonnation and varies in 

si7.e depending upon the number of enttries in the table. 

• The Local Color Table : If a Local Color Table is present, it immediately follows the Local 

Image Descriptor and precedes the image data with which it is associated. A Local Color Table 

only affects the image it is associated with and, if it is present, its data supersedes that of the 

Global Color Table. Each image may have no more than one Local Color Table. 
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Header 

Logical Screen Desaiptor 

Global Color Table 

00tmnent Extension 

Application Extension 

Graphic Control Extension 

Local Image Descriptor 

Local Color Table 

InwreData 

comment Extension 

Plain Text Extension ' 

Trailer 

FIG 2.2; The basic Layout or a GIF 89a file 

2.4.1.3 GIF Image Data and the Tniler 

GIF image data is always stored by scanline and by pixel. It does not have the c8pability to store 

image data as planes, so when GIF files are displayed using pane-oriented display adapters, quite a 

bit of buffering, shifting. and masking of image data must occur before the GIF image can be 
. ' 

displayed (Murray & VanRyper, 1994). The scan lines making up of GIF bitmap image data are 

normally stored in consecutive order, starting with the first row and ending with last row. The GIF 

fom18t also supports an alternative way to store rows of bitmap data in an interlaced order. 

Interlaced images are stored as alternating row of bitmap data. 
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• The Trailer: The Trailer is a single byte of data that occurs as the last character in the file. It 

indicates the end of the GJF data stream and it appears in every GIF file. 

2.4.1.4 GIF Control Edensions 

This is a new feature which has been added in the version 89a (the most recent version). In the 

older version ( GIF 87a), speciali$ed blocks ofinfonnation are used to control the rendering ofthe 

graphical data stored within a GIF image file. The design of GIF 87a only allowed the display of 

images one at a time in a " slide show'' :tishion. Through the interpretation and use of Control 

,Extension data, GIF 89a allows both textual and bitmap-based graphical data to be displayed, 

overlaid, and deleted as in an animated multimedia presentation. The Control Extensions 

introduced by GIF 89a are: 

• The Graphic Control Extension blocks: They control how bitmap or plain text data found in a 

Graphic Rendering block is displayed. Such control infbnnation includes whether the graphic is 

to be overlaid in a transparent or opaque tashion over another graphic, whether the graphic is to 

be restored or deleted, and whether user input is expected before continuing with the display of 

the GIF file data; 

• The Plain Text &tension blocks: They allow the mixing of plain text ASCil graphics with 

bitmapped image data. Many GIF images contain human-readable text that is actually part of the 

bitmap data itself Using the Plain Text Extension, captions that are not actually part of the 

bitmapped image may be owrlaid onto the image. This can invaluable when it is neceuary to 

display textual data over an image, but _it is inconvenient to alter the bitmap to include this 

infonnation. It is even possible to construct an 89a file that contains only plain-text data and no 

bitmap image data at all; 



Chapter 2: Primary Image File Fonnats for Digital Images 26 

• Application Ertension blocks: They allow the storage of data that is understood only by the .ti. 

software application reading the GIF file. This data could be additional information used to help 

display the image data or to coordinate the way the image data is displayed with other GIF 

imagefiles; and; 

• Comment Extension block It is used to insert a human-readable ASCil text into a GIF file or 

data stream. 

2.4.2 Data Comptealon method In GIF 

GIF support only LZW lossless encoding scheme:· GIF requires each LZW input symbol to be a 

pixel value. Because GIF allows· 1-to 8-bit deep images, there are between two and 256 LZW input 

symbols and the LZW dictionaiy is initialised accordingly. The LZW-mcoded image data is stored 

as a continuous stream of data that is read from the beginning to the ~ but in GIF, the encoded 

image ·data is stored as a series of data sub-blocks. The LZW decoder reads each sub-block for the 

decodmg processing. It is irrelevant how the pixel might have been packed m storage originally, 

LZW will deal with them as a sequence of symbols. Unlike TIFF which does not work well for 

odd-me bit pixels, the GIF approach of data encoding works well for odd-size bit depths. 

GIF files cannot be significantly compressed further when stored using file archivers such as PKZIP 

and ZOO. This is because the image data found in every GIFF file is always compressed using the 

LZW encoding scheme; the same compreuion algorithm used by most file archivers. Compressing 

a GIF file is therefore a redundant operation, which rarely results in smaller files and usually not 

worth the time and effort involved in the attempt. 
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2.5 Sun Raster File Fonnat 

The Sun Raster image file format is a bitmap format which is capable of storing b~-and-white, 

gray-scale, and color bitmapped data of any pixel depth. It uses SunOs System Platform and it is 

supported by most UNIX imaging applications. The use of color maps and a simple Run-Length 

data compression are also supported. 

2.5.1 Organisation of Sun Ruter Flies 

The basic layout of a Sun Raster file is a Header, followed by an optional color map, and then by 

the bitmapped image data. 

2.S.1.1 Sun Raster Header file 

It is 32 bytes in length and has the following information: 
0 magic (identification) munber which identifies a file as a Sun Raster image; 

0 
· width and height of image in pixels; 

O munber of bits per pixel; 

0 size of image data in bytes; 

0 type of raster file; 

0 type of color map; and; 

0 size of the color map in bytes. 
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2.5.1.2 Sun Raster ColorMap Type ftle 

It indicates the type of color map included in the Sun Raster file, or whether a color map is 

included at all. The following three color fonnats am be found in the ColorMap Type file: 
0 No color map; 

0 RGB color map; and; 

0 Raw color map. 

Typically, a black-and-white or gray-sc.ale images do not need a color map. For the color images 

(RGB color map), the colors are separated into three planes, and are stored in RGB order with the 

first being the red values, the second values being green and the third being the blues values. A raw 

color map is any other type of color map not defined by Sun Raster files format and is stored as 

individual bytes values. 

2.5.1.3 Sun Raster Image Data 

The pixels in the image come after the color map. They are written left to right within a row, and by 

row from top to bott(>m. Bitmap files with a depth of 1 contains 2-color image data. These images 

do not have color map and each bit in the bitmap 1epescnts a pixel, with a value ofO representing 

black and a value of 1 representing white. Raster files with a depth of 8 may contain either color or 

gray-sc.ale image data. 

Images with pixels agbt or fewer bits in depth do not include a color map. If a color map is present 

in an 8--bit bitmapped file, then the pixel values are inde,c pointers into a color map. Such an image 

contains only a maximun of256 colors. Raster files with a depth of24 or 32 nonnally do not have 

color maps. lntead, the color values are stored directory in the image data itself (true color bitmap). 

If a 24-bit image has a color map, it is either a raw color map, or an RGB color map that contains 

more than 256 elements. 
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2.S.2 Sun Raster Compression 

Sun Raster image data is co~ using Simple Run-Length Encoding. This encoding method is 

found in any Sun Raster file regardless of the type of image data it contains. Sun Raster file uses the 

RLE schemes that uses three bytes in size, rather than two, to represent a nm. The first byte is a 

flag value indicating that the following two bytes are part 'of an encoded packet. The second byte is 

the count value, and the third byte is the run value. The encoding of pixel runs does not stop at the 

end of each scan line because the Sun Raster bitmap is read as if it is a single stream of data. 

2.1 J~ flle formats 

JPEG is supported in a variety of formats and software, although each typically has· ·its own 

peculiarities. TIFF version 6, for instance, support JPEG encoding, but the prospective developer 

should, obtain the detailed TIFF specification to ensure proper handing of details. Similarly, the 
- . 

Photo Compressor in the Quicklime portion of Apple's System 7 operating system supports the 

standard baseline JPEG bitstream. This section takes a general look at JPEG file format and 

associated file formats. For an overview of other common image formats, inc1udmg JFIF: JPEG­

TIFF formats. 

2.8.1 JRF FIie Fonnat 

JFIF stands for JPEG Yde Ioterchange Format. It is the current standard for exchanging JPEG 

co~ files across hardware platforms. JFIF file is basically a JPEG data stream with a few 

restrictions and an identifying marker. JPEG data in general is stored as a stream of blocks, and 

each bloclc is by a marker. :Each block starts with a two-byte (Start Oflmage) marker that identifies 

the type of segment. All JPEG data are stored with 16-bit word values in big-endian format, with 

the highest-order part of the value stored first. 

I 



Chapter 2: Primary Image File Formats for Digital rmages 30 

A JFIF file contains a single image typically encoded using baseline OCT compression and Hufflnan 

encoding. A JFIF image may be either gray-scale or in YCbCr color representation. This is the 

fonnat most adept at working on the Internet. 

2.8.2 JPEG- TIFF 

There is a variation of TIFF (Tagged Image Fde Fonnat) that includes JPEG compressed images. 

A TIFF file can contain either a straight OCT or lossless JPEG image, or a series of JPEG-encoded 

strips or tiles, allowing pieces of the image to be recovered without having to read through its 

entirety. 

2.7 Mu/timed/a FIie Fonnats 

Mu1tinledia refers to the integration of text, images, audio and video in a 11ariety of application 

enviromnents. In addition to bitmap and vector file formats, there are also animation, multimedia, 

meta and scene file fonnats. Storage of multimedia data and information in a disk is similar to 

image file fonnats. In Multimedia formats, the following types of data is stored: text, image data, 

audio and video data, computer animation and binary data such as Musical Instrument Digital 

Interlace (MIDI), control information and graphical fonts. 

Multimedia file fonnats offer the ability to store these types of data in one or more existing data 

fonnats that are -1ready in general use. For example, a multimedia fonnat may allow te,rt· to be 

stored as Postscript or Rich Text Format (RTF) data rather than in conventional ASCil plain te,rt 

format. Still-Image bitmap data may be stored as BMP or TIFF files rather than as raw bitmaps. 

Similarly, audio, video, and animation data can be stored using industry-recognised fonnats 

specified as being supported by multimedia file format. 
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Multimedia fonnats are also optimised for the types of data they store and the. format of the 

medium on which they are stored. Multimedia infonnation are stored on CD-ROM In order for 

multimedia applic.ations to work together and realise the benefits of distributed computing, a 

connnon interchange format for multimedia infonnation has been developed. Most formats are 

designed for file-based interchange and a real-time delivery of multimedia materials from disk or 

across a network. The most current ~ interchange file formats are: 

• QuickTune Movie File (QMF) Fonnat: It is a published file fonnat for storing multimedia 

content for quicktime presentation. It presents a model for storage and interchange of time­

related media that is jndependent of a system's bµilt-in timing and synchronisation ( Buford, 

1994); 

• Open Media Framework ( OMF): It is an industry standardization ellbrt led by Avid 

Teclmology to define a common framework and multimedia interchange format. It's primary 

concern is in representing time-based media sudi as video and audio; and; 

• Multimedia and Hypermedia Information Encoding Expert Group (MHEG): This is an ISO 

working group that is defining an object-oriented model for multimedia and hypermedia 

interchange. 

2.8 Animation Rle Formats 

The storage of various types of multimedia data that have listed in section 4.8 cannot discuued in 

detail in this thesis. They have been disaJssed in detail in the book : Encyclopaedia of Graphics File . 

Formats written by James D. Murray & William VaoR.yper. This section seeks to desaibe how 

animation data is stored using multimedia fonnats. Computerised animation is a combination of still 

and motioo imaging Eadi ftame or cell of an animation is a still image that requires compression 

and storage. Animation files offer the ability for storing data of animation frame and for providing 

the infonnation necessary to play back the frames using the proper display mode and frame rate. 
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Most animation files use delta compression schemes, which is a form of Run-Length Encoding that 

stores and compresses only the information that is difference between two images. Storing 

animation using multimedia format also produces the benefit of adding sound to animation. Most 

animation formats cannot store sound directly in their files and mQst rely on storing the sound in a 

separate disk file which is read by the application that is playing back the animation Animated 

· sequences are used by CAD programmers to rotate three dimensional (3D) objects so they can be 

observed from different perspectives; complex, ray-traced objects may be sent into movement so 

their behaviour can be seen; mathematical data collected by an aircraft of satellite may be rendered 

into animated fly-by sequence; and movie special effects benefits greatly by computer animation. 

2.9 Summary 

Several of the image file formats which have been descnbed , especially GeoTIFF are under design, 

. and the description given here could change with time. This section summari7.es and compares the 

major contributions of each image file 'formats. There are two different methods of representing 

image data: Bitmaps and vectors. Vector data refers to a means of representing lines, polygons or 

curves whereas bitmap data is an array of pixels. In most applications in softcopy photogrammetry 

and remote sensing, image data is usually stored as bitmaps. One practical problem in bitmap 

representation of image data is image size. A high resolution color image file requires more bytes 

for storage and more bytes for memory, processing and display than lower resolution images. Many 

file fonnats such as TIFF, GIFF, SUNRASTER and others have been developed to store, organise 

and retrieve image data in an efficient and logical way. 

TIFF is a fonnat for storage, interchange, display and printing of bitmap images. Its main strength is 

a highly flexible and platform-independent format which is supported by numerous image 

processing applications. TIFF is a full-featured format in the public domain, capable of supporting 

compression, tilling, colorimetry calibration, and the extension to include geographic metadata. 
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The TIFF file extension, GeoTIFF, is embedded in TIFF file fonnat as tags to handle cartographic 

and geographic information. Another feature of TIFF which is also useful is the ability to 

decompose an image by tiles rather scanlines. 

GJF is a bitmap fonnat to store bitmap data with a pixel depths of I to 8 bits. GIF images are 

always stored using RGB color model and pallete data. Sumaster file fonnats is capable of storing 

black-and -white, grey-scale, and color bitmapped data of any pixel depth. JFIF is the JPEG 

interchange file fonnat which handles JPEG compressed files across hardware platforms. In 

addition to bitmap and vector file formats, there are also animation, multimedia, meta and scene file 

fonnats. Storage of multimedia data and information in·a disk is similar to image file fonnats. 
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Fundamental issues in Image Compression Techniques 

3.1 Introduction 

This chapter review the general techniques for still and motion image compression. This thesis w ill 

not review all of the techniques for compression described in the literature, since most of them are 

not implemented in standard software packages available for dedicated image processing. Image 

compression techniques attempts to reconstruct image data into a different, more compact 

representation conveying the same information. Reducing the amount of data needed to reconstruct 

images results in some compression but with accompanying distortions or degradation in the 

reconstructed image. Measures of compression techniques performance are basically composed of 

three entities (Luther, 1994 & Schalkoff, 1989): 

• A quantitative or qualitative assessment of the degradation (if any) of the image data; 

• A quantitative measure of the amount of data reduction expressed in terms of memory bits per 
image or bits per pixel; and; 

• A measure of the algorithm complexity, particularly with respect to the speed of compression or 
decompression. 

3.2 Lossless Versus Lossy Compression Techniques 

One of the most fundamental concepts in image compression is the difference between lossless and 

lossy compression techniques. In general terms, lossless techniques create compressed files that 

decompress into exactly the same fi le as the original, bit for bit. That is, when a chunk of data is 

compressed and then decompressed, the original information contained in the data is preserved (i.e. 

no data is lost or discarded). The most popular lossless compression techniques are Huffman, 

adaptive Huffman, Ziv-Lempel-Welch (ZLW) and arithmetic encoding. 
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Lossy compression techniques on the other hand, create compressed files that decompress into 

images that look similar to the original but different in digital mal«Hip. Tins means that lossy 

compression techniques discard some of the data in the image in order to adlieve compression 

ratios better than that of most lossless compression methods. JPEG and fractal compression 

techniques are suited tQ lossy compression of large, full 24 ~ images. The storage space ~ by 

lossy compression techniques can be very Jarge. Some of the common coJDF,e5Sion techniques are 

predictive coding, transform, and scalar qwmtiiatioa. Figure 3.1 gives a summary classification of 

various image compression techniques (Luther, 1994). The sucr«ding sections take a closer look 

at lossless and lossy compression techniques, as well as the algoritlm and transfonnations involved. 

The review of these techniques are based on publications by Luther (1994), Jain (1989) and Storer 

(1988). 

I IMAOECOMPRESSIONTF.afNIQUFJJ I 
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DQ J.1: Image Compression Techniques (after Luther 199-t) 
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3.3 Simple Image Comp,asslon Techniques 

Image compression techniques such as Run-length Encoding (RLE) coding and Truncation are 

cJas.mied as Simple image compression techniques (Luther, 1994). Each of these techniques are 

diswssed in terms of their compression abilities and working principles. 

3.3.1 The Run-Length Encoding 

Run-length coding capitalises on the hish pixel-to-pixel correlation in the image, and then recodes 

the data to eliminate the redundancies. That is, blocks of repeated pixels are replac.ed with a single 

value and a count of how many times to repeat that value. To achieve a high degree of 

compression, the run-length data is recoded into digital codes of vacying length, with shorter codes 

assigned to the more likely original code values (Cavigioli, 1990) .. This encoding technique is 

lossleu and supported by most bitmap or raster file fonnats such as TIFF, BMP and PCX It is 

suited for compressing any type of data regardless of its infonnation content but the contents of the 

data will affect the compression ratio achieve by RLE. 

The RLE compression. efficiency depends on the type of image data being encoded. A black-and­

white image for example will encode very weD, this being due to the large amount of continuous 

data with the same color. It also works well with computer-generated images, cartoons and CLUT 

images (Luther, 1994). RLE is both easy to implement and quick to e,cecute. 

3.3.2 · TNncatlon Technique 

TNDC&tion is a siq,le and fast louy comprmon technique for grey scale images. The key idea of 

truncation is to reduce image data through arl>itraty lowering ofbits per pixel so that the quality of 

the image will remain acceptable and at the same time the demand for the storage space will 
' 

decrease. This is done by throwing away some of the least significant bits for every pixel. 
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The greatest deficiency of truncation is a relatively high bit rate as compared to other coding 

techniques like Discrete Cosine Transform (OCT). Other significant drawbacks are ragged edges 

(staircase effects) in the reproduced images and blocky appearance in some c.ases (Franti et al, 

1994). However, truncation is attractive because its processing is extremely simple. 

3.4 Interpolative Techniques 

Interpolative compression at the pixel level consists of transmitting a subset of the pixels and using 

interpolation to reconstruct the intervening pixels. Luther (1994) argues that, in the real meaning of 

compression, this is not a valid technique for use on the entire pixels because it effectively reduces 

the number of independent pixels contained in the output. The interpolation in that case is simply a 

means for reducing the visibility of pixelbttion, but the output pixel count is still equal to the subset. 

However, there is one case where interpolation is a valid compression technique. It can be used in 

coding color and multispectral images. 

In practical image coding schemes for color imagery, the chrominance components of the image are 

sampled at correspondingly lower rates. This process is called color subsampling, and it is most 

valuable with luminance- chrominance component images (YUV, YIQ). For example, in a digital 

system starting with 8 bits each of YUV (24 bpp ), the U and V components can be subsampled by 

a factor of four both horiz.ontally and vertically( a ratio of 16:1). This technique gives excellent 

reproduction of real pictures. Interpolation can also be applied between frames of a motion 

sequence. 

3.6 Predictive Techniques 

The predictive compression technique exploits the correlation between neighbouring pixel values to 

determine the grey values of a digital image. This means that, it predicts the next sampl~ (i.e. line, 

pixel or frame) from the previous sample. 
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The technique removes mutual redtmdancy between successive pixels and encodes only the new 

infonnation. For example, an image of constant grey levels is fully predictable once the grey level· of 

the first pixel is known. On the other hand, a white noise random field is totally unpredictable and 

every pixel has to be stored to produce the image ( Jain, 1989). Techniques such as Delta 

Modulation and Differential Pulse Code Modulation (DPCM) fi1ll into this category. Only DPCM 

is fully discussed below in the succeeding sections, as it is the most common approach to predictive 

techniques. 

3.6.1 The D/ffetentlal Pulse Code Modulation 

The Differential Pulse Code Modulation (DPCM) is the simplest form of predictive ·techniques 

which operates at the pixel level. In DPCM, the predictive image is computed on a pixel-by-pixel 

basis by investigating the correlations between the gray values of a pixel and all its neighbours. That 

is, adjacent pixels are compared and only the difference between them are transmitted. The 

predicted image is subtracted from the original image to form a differential image in which pixel 

values are less correlated than in the original. This is possible, because adjacent pixels are often 

similar, and the difference values have a high probability of being small, and they can safely be 

transmitted with fewer bits than it would take to send a whole new pixel. 

The difference image is q~ and encoded (Novak & Shahin, 1996). In decompression, the 

difference information is used to ·modify the previous pixel to get the new pixel. Normally the 

difference bits would represent only a portion of the amplitude range of an entire pixel, and any call 

for a full-amplitude change would cause a slope pverload e1fect. This effect causes smearing of high 

contrast edges in the image. The distortion from the slope overload may be reduced by Adaptive 

Diff'erential Pulse Code Modulation (ADPCM). Adaptive prediction in this respect usually reduces 

the prediction error prior to quantization, because prediction is dynamically modified according to 

the existing configuration of grey values (Novak & Shahin, 1996). Adaptive prediction results in 

less quantization errors and a better quality of the reconstructed image. Generally, non-adaptive 

predictors perform poorly at grey level edges. The independent lossless coding in JPEG is based on 

DPCM. This coding is provided for situations when no image degradation is allowed. 
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3.6 Transfonn Coding Techniques 

Transfonn coding app~es a mathematical transfonn to the pixel data to put the resulting data values 

into another domain. That is, it is a process that converts a bundle of data (a group of pixels, 

usually a two dimensional may of pixel from the image) into an alternate fonn which is more 

convenient for some particular purpose. A transfonn is chosen which consolidates pixel information 

into a more compact fonn. By this, the infonnation in the image can be transformed or stored using 

less data (Cavigioli, 1990). Once in this fonn, other tedmiques are employed to compress the 

infonnation even further. For example, in a lossy system, thresholding and quantiution can be 

used to select the more significant values from the less significant ones, and then transmit only the 

most important ones. 

For lossless systems, entropy coding (such as Huffinan coding) and run-length encoding can be 

used to reduce the bit rate even further. In general, transfonn coding becomes more effective with 

larger block mes, but the calculations also become more difficult with larger blocks. Due to this, it 

involves subdividing a digital image into smaller blocks and perfonns a uniwy transfonn on each 

block (Jain, 1989). The transfonn is ordinarily designed to be revmible which means that there 

exists an inverse transfonn which can restore the original data. The most common transfonns used 

in image compression are the Principal Component Transfonn (PCT), the Discrete Cosine 

Transfonn (OCT), and the Waslsh-Hadamard Transfonn. In this ~ only the Discrete Cosine 

Transfonn is discussed. 

3.8.1 The Discrete Cosine Transform 

The Discrete- Cosine Transfonn (OCT) is relatively computer-intensive, and it is virtually 

impoaible to perfonn a OCT on a large image. The amount of calculation needed to perfonn a 

OCT transfonnation on 256 by 256 grey scale block is prohibitively large (Nelson, 1991). For 

practical implementation, JPEG group has selected an 8 x 8 block for the si7.e of OCT calculations. 

Thus, 64 pixels values at a time are processed by the transfonn. 
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The output is 64 new values, representing amplitudes of two-dimensional spatial frequency 

components of the 64-pixel block. The coefficient for z.ero spatial frequency is called the DC 

coefficient, and it is the average value of all the pixels in the block. The remaining 63 coefficients 

are the AC coefficients and they represent the amplitudes of progressively· higher horimntal and 

vertical spatial frequencies in the block. 

Since adjacent pixel values tend to be similar or vmy slowly from one to another, the DCT 

processing provides opportunity for compression by forcing most of the signai\energy into the 

lower spatial frequency components (Luther, 1994). In most cases, many of the higher-frequency 

coefficients will have 7.ero or near z.ero values and can be ignored. A DCT decoder performs the 

reverse process where the spatial frequency coefficients are converted back to pixel values. JPEG 

provides a lossy compression based on the DCT. The Mathematical formulae ofDCT are presented 

in section 4.3.3 of chapter 4. 

3.7 Statlatlcal Coding Techniques 

Statistical coding techniques (sometimes called entropy coding) take ... of the statistical 

distribution of the pixel values of an image or of the statistic., of the data created from one of the 

techniques already discussed above. Statistical coding may be either in the compression algorithm 

itself or applied separately as part of the bit assignment following another compression technique. 
' Statistical,coding works on the principles that some image data values will occur more frequently 

than other data values and the coding techniques is set up to code the more frequently occurring 

with words using fewer bits, and less frequently ocaming values will be coded with longer words 

(Buford, 1994). This results in a reduced number of bits in the final ~ and it is aloaless , · 

technique. The most widely used fonn of this coding are Hnffinan and Lempel-Ziv-Welcb (LZW). 

~ 

-'- ~ ! .• •.: ~-:, 1· 

---':_./,;, 
,:) ,. 

" 



Chapter 3: Fundamental Issues In Image Compression Techniques 41 

3.7.1 Huffman Coding Techniques 

Huffinan coding relies on a statistical model to exploit predictability which gives a reduction in the 

average code length used to represent the pixel values. The basic scheme is to assign a binary code 

unique value, with the codes varying in length. That is, the ffnffinan method results in a variable 

length code. The length of a code is inversely proportional to the probability of the symbol. This 

means that, long code are used for less frequently occurring symbols whereas short codes are used 

for more frequently occurring values. These assignments are stored in a conversion table, which is 

sent to the decoding software before the codes are sent (Kay & Levine, 199S). The compression 

efficiency ofHuffinan encoding varies with the type of image and different formats, but few get any 

better than 8: 1 compression., 

Huffinan coding tends to perfonn less well for files containing long runs of identical pixel values, 

which can be better compressed ~ run-length or other coding. Huffinan encoding also needs 

accurate statistics on how frequently each value occurs in the original life. Wrthout accurate 

statistics, the final file is not much smaller, and may even tum out longer than the original. So to 

work properly, Huffinan is usually done in two passes. In the first pass, the statistical model is 

created; in the second, the data is encoded. As a result, and because variable-length codes requires 

a lot of processing to decode, Hnffinan compression and decompression are relatively slow 

processes. 

Another deficiency in Huffinan coding is sensitivity to dropped or added bits. Since all the bits are 

jammed together with regard to byte boundaries, the decoder's only way of knowing when a code 

is finished by reaching the end of a branch. If a bit is dropped or added, the decoder starts in the 

middle of a code and the rest of the data becomes redundant (Kay & Levine, 199S). Another 

technique which efficiently represents shorter codes for frequently occurring sequences of pixels 

values (more-probable values) and longer codes for infrequently occurring sequences of pixels. 

values is Arithmetic coding. 
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3.7.2 Lempel-Zlv-Welch coding techniques 

Lempel-Ziv-Welch (LZW) coding technique exploits redundancies in the patterns it finds. 

Unlike Huffinan encoding, LZW does not construct a table of codes in advance or' coding. It is 

adaptive in that it builds a more effective table of codes as it goes along. LZW is referred to as a 

substitutional or dictionary-based encoding technique which builds a data dictionary (also called a 

translation or string table) of data occurring in an uncompressed data, stream (Murray & 

VanRyper, 1994). Patterns of data (substrings) are identified in the data stream and are matched to 

the entries in the dictionary. If the substring is not present in the dictionary, a code phrase is created 

based on the data content of the substring, and is stored in the dictionary. 

LZW encoding is reversible . It is capable of working on almost any type of data and provides 

compression ratios between 1:1 and 3:1. Noisy images, i.e. those with random variations in data 

values are hard to compress with LZW. Its implementations do not generally use shorter codes for 

more frequently occurring values as in Huffinan coding. LZW is a lossless technique and its 

principles are applied in several image file fonnats, such as GIF and TIFF. 

3.8 Other Image Compression Techniques 

3.8.1 Vector Quantization 

Like OCT, Vector Quantization (VQ), also divides the images into 8 x 8 blocks, but the 

infonnation quantiz.ed is completely different. Vector Quantization is a recursive (multistep), 

algorithm with inherently self-correcting features. The first step is separating similar blocks into 

categories and building a reference block for each category'. The original blocks are all discarded. 

During decompression, the single reference block will replace all of the original blocks in the 

category (07.er, 1995). After the first set of reference blocks have been selected, the image is then 

decompressed and compared to the original. 
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Typically there will be many differences, so an additional set of reference blocks is created to fill in 

the gaps created during the first estimation. This is the self-correcting aspect of the algorithm. The 

process is then repeated to find a third set of reference blocks to fill in the remaining gaps ( more 

$e1f -correction). These reference blocks are all posted in a look-up table to be used during 

decompression The final step is to use lossless techniques such as Run-Length Encoding to further 

compress the remaining infonnation. Vector Quantimion is obviously computationally intensive. 
. -

However, decompression, which simply involves pulling values from the look-up table is extremely 

simple and &st. Vector Quantization is a public-domain algorithm. 

3.B.2 wavelets 

Wavelets combine completely different methods of image analysis with the best features of JPEG 

and Vector Quantization. The first step is to filter the image with a high-pass and low-pass filter, 

essentially creating multiple views of the image. This clearly identifies the location of low-frequency 

and high- amplitude infonnation and high-frequency and low-amplitude infonnation. A tree-based 

encoder works through the diftelent views of the image, starting with low-frequency data. After 

each encoding run, the codec checks the encoded infonnation agaist the next image view. This is 

similar to the self-correcting aspects of Vector Qaumtiooon. If the higher-frequency information 

does not accurately describe the text view, the difference data is encoded. Otherwise, no additional 

infonnation is encoded and the codec begins searching the next level, checking for accuracy at each 

level. 

Once the image is completely encoded, a simple quanmation method similar to JPEG' s is used to 

compress the data. Once again, the high-frequency and the low-amplitude information is 

compressed more than the low-frequency and high-amplitude infonnation This preserves edges 

and targets the bulk of the compression towards areas not readily noticed by the human eye (Oz.er, 

1995). The final step is lossless compression through Huffinan Encoding. Wavelets is a symmetric 

technology that compresses and decompresses very quickly. It is a public-domain algorithm. 
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3.8.3 Fractal Compression 

Like JPEG and Vector Quantimtion, fractal compression starts by breaking the image into blocks. 

The neKt step, similar to Vector Quantiz.ation, is comparing blocks to other larger blocks to find 

similar bocks. However, rather than storing this information in a look-up table, the fractal process 

converts these sett=-similar regions into equations that can be used to create the image. In essence, 

the process converts the original pixel-related infonnation into mathematical model of the image. 

This mathematical model is technically resolution-independent, meaning that fractal images can be 

zoomed to any resolution, irlespective of the original si7.e. This characteristic, called scalability, is 

the primmy advantage of fractal techniques (Ozer, 1995). Searching for self-similar rqpons is a 

lengthy process, and fractal compression is extremely time-consuming. However, the technology is 

asymmetric, and decompression is extremely simple and fast. 

3.9 Summary 

The main aim of image compression techniques is to mimmise image data volume with insignificant 

· loss of infonnation, and all basic image compression groups have advantages and disadvantages. 

The primmy difference between lossy and lossless compression techniques is the inclusion of 

qwmti1ation in lossy techniques. The reduction of the numb« of output symbols at the quantimon 

step leads to distortions in the reconstructed image in exchange for higher compression ratios. The 

distortions introduced. by the simple compression (i.e. truncation) and interpolative ( i.e. 

subsampling) techniques for a given level of compression are generally much larger than the more 

sophisticated methods available for image compression. 

Transfonn based (e.g OCT) techniques better preserve subjective image quality, and are less 

sensitive to statistical image property changes both inside a single image and between images. 

Prediction techniques (DPCM), on the other band, can achieve larger compression ratios in a much 

less expensive way, tend to be much filster than transfonn based or Vector Quant:imion 

compression schemes, and are easily realised in hardware. 
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. Adaptive techniques improve perfonnance substantiaJly. For sequences of images, an additional 

compression technique, motion compensation, based on similarity between successive ~ has 

been developed to eiuil>le large data reduction in motion compression. Most image compression 

standards or applications actually employ several of these techniques in combination. One of these 

is JPEG image compression for still and motion images. The next chapter reviews the algorithm 

structure of JPEG image compression standard. 
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JPEG Image Compression Standard for Still Images 

4.1 Introduction 

Image compression techniques which have been described in the preceding chapter are available to 

create algorithms (thus, algorithm consists of one or more techniques which operates on the raw 

image to create a compressed bitstream) to reduce image data to the point of manageability within 

common place networks and storage devices. However, practical applications require that all users 

who wish to interchange compressed digital still images or motion images must use exactly the 

same algorithm choice (Luther, 1994). This, therefore, expresses the need for an international 

standard that will enable both interoperability and economics of scale. Standardisation of image 

data compression algorithm will also allow the orderly growth of markets and multimedia 

technology which use digital image technology. 

In addition to digital photogrammetry, remote sensing and multimedia GIS, application fields such 

as desktop publishing, graphic arts, color facsimile, medical imaging, computer multimedia have a 

need for a continuous-tone image compression standard. Driven by the needs of the latter market, 

there has been an increasing effort to develop an international image compression algorithm 

standard for still images by the International Organisation for Standardisation (ISO) and the 

International Electrotechnical Commission (ICE). There are two working parties for algorithm 

standardisation in a joint ISO/ICE committee. These working parties are the Joint Photograpl).ic 

Expert Group (JPEG), which deals with an international standard for a general purpose, continuous 

tone, still images compression, and the Motion Picture Coding Experts Group (MPEG) which 

defines a compression algorithms for motion compression. The latter (i.e., MPEG) is not discussed 

in this thesis. 
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Standardisation of image compression algorithms can be done at several levels. It can be based on 

hardware or software. The review of JPEG compression standard is based on publications by 

Luther (1994), Murray and VanRyper (1994), ISO/IEC m Draft International Standard (1991), 

and Wallace (1991). 

4.2 The JPEG Image Compress/on Standard 

JPEG provides a compression method that is capable of compressing color or grey scale 

continuous-tone image data with a pixel depth of 6 to 24 bits at a reasonable speed and efficiency. 

It is a lo~ compression standard, meaning that some aspect of the image data is discarded. It does 

not necessarily reconstruct the original image bit-by-bit. Things which are discarded in JPEG lossy 

compression include things the eye does not need for perception in a given situation, such as 

unnecessary shmp edges or high spatial resolution of color (Kay & Levine, 1995). It is this effect 

which is of concern here since edges are often features for measurement. JPEG lossy compression 

makes a difference in disk space and transmission time. It can reconstruct a full-color picture nearly 

indistinguishable from the original using one bit per pixel for storage. However, the amount of 

compression achieved depends upon the content of the image data. 

Another useful property of JPEG is that the degree of lossiness can be varied by adjusting 

compression parameter called a "quality setting or a "quality factor". This meaps that an end user 

can trade off file size against output image quality. Although different implementations have 

varying scales of quality tictors, a range of 1 to 100 is typical. A factor of 1 produces the smallest , 

worst quality images; a tictor of 100 produces the largest, best quality (i.e., lossless). The optimal 

quality tictor depends in each case the image content and is therefore different for every image. 

JPEG compresses very well with the following real world subjects: photographs, video stills or any 

complex graphics that resemble natural objects. Animation, ray tracing, line art, black-and white 

documents and typical vector graphics do not on the other hand compress very well under JPEG. 
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There are lossleu image compression algorithms, but JPEG archives much greater compression 

than is possible with the lossleu method. Lossy JPOO compression is increasingly popular for 

computer video and multimedia applications, and applications ~h as indexing image archives. The 

most commonly cited JPEG lossy compression algoritlm is the baseline algoritlnn of JPEG which 

uses Discrete Cosine, Transfonn (OCT) to encode images. The Baseline mode of operation is 

" discussed in more detail in subsection 3 .2.3 of this chapter. JPEG itself does not define a stand.-d 
image file fonnat, several image file fonnats have been modified to fill the needs of JPEG data 

storage. The most common are JFIF files and JPEG-TIFF files. 

4.2.1 The Purpose of JPEG 

The goal of JPEG is to develop an image compression method for still-frame, continuous-tone 

images ( both for color and grey scale). Generally, it is used to cover as wide range of applications 

in communications and image-based computer applications as is feastble for a single standard 

(Sarjakoski & Lammi, 1994). The scope of this goal is best seen by listing them in detail (Luther, 

1994 & Wallace, 1991): 

• To be at or near the state of the art, for degree of compression versus image quality; 

• To be parameterizable so that the user can select the desired compression versus 

quality tradeoff, 

• To be applicable to practically any kind of source image, without regard to 

dimension, image content, and aspect ratio; 

• To have computational requirements that are reason&Qle for both hardware 

implementation; and; 
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• To support four different modes of operations: 
0 sequential encoding, where the image component is encoded in the same 

order that it :was scanned; 
0 progressive encoding, where the image is encoded in multiple passes so that a 

coarse image is presented rapidly, followed by repeated images showing 

greater and greater detail; 
0 lossless encoding, where the encoding ~ exact reproduction of 

all the data in the source image; and; 

O hierarchical encoding, where the image is encoded at & multiple resolutions. 

4.2.2 The Algorlt/lm Slructu18 of JPEG 

JPEG is not a qe, fixed algorithm, instead, it may be thought of as a family or a toolkit of 

several image compression techniques that may be altered to fit the~ of the user. Fig 4.1 shows 

the relationships of all current JPEG algorithms (Cavigioli, 1990). 
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The JPEG standard algorithm can be divided into the following modes of operations: 

(a) Baseline (sequential) encoding mode; 

(b) Progressive encoding mode; 

( C) Hierarchical encoding mode; and; 

(d) Lossless encoding mode. 

The lossy modes of operation (baseline, progressive and hierarchical) are implemented with OCT 

~-of 8 x 8 pixel blocks, followed by one of the two statistical (i.e Huflinan or arithmetic) 

coding methods, while the lossless mode is implemented with simple prediction coding followed by 

statistical coding. The succeeding sections provide an overview of the JPEG standard. The 

discussions concentrate on the Baseline encoding, because the Baseline encoding is sophisticated or 

,sufficient enough for many applications and it explains the common idea behind most of the JPEG 

modes. Besides, the JPEG implementations currently on the market typically support the baseline 

encoding mode ( Satjakoski & Lammi, 1991 ). 

4.3 The stages of, Baseline JPEG Compress/on 

The ISO JPEG standard for still images is based on the 8 x 8 (two-dimensional) Discrete Cosine 

Transfonn (.DC'I), followed by quantimi'ln and statistical coding. Although ~ strictly part of the 

JPEG compression, most implementations start by converting the ROB image into hu:nimnc», 

chrominance color space. In practice, JPEG works well only· on images with depth of at least four 

or five bits,per color channel. The baseline standard specifies eight bits per input sample. 
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The baseline JPEG operates through the following process ( Murray & VanRyper, 1994): . 

i) Preliminary scaling and color transfonn of the image into an optimal color space; 

ii) Color subsampling chrominance components by averaging groups of pixel together; 

iii) Applying a Discrete Cosine Transfonn (OCT) to blocks of pixels, t1ms removing 

redundant image data; 

iv) Quantizing each block ofDCT coefficients using weighting functions empirically optimised 

for the human eye; and; 

v) Encoding the resulting coefficient (mmge data) using a Huffinan variable word-length 

algorithm to remove redundancies in the coefficients. 
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Figure 4.2 below is a diagrammatic representation of the steps in the process of Baseline JPEG 

compression (adapted from Murray and VanRyper (1994)). 
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4.3.1 Preliminary Seating and Transformation Into the YUV Color Space 

Although grey level imagery is the subject of this discussion, for completness a short overview of 

the application of JPEG to color imagery is given. JPEG algorithm is capable of encoding images 

that use any color space. It compresses each color component separately and it is completely 

independent of any color-space model (such as ROB, ms, CMY). Although it is possible· to 

compress the usual Red, Green and Blue components, JPEG compression works better when 
\ 

applied to color data expressed as luminance (brightness) and chrominance color space such YUV 
. . 

or Ycbcr. 

The lumimance (Y) of YUV color space contains the high".'frequency brightness infonnation 

whereas the two chrominance components(U and V) contain the high-frequency "color" 

information. This is helpful because the human eye is more sensitive in the high-frequecy, luminance 

component (Y), and less sensitive to changes in color (UV), the chrominance components can be 

coded ,with more loss than .the luminance channels. Most of the information in UV can effectively 

be discarded and an acceptable image still reconstructed using many fever U and V samples. than Y 

samples. Subsampling phase which is discussed in the next section takes adyantage of using YUV 

color space in JPEG compression. 

4.3.2 Color Subeampllng of Chromlnance Components (U and V) 

JPEG allows different components of the color space to be ~led at different rates and the 

techniques of sampling some components at lower rates than others is known as subsampling ( 

Sarjakoski & Lammi,· 1991 ). Because chrominance values need not to be considered as ftequently 

as luminance, the spatial resolution of the U and V components can be decreased. This stage is a 

cause for information loss because part of the data is systematically deleted. Thus, for color 

imagery, the sampling rate parameter together with the quantiz:ation parameter (discuss in section 

4.3.4 ), detennine the compression rate and reconstruction image quality. 
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In a standard JPEG file, all these parameters are included in the file header so that a decoder can 

reconstruct the quality correctly: 

4.3.3 Discrete Cosine Transfonn 

The Discrete Cosine Transform converts an array of intensity data into an array of frequency data 

that describe the variations in image. JPEG applies the OCT to 8 x 8 blocks of pixel data. The data 

points in each block are numbered from (0,0) at the upper left to (7, 7) at the lower right, with ftx, 
' 

y) being the data value at (x, y) as shown in the equation below. The OCT then converts the colors 

and the pixels into frequency space by describing each block in tenns of the number of color shifts ( 

frequency) and the extent of the change (amplitudes) which produces a new 8 x 8 block of 

'transfonned data using the fonnula: 

7 7 
ft.11, v) =! C(•)C(v)[l: "i:.,f(x,y)cos Qx+l) •ucos (2£t1) vzr] 

4 s-0 ,-o 16 16 

Where: 

x,y are spatial ·coordinates in the block domain; 

f(x,y) are gray values of the pixels of the block; 

u, v 8fC coordinates in the ftequency domain; and 

C(u), C(v) = 1l"12 for u, v = 0 
C(u), C(v) = 1 otherwise 

The OCT is reversible, using the inverse OCT: 

7 7 
f(x, y) ==1(1: "i:.. C(•)C(v )ft.11, v) cos (lri-1) lftf COS (2ftl) vzr l 

4.o,-o 16 16 
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The OCT itself is lossless except for round-off errors which will generally make the calculated 

values slightly different from the original ones. The OCT calculation is &irly complex and the point 

of changing from intensities to frequencies is that slow changes are much more noticeable than fast 

ones (Kay & Levine, 1995), so the low-frequency data is more important than high-frequency data 

for reconstructing the image. High-frequency data infonnation can be easily discarded without 

losing low-frequency infonnation. Quantimion takes advantage of this fact. 

4.3.4 Quantization 

Quantmtion sets the precision to which each of the values resulting from the OCT is stored. In 

other words, the goal of this processing step is to discard infonnation which is not visually 

significant. To discard an appropriate amount of infonnation, the JPEG compressor uses linear 

quantization which means that each of the OCT values is divided by a predetermined quantization 

factor and rounds that results to the nearest integer: 

where: 

f(u, v) 
F(u, v) = Integer Round 

Q(u, v) 

F(u, v) is the coefficient after OCT at pixel (u, v); and; 

Q(u, v) is the quantization factor from the quantization table. 

An 8 x 8 table of quantiz.ation factors is used for each output term. That is, each of the 64 positions 

of the OCT output block has its own "quantiz.ation coefficient". From the above formula, it could 

be seen that, the larger the quantiz.ation coefficient (Q(u,v)), the more data is lost. JPEG exploits 

the eye's differing sensitivity to the luminance and chrominance with the chrominance data being 

quantiz.ed more heavily than the luminance data. However, because most of the picture is 

categorised iri the high-frequency and low-amplitude range, most of the "loss" occurs among subtle 

shifts that are largely indiscermble to the human eye. This concentrates the bulk of compressed file 

information on low-frequency and high-amplitude changes such as edges and corners (Ozer, 1995). 
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Since the adjacent DC components tend to be similar, each DC component is stored as the 

difference from the DC component in the preceding block. After the quantization, the values are 

further compressed through Run-Length Encoding using a special zig-zag pattern (figure 4.S) 

designed to optimise the compression of like regions within the image. At extremely high 

compression ratios, more high-frequency and low-amplitude changes get averaged, which can 

cause an entire pixel bloclc to adopt the same color. This causes a blockiness that is characteristic of 

JPEG compressed images and is one of the disadvantages of JPEG image compression standard. 

nG 4.3: A zjg-r,p,g ord6 from Der Oldpllt array 
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4.3.4.1 Quality factor 

Wrthi.n the quantization process a user-specified scaling factor, the "quality factor'', governs the 

degree of removal of spatial frequency data and therefore lossiness. The JPEG compression 

algoritlm uses a built-in quantization table that is appropriate for a medium to high quality setting. 

The quality factor allows the JPEG user to trade off compressed file size against the quality of the 

, reconstructed image: the higher the quality factor, the larger the JPEG file, and the closer the 

output image will to the original output. 

The quality factor is implementation specific and refers to a scaling factor for the quantization table 

used. This factors define an array of values that detennine the quantization step siz.e. In the 

Independent JPEG Group software,. the quality factor ranges from O to 100. A factor of O produces 

the smallest, worst quality images; a factor of 100 produces the Jargest, best quality images. There 

is one quantimon table in the Independent JPEG Group . software. The user can ovenide the 

default and specify his or her own. There are 64 elements of this table, each one being a 
I 

quantization interval for a different cosine spatial frequency. 

To alter the quality factor, each member of the table is scaled up or down. A higher Quality factor 

image results by making each quantization fomwla smaller and, a lower quality image by making 

each interval Jarger. The fomwla (i.e., (200-2*QF )% ) converts the quality factor between O to 

100 into a scaling factor for the quantization table. QF represents the quality factor. For example, 

the scaHng factor for the quality factor of 75 is (200-2*7S ) = SO%. This means that each member 

of the default quantization table is nwltiplied by O.S. This table is recorded in the compressed file so 

that the decompression algorithm will know how to approximately reconstruct the OCT 

coefficients. Figure 4.4 shows an example of the JPEG quantimon table (Q(u, v)). The optimal 

quality factor depends on the image content and is therefore different for every image. 
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FIG 4.4: TM JPEG Q,ua,titJ,tlo,, T_,. (Q(a, 91)) . 

4.3.S Coclng the Reduced Coefficients 

The final step in the baseline JPEG · process is the proc:ea whereby the resulting 

coe8icients which contain a sipifiamt IDlOUllt of mlundant data an, mcoded. JPEG uses either a 

modified Rnfflnen or aritbrnetic cocting wbidl lolllesaJy laDOWII the 110mdancies to make JPEG 

data smaller Hufflnan encodes the DC componen11 as a 4-bit length tbDowed by a signed integer 

of the given length. The AC components are stored as an 8-bit token followed by a variable length 

intepr. 

Due to patent restrictions, the bueHne system uses Huffimm coding while the llfflbmeric cocting is 

en optional extension (Kay & Levine, 199S). JPEG's relatiYely simple mechanics make it extremely 

tut. It is also a symmetric algorithm, meanina that decompression is eacdy the opposite process of 

compression and it oams just u fast: Hnfflnan decoding. Dequmtization, Inverse OCT, 

Resampling and YUV to ROB-transform. 
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4.4 PtogteSSlve modes of operation 

The progressive mode of JPEG consist of two techniques: spectral selection and successive 

approximation techniques. Spectral selection technique sends the lower frequency components of 

each 8 x 8 block :first, then adds detail by sending some missing higher frequency components. 

When all the coefficients have been sent, the final image results. The successive approximation 

technique sends the approximate value of the OCT coefficients by truncating their least significant 

bits in the first stage. The missing low order magnitude bits are sent in the latter stages, one bit 

plane at a time. Hybrid algorithms employing a combination of both techniques are allowed( Kay & 

Lavine, 1995). Progressive encoding is useful in applications such as image database browsing. 

4.6 Hierarchical mode of operation 

In the hierarchical mode, an image is stored at several increasing resolutions. Each image is stored· 

as the difFerence from the prea-ding smaller version and the processing is added ahead of the OCT 

encoder to filter and subsample the source image before encoding. Subsampling and encoding are 

done repeatedly, with progressively less subsampling to transmit images of increasing resolution 

one after the other (Luther, 1994). Hierarchical encoding is useful in applications in which a very 

high resolution image must be accessed by a lower-resolution display. An example is an image 

scanned and compressed at a high resolution for a very high -quality printer, where the image must 

also be displayed on a low-resolution PC video screen (Wallace, 1991 ). 

4.B Independent function for loss/ea mode of operation 

A lossless compression which is a separate and independent function (not associated with OCT 

system) is specified for JPEG users who, requires exact bit-for-bit reconstruction of their images. 

Lossless compression cannot achieve high compression ratios like the lossy technique, but lossless 

compression may be an end application requirement where pixel data is qualitatively important. 

l 
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For examplt\ mediall images usually are not allowed to be lossy compressed. Other images where 

the pixel data is quantitatively important may be scientific data, remote sensed or computer­

genented vim,aJisation images. The lossless mode uses a spatial algorithm which is based on 

Differential Pulse Code Modulation coding model (DPCM). The OCT phase is not used; nor are 

the subsampling and the color space conversion as these -would introduce loss ( Kay & Lavine, 

1995). 

4.7 Is JPEG an /deal.co,nptfJUlon solution 1 

The fact that JPEG is a lossy technique and works only on a select type of image data the question 

''why then bother to use JPEG ? ". This question had been looked into in the introductory section 

of this chapter. 'The importance of JPEG and applications have been disaJssed in terms of storage 

space and transmission time. This section deals with the above question by looking in the straJgtb 

and weakness of JPEG compression standards. JPEG compression standard offers the following 
' ' 

-advantages and strengths: 

• JPEG is an e,ccellent way to store 24-bit color images of naturai scenes. In~ GIF 
only supports 8-bit images; 

• The compressed image si7.e and image quality tradeotf can be user determined; 

• It is ideally suited to images of real world scenes, or computer genented images which 
are complex.; and; 

• It is platform independent for storing 24 bit images. It is cumrotly the most widely 

adhered to stand~ with the algorithm, source code impl~ons and public 

domain viewers readily available. 
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JPEG compression standard, however, do have the following drawbacks: 

• JPEG compression is a tradeoff between degree of compression, resultant image quality and 

time required for compression and decompression. Blockiness results at high image compression 

ratios; 

• JPEG does not fit every compression need. Images containing large areas of a single color 

(Animations, ray tracing, line art, blade-and-white images or d~ and typical vector 

graphics) do not compress well. Infact, JPEG introduces "artifacts'' or ''blockiness" into such 

images that are viSJ.ble against a flat background, making them considerably worse in appearance 

than if you used a conventional loaless compression method (Murray & VanR.yper, 1994); and 

• Baseline JPEG is not resolution independent. It does not provide for scalability, where the 

image is displayed optimally depending on the resolution of the viewing device. 

4.8 Summary 

The goal of JPEG is to develop an image compression method for still-frame, continuous tone 

image ( both for color, and grey-scale). The JPEG standard contains four modes of operations: 

sequential encoding, progressive encoding, loutess encoding, and hierarchical encoding. The 

sequential and progressive modes refer to the order in which the compressed infonnation is sent 

from the encoder to the decoder and subsequently displayed. They are based on the Discrete 

Cosine Transform and both of them are lossy in nature. 

In sequential mode, each image component is handled in a single left to right aaoss the rows, and 

top to bottom down the columns. With the same decoder in progressive mode, the image 

component is handled in multiple scans. The image progressively improves in quality until it is 

indistinguishabe from the sequentially-generated image. A separate, independent JPEG function is 

specified by JPEG for lossless compression. It is based on the DPCM coding model. 



Chapter 4: JPEG Image ColnpreNlon Standard for Still Images 62 

The hienrdlical process method encodes the image at a multiple spatial resolutions using either the 

OCT-based compression or the losdess mode. The baseline encoding method of JPEG contains 

the following processing steps: Colorspace conversion, Subsampling, Discrete Cosine Transfonn, 

Quantmtion, Huffinan encoding, and Decompreuion. Although not strictly part of JPEG . 
compression, most JPEG implementations start by converting the ROB image into luminance -, 
chrominance color space. The image data may be subsampled, combing adjacent pixels into a single 

value. Then a Discrete Cosine Transfonn is applied to convert the image data into spatial frequency 

information. Quanmation truncates the results of the OCT coding to a smaller range of values. 

FmaHy, the results of the quantimion are compressed using either Huffinan or arithmetic coding to 

produce the final output. 
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Geometric Effect of JPEG(DCT-based) Image Compression 

5.1 Introduction 

The previous chapters gave an overview of the image compression techniques and in particular, the 

JPEG image compression algorithm. There has already been some mention in the previous chapter 

about lossless and lossy compression. After compressing an image with a lossless scheme, the 

reconstructed image is identical to the original image on a pixel to pixel basis. Lossy schemes cause 

degradation of the reconstructed image in exchange for larger compression ratios. These 

degradations of the reconstructed image lead to radiometric and geometric distortions and the 

question, of course, is what consequences such compression has on the geometric quality of images 

as it may be relevant to industrial photogrammetric applications. 

Some of the artefacts and loss of data which do not detract from visual examination of the images, 

or their printed appearance, may be objectionable when images are to be measured. Changes in the 

sharpness or location of edges, the contrast across boundaries, or the absolute brightness of regions 

might have serious effects on image analysis procedures in industrial photogrammetry. Much is 

known about the visual impact of JPEG compression, but there are still only a limited number of 

published accounts in the photogrammetric literature of the impact of JPEG on the geometric 

quality of digital images. 

This chapter therefore quantitatively investigates the geometric degradations of JPEG ( DCT­

based) compression at various levels of quality factors. It illustrates the specific defects with 

practical results that JPEG ( DCT-based) compression can introduce on digital images used in 

industrial photogrammetry. 
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Radiometric distortions were not investigated because geometric distortions are most important 

for softcopy photogrammetry as they change the locations of the image points and, consequently, 

influence the accuracy of objects reconstructed by photogrammetric procedures (Novak & Shahin, 

1996). The section below is the review of the previous investigative on geometric quality evaluation 

of JPEG compression. 

6.2 Review of the previous -,,er/mental worlr on JPEG (OCT-based) 

Mikhail et al (1994) studied the geometric effect of a Discrete Cosine Transfonn (OCT) image 

compression. In their work, aerial digital images with artificial targets in the fonn of crosses of 

different .dimensions and orientations was used. It was found that OCT-based compression moved 

the measured cross targets as DDlch as 0.5 pixels at compression ratios of about 1: 16 on 8-bit 

images. Based on the finding they concluded that, geometric accuracy is progressively degraded as 

the original image is subjected to increasing compression. The cross location is .shifted by increasing 

amounts as the number of bits is decreased in the coding scheme. 

Jaakola and Orava (1994) investigated the effects of lossy image compression on the metric quality 

of scanned aerial images. The behaviour of different point- and area-like objects were examined by 

using different measuring method such as semiautomatic and automatic measuring of digital 

images.; and manual measuring on analog images. They concluded ftom their study that JPEG 

(OCT-based) image compression does not have a significant effect on the geometric quality when 

compression ratios of 10: 1 or less are used for measurements such as point location and area 

calculation. 

Lamini and Sarjakoski (1995) also address the effects of JPEG image c;ompression on color images 

by using an aerial color diapositive scanned image. Homogenous linear features were measured 

using manual pointing and the root mean square error for perpendicular diifereoces between the 

end points of the linear features were calculated. 
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They found that baseline JPEG image compression does not have a geometric effect on the image 

geometry when compression ratios of up to 1: 10 are used. In other words, they found out that the 

pointing precision was not aftected by compression ofup to 1:10. But some geometric degradation 

effect may occur when higher compression ratio is used. 

Fwther, Novak and Shahin (1996) tested the geometric quality of baseline JPEG. The JPEG 

algorithm was tried out on images containing various l~els of entropy. A scanned aerial image, an 
i 

image captured by a digital camera, and an image captured during the test-field calibration of a 

digital camera were used for their investigations. They reported that geometric distortions of aerial 

images compressed at S.9: 1, 12.S: 1 and 42:3 are in the order of 0.01 of a pixel. They conclude that 

larger compression ratios may distort the images considerably and hence are not recommended for 

aerial softcopy photogrammeby. 

The research ·work of Robinson et al (199S) investigates the eJfects of JPEG image compression 

on automated digital terrain model extraction via the approach of feature-based matching using 

aerial photographs. Their study indicates that lossy compression with JPEG at a ratio of 8: 1 

degrades the accuracy of terrain models derived from the compressed images by about 10°/4 for a 

pixel size of 1 S microns. 

5.3 Experimental Design and Results 

The goal of this thesis is to quantitatively evaluate the geometric effects of baseline JPEG image 

compression on grey scale images and to detennine the optimal quality factor that can produce an 

image which is visible accepted and with minimum degradation in quality. The test was based on 

the assumption that baseline JPEG image compression does not affect image geometry if small 

compression ratios are used. This assumption too is based on ~ review of experimental work by 

most researchers discussed in section 4.2. Notwithstanding, the investigation focuses on what 

happens when the amount of compression becomes very large: 
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The test images with retroreflective targets (figures 4. l(a) to 4.1( c)) were created to evaluate the 

effects of JPEG (OCT-based) compression on geometric image quality. 

6.3.1 Test Images and Ta1J18f Considerations 

The test images consist of features and lines whose boundaries are sharply defined. For industrial 

photogranunetric purposes, retroreftective circular targets are commonly used as object points for 

the analysis. The object points co-ordinates refer to centre of the circular targets. The target size on 

the image is controlled by the physical si7.e of the target and the scale of the imagery. Circles have 

the property of becoming ellipses under a perspective transfonnation and thus circular features 

( circles and ellipses) can be identified by their elliptical shape on an image. Retroreflective circular 

targets, if properly lit, provide a high contrast with the background, which eases the detection task 

and improves the centring precision (V ander Der Vlugt, 1995). The following set of images that 

were used in the compression and the decompression processes are grouped into three categories 

according to the image capture procedure: 

• Scanned Image: FigureS.1( a ) shows 8-bit seamed images. The images, new and paw were 

scanned for cahbration and measurements. The sizes of these images are ( new and paw) 384 

rows by 256 columns and 1536 rows and 1024 columns respectively. The mbhl3 is a scanned 

image of an original medium format transparent with 5000 columns and 4730 rows. The 

number ofbytes to store the original image 23 650 057. 

• Image capture by CCD Video Camera (figure 5.1 (b)): These images (i.e. left image, prop 

image, rock image and.frame image) are 8-bit images captured during the test-field cahbration 

of the CCD Video camera. The sizes of these images are 512 rows by 512 columns, and the 

number ofbytes to store each of the original image is 262 144. The images left and.frame depict 

a cahbration :frame with targets. The images rock and prop are images with a rock and a 

propeller respectively mounted on calibration :frames. 
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• Image captured by DSC 420 Digital Camera (figure 5. l(c)) : There are two 8-bit target 

image captured DSC 420 digital camera for calibration and measurement purposes. The sizes 

of these images are IO 12 rows by 1524 columns, and the number of bytes to the original of 

each image is 15 724 864. The door image is a car door which is mounted on a frame whereas 

call is special calibrated frame. 

The main concern related to the use of JPEG (DCT-based) compression on these test images is the 

possibility of introducing artifacts ( or false edge effects) as a consequence of the 8 x 8 pixel 

blocking strategy employed. This effect has the potential of adversely affecting the positions of 

targets in the digital images for photogrammetric measurements and analysis. 
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FJ(i 5.J(a): Scanned Images 
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FIG 5.1 (b): CCD Video Camera Images 
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FIG 5.1 ( c): DCS 420 Digital Camera Images 

5.3.2 Compression Method 

The compression and decompression of the test images were performed usmg software 

implementation of the JPEG algorithm on a UNIX based Personal Computer (PC). It is 

Independent JPEG Group's JPEG software. The test images described in section 5.3.1 were 

compressed using JPEG (DCT-based) algorithm at different quantization levels (i .e., between 30 

and 95 quality factors). Since one of the objectives of the research is to investigate the effects of 

JPEG lossy compression on digital images used in softcopy photogrammetry, the JPEG algorithm 

was used on images containing various levels of entropy (a measure of informat ion content of an 

image) with different image capture capabilities. The influence of the image contents on JPEG 

(DCT-based) are shown in Table 5.1 and Figure 5.4. Typical quality factors for photogrammetric 

and image analysis applications are in the 50 to 100 range although the range extends between I 

and 100 (Huffinan, 1994). The numeric value of the quality setting are different in the various 

implementations. These results clearly show that a large amount of compression can be achieved 

when using lossy compression schemes. 
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5.3.3 Semi-Automatic Extraction of Circular Target Points 

This section explains the procedure and algorithm ( discuss in the next section) used to extract the 

target points in the test digital images. After compression and decompression of the test images, the 

centres of targets in the images were detected by using a target location and identification program 

( i.e., search program). This in-house program which is semi-automatic uses grey level 

thresholding to search a digital image to locate the positions and perimeters of bright targets and 

find their centres. Figure 5 .1 shows a digital representation of a bright target in a digital image. 

Target centre detection is the process in which the such targets centres are automatically detected 

and their position on the image is determined. 

The target centre detection process is based on the identifi cation of distinguishing properties of 

targets images such as grey level differences between targets and the background, target size or 

target shape. Figure 5 .2 is an example of a target window in the digital imagery. The input to this 

program is a digital image and the output is a list of targets positions. 

80 80 80 81 88 84 83 81 80 80 80 80 
80 80 81 85 95 108 116 110 98 80 80 80 
80 81 87 110 151 187 202 189 150 106 85 80 
80 85 11 l 149 228 250 253 251 223 151 97 81 
81 96 131 228 254 255 255 255 25 1 193 112 83 
98 111 155 255 255 255 255 255 252 190 112 85 
85 99 142 25 1 255 255 255 255 249 189 109 83 
84 89 133 230 255 255 255 255 223 147 89 83 
84 86 90 150 200 250 254 249 220 11 1 84 81 
80 83 85 101 118 150 150 122 101 89 82 82 
80 83 84 96 101 121 130 126 111 86 83 82 
81 83 83 83 84 84 84 83 83 83 83 82 

FIG 5.2: Digital representation of target in digital image 
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FIG 5.3: Plan View of a circular Target Window 

5.3.3.1 Target Detecting and Centring Algorithm 

----Background 

Window 

Firstly an in-house program was used to extract the centre of the target to subpixel accuracy in a 

grey level digital imagery. Target detecting and centring algorithm is used to determine the precise 

location of target in each of the nine resulting image files. The user is prompted for the interactive 

selection of an appropriate grey-level threshold level at which to extract the target locality. Target 

centres are calculated using a weighted centre-of-gravity of the pixel grey levels in a window 

defined around the target by a thresholding process. The equations for the centre of gravity using 

the grey level value as weight are: 

n m 

i = l j = l 
.x:o = n m 
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Y, = " Ill 

, LLl1
, 

i=l )=1 

Where Kv is the~ value located in row i and columnj of the digital image. 

· Using the grey value squared as weight, as opposed to grey value, reduces the influence of the 

window position on the computed centre co-ordinates. Howevei- it is more sensitive to noisy pixels. 

The grey scale distribution has its influence on accuracy when the grey scale · distribution in not 

uniform. That is this method results in accuracy being dependent on the image quality. 

· Improvement in accuracy can be obtained by only including those pixels with grey level values 

greater than the background level as observations. This removes the effects of window position if 

the whole target is within this window. The accuracy of this algorithm is discussed in chapter 6. 

6.4 Performance Evaluation for JPEG Image Comp,esslon 

Image compression decreases the amount of image data, but depending on the technique used, the 

image may be degraded. For the purpose of investigating geometric distortions of the 

reconstructed images, 100 to 200 points were defined in the.original images. The positions of these 

points in the original images ~ pre-determined before the compression and decompression 

processes., In the reconstructed images their positions were found using in-house software already 

described in section 5 .3 of this chapter. The evaluation of algorithmic performance of JPEG image 

compression is based on measuring the: 

0 compression ratio which quantitatively measures of the amount of data reduction 

expressed in terms of memory bits per image or bits per pixel; and; 

I : " 
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0 root mean square (nns) error which gives a quantitative assessment of the geometric 

degradation (if any) of the image data. 

Each of these quality measures is discussed and resulting experimental results are presented in the 

subsequent sections. 

6.4.1 Compression Ratios 

The compression ratio is defined as the ratio of the number of bytes of the original image before 

compression and the number of bytes of the compressed image. Compression ratio can serve the 

general purpose of measuring how efficiently the images can be compressed according to the needs 

of the user. The compression ratios for the test images were calculated using both JPEG(DCT­

based) and LZW compression techniques. 

Table 5.1 shows the resulting compression ratios for the nine image set. As it can be seen, the 

range of values in this table represent the compression rate with degree of quality filctors ranging 

from 95 to 40. For example, a value of 20 for quality factor of 90 for left image represents the 

compression ratio achieved by JPEG (OCT-based) lossy compression for the left image. This can 

be written as 20: 1 which theref~ means that the left image with original si7.e of 262 144 for 

storage will be compressed to the size of 12 932 ( i.e., one twentieth its original siz.e). Comparisons 

are made between the JPEG (OCT-based) compression and LZW lossless compression in TIFF file 

format. With the exception of the scanned photographs (i.e., new, paw, and mbhl3) the 

compression rate for JPEG quality factor of 90 or less was greater than lossless LZW. These data 

are plotted in figure 5.2 with compression rate versus quality factor. The results are interpreted and 

inferences are drawn in the next chapter. 

I 
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CCO VIDEO IMAGES DCMOIMAOES --• ---~ IMAGES 

Quilty 

Factor Left Prop frame Rock Door Call New Paw Mbb13 

95 3.8 8.2 3.0 2.6 4.2 5.9 1.9 2.1 10.9 

90 5.9 ll.5 4.7 3.9 6.5 9.9 2.7 3.0 21.1 

85 7.6 13.9 6.1 5.0 8.4 14.0 3.3 3.9 35.3 

80 9.2 15.9 7.4 6.0 9.9 17.9 4.0 4.6 -48.2 

75 10.8 17.6 8.7 6.9 11.3 21.8 4.6 5.3 56.6 

70 12.1 18.9 9.8 7.7 12.5 24.9 5.1 5.9 60.3 

65 13.5 20.3 11.0 8.6 13.7 28.0 5.7 6.5 63.0 

60 14.9 21.7 12.4 9.5 15.0 30.1 6.3 7.1 64.8 

55 16.2 22.9 13.8 10.4 16.2 33.1 6.8 7.7 66.4 

50 17.4 24.0 15.0 11.2 17.3 35.0 7.3 8.2 66.9 

40 20.3 29.3 18.5 13.6 20.1 39.5 8.5 9.6 69.5 

30 23.9 30.0 23.6 17.3 24.2 44.5 10.4 11.7 71.7 

LZW 1.4 3.7 1.3 1.1 4.8 6.6 1.0 3.3 40.3 

Table 5.1: Comp,asion ratio for test data set/or JPEG with varying qlUllity fador an4 LZW 
lossla.r~ . 
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Quality Factor Vs Compreseion Rate 

81 --------,----,.--,--,----,.--,-----,----,----. 
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FIG 5.4 The lnjl,,ence of the image contellts 011 JPEG (DCl'-basetl) alforitlun. 
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5.4.2 Root llean Squa,e (RMS) Error Between the Original and Reconstructed 
Targets 

The distance in pixels between the original location of a target, and the reconstructed location for 

the same target is used to identify how much distortion in geometric terms JPEG (OCT-based) was 

introduce by the compression process. Evaluating the perfonnance of the image compression 

algoritlnn is achieved through visual judgement of the reconstructed image. 

Although visual judgement of the reconstructed image is probably the natural criterion for 

evaluating the quality of reconstructed image, such judgement is subjective and difficult to model 

and represent. Mathematically, we the nns error over all targets in an image: 

rmsem,r = ( ~t. ( X 1 -X~ )2 t 2 

where: 

N = the number of pixel in the image 

Xi = original image location 

x: = reconstructed ( decompressed) image location 

F'igure 5.5 illustrates the relationship between the residuals (shifts) and the error per target. 
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--------xresidual 
original target centre 

y residual --

'reconstructed target 

FIG 5.5: Residaals 1111d error Jlt!I' target 

Tables 5.2 to 5.10 represent the geometric dist9rtions (m pixel) for dliferent quantization levels of 

diffeimt images. The Vx and Vy oolumns are· the maximum shift in x and y coordinates 

respectively. The Vx and v y oolumns are the root mean squares of the x and y coordinate 

residuals of entire data set in each image and Vxy oolwm is the root mean square residual occurring 

in both x and y coordinates. The rms errors of targets centres in each image are presmted. For 

example the rms error obtained with left image using JPEG (OCT-based) compression under the 

quality mctor of 75 is 0.05. This means that the centre of the reconstructed target pixel is on 

average 0.05 pixels away from the centre of the original target pixel target. 

Under the same quality filctor the amount of shift in x and y coordinates is 0.06 and 0.05 

respectively. For purposes of illustration, the. overall difference in pixel values across the whole 

image was computed. Three image data · sets were chosen for the analysis and the results are 

summarised in tables 5 .11 to 5.13. These results reflects the global change in the image due to 

JPEG(DCT-based) image compression. As can be seen, the trend for the JPEG(DCT-based) image 

compression is also apparent and oonsistent amongst the data sets. 
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On average, the algorithm produces the poorest results as the original image is subject to more 

compression. On the hand, figures 5.6 to 5.32 illustrate the relationships between the nns error 

(distortion) and quality factors, maximum shift in x and quality factor, and maximum shift in y and 

quality mctor for grey scale images (i.e nine test images) using JPEG(DCT-based) compression. 

The results in tables 5.2 to 5.10 are discussed in chapter 6. Furthermore, the graphs of 

compression ratio versus nns error are plotted in appendix A The next chapter further discusses 

and interprets the results. 
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Leff,_,,. Maximum Shift root mean....- tnns> error 
QuUty 

l'ldor Vx Vy VI Vy Vry 

9S 0.06 0.05 0.014 0.002 0.02 

90 0.03 0.03 0.080 0.009 0.01 

85 0.05 0.04 0.010 0.009 · 0.01 

80 0.04 0.05 0.010 0.011 0.02 

75 0.06 0.05 0.012 0.012 0.02 

70 0.08 0.05 0.018 0.012 0.02 

65 0.07 0.08 0.018 0.016 0.02 

60 0.08 0.08 0.018 0.016 0.02 

55 0.09 0.07 0.021 0.017 0.03 

so 0.10. 0.09 0.019 0.019 0.03 

40 0.12 0.10 0.025 0.023 0.04 

Table 5.2 : Gemnetric ~ of the m:onstn,cted ilnage ( i.e left iMap ) dijfaent for 

wa:,i111 JPEG f/lUlliiy factor.. (Ultits: l'mls) 
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Prop ,,,,,,,,. Maximum Shift root mean sqU819 (rms) em,r 

Qulity 

Padol' Vx Vy Vx Vy Vxy 

95 0.12 0.14 0.033 0.039 0.05 

90 0.06 0.07 . 0.012 0.014 0.02 

85 0.04 0.09 0.012 0.018 0.02 

80 0.07 0.07 0.017 0.019 0.02 

75 0.08 0.13 0.018 0.031 0.03 

70 0.06 0.10 0.016 0.026 0.03 

65 0.10 0.13 0.025 0.024 0.03 

60 0.10 0.07 0.026 0.020 0.03 

55 0.10 0.17 0.022 0.038 0.04 

so 0.14 0.16 0.034 0.036 0.04 

40 0.11 0.19 0.024 0.058 0.06 

Table 5.3 : Geometric distortions of the reconstructed image ( i.e prop imap) for varyi,,g 

JPEG tpUllity factor. (Units: Pixels) 
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Frame#mege Maximum Shift root mean squara (rmse) error 

----· - -., 

l'aaor Vy Vy Vx Vy Vxy 

95 0.06 0.05 0.010 0.010 0.01 

90 0.03 0.03 0.008 0.010 0.01 

85 0.03 0.06 0.009 . 0.011 0.01 

80 0.04 0.05 0.010 0.010 0.01 

75 0.07 0.05 0.013 0.013 0.02 

70 0.06 · 0.08 0.013 0.015 0.02 

65 0.06 0.08 0.015 0.019 0.02 

60 0.06 0.09 0.016 0.019 0.02 

55 0.07 0.09 0.016 0.022 0.03 

50 0.07 0.09 0.017 0.021 0.03 

40 0.11 0.10 0.022 0.025 0.03 

Table 5.4: Geometric distortio1t1 of the reconstnu:la image ( i.e prop image) for varying 

JPEG quality factor. (Unit&: Pixels) 
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Rock,,,... Maximum Shift root mean....,_ (mis) er,or 

·--,- -., 

:Factor Vx Vy Vx Vy Vsy 

95 0.06 0.07 0.020 0.017 0.02 

90 0.04 0.04 0.011 0.009 0.01 

85 0.02 0.03 0.006 0.010 0.01 

80 0.02 0.03 0.008 0.008 0.01 

75 0.03 0.03 0.010 0.010 0.01 

70 0.02 0.03 0.007 0.010 0.01 

65 0.04 0.04 0.013 0.010 0.01 I 

60 0.06 0.05 0.015 0.017 0.02 

55 0.06 0.04 0.012 0.017 0.02 

50 0.04 0.05 0.013 0.017 0.02 

40 0.04 0.05 0.013 0.015 0.02 

Tabk 5.5: Gt!O,netnc diatortions of tM reconstnlct«l image ( i.e rock image) for va,yillg 

JPEG ,p,ality factor. (Units: Pix.ds) 
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Doorlmlfle Maximum Shift root mean squan (rms) errors 

• - -., 

Fldor Vx Vy Vx Vx Vxy 

95 0.13 0.14 0.036 0.037 0.05 

90 0.03 0.04 · 0.008 0.008 0.01 

15 0.06 0.03 0.012 0.008 0.01 

80 0.06 0.05 0.012 0.011 0.02 

75 0.04 0.07 0.011 0.015 0.02 

70 0.07 0.04 0.014 0.011 0.02 

65 0.01 0.09 0.017 0.018 0.02 
,• 

60 0.07 0.07 0.016 0.018 0.02 

55 0.08 0.09 0.020 0.020 0.03 

50 0.14 0.12 0.024 0.023 0.03 

40 0.15 0.35 0.025 0.057 0.06 

Table 5.6 : Geometric distortions of the rt!ColUtnlclal image ( Le door image) for varyb,g 

JPEG f""6ty faetor. (Units: Pixels) 
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calf lfflllll8 Maxlnun Shift root mean squana (nns) error 

.-... . ., 

ll'actor Vx Vy Vx Vx Vxy 

95 0.09 0.08 0.022 0.025 0.03 

90 0.03 0.06 0.007 0.009 0.01 

85 0.04 0.03 0.011 0.007 0.01 

80 0.05 0.04 0.008 0.009 0.01 

75 0.06 0.05 0.011 0.011 0.02 

70 0.06 0.06 0.013 0.010 0.02 

65 0.07 0.08 0.012 0.013 0.02 

60 0.09 0.09 0.015 0.015 0.02 

55 0.09 0.10 0.017 0.016 0.02 

50 0.06 0.10 0.011 0.015 0.02 

40 0.14 0.06 0.022 0.015 0.03 

Tabk 5. 7 : Geometric distortions of the reconstnu:ted image ( i.e call image) for varying 

JPEG qlUllity factor. (Ullits: Pixels) 
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Nt1W #""'IJ9 Maxirnwn Shift root mun aqua,. (nns) enor 

■---..... - . 
Factor Vx Vy Vx Vy Vsy 

95 0.34 0.50 0.069 0.120 0.14 

90 0.38 0.35 0.091 0.087 0.13 

8S 0.37 0.34 0.089 0.090 0.13 
, 

80 0.40 0.40 0.087 0.091 0.13 

75 0.58 0.52 0.122 0.124 0.17 

70 0.48 0.52 0.105 0.140 0.18 

65 0.34 0.65 0.096 0.178 0.20 

60 0.45 0.68 0.109 0.179 0.21 

55 0.73 0.57 0.178 0.166 0.24 

so 0.83 0.78 0.149 0.199 0.25 

40 0.34 0.87 0.090 0.197 0.22 

Table 5.8 : Geometric distortions of the reconstructed image ( i.e new image ) for varying 

JPEG qlUllity factor. (Units: Pixels) 
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. 
PIIW """"8 Maxirrun Shift root mean Sq1111nt (rms) error 
Quality 

1i'ador Vx Vy Vx Vy Vxy 

95 0.28 0.43 0.077 0.106 0.11 

90 0.31 0.35 0.090 0.110 0.14 

85 0.41 0.27 0.091 0.068 0.11 

80 0.32 0.27 0.079 0.270 0.28 

75 0.46 0.34 0.122 0.093 0.15 

70 0.32 0.43 0.091 0.105 0.14 

65 0.39 0.32 0.085 0.71 0.11 

60 0.44 0.31 0.110 0.087 0.14 

55 0.31 0.54 0.086 0.143 0.17 

50 0.39 0.41 0.105 0.107 0.15 

40 0.60 0.50 0.164 0.140 0.22 

Table 5.9 : GeolMtric distortio,u of the reconstnu:ted image ( i.e paw image) for va,:,illg 

JPEG qlllllity factor. (Units: Pixels) 
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r 

lllbh13""""" Maximum Shift root mun sq_,. (nna) error 

·--~ - -., 

Factor Vx Vy Vy Vy Vs.y 

95 0.18 0.78 0.033 0.259 0.26 

90 0.19 0.67 0.022 0.196 0.20 

85 0.14 0.66 0.022 0.166 0.17 

80 0.16 0.65 0.023 0.205 0.21 

75 0.08 0.67 0.019 0.242 0.24 

70 0.11 0.68 0.022 0.239 0.24 

65 0.19 0.67 · 0.032 0.247 0.25 

60 0.23 .0.82 0.039 0.246 0.25 

55 0.25 0.69 0.040 0.265 0.27 

50 0.18 0.68 0.038 0.241 0.244 

40 0.24 0.71 0.049 0.281 0.29 

Table S.10: Geollll!lric distortions of the reconstnlctt!d image ( i.e mbld3 una,e) for waylng 

JPEG 91Ullity factor (Units: Pixels) 
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Quality 

Factor 96 90 II 80 71 70 81 80 II IO 40 

nnselTOr 1.8 1.8 2.2 2.4 2.S 2.6 2.7 2.9 2.9 3.2 3.4 
(g,ay values) 

Table 5.11: Global change in intensity vab,a in tl,e left image dlle to JPEG(DCT-bas«l) at 
various q,udity faeton. 

Quality 

Factor 91 90 II 80 71 70 81 80 II IO 40 

nnse1TOr 1.3 1.3 1.4 l.S 1.6 1.6 1.7 1.8 1.8 1.8 2.0 
(gntyvaluls) 

Table 5.12: Global change in intensity vallU!s in tM call image dlle to JPEG(DCI'-baat!d) at 
various qulity fadon. 

Quality 

Factor 91 90 II 80 75 70 81 80 II 50 40 

nDlelTOr 2.3 3.5 4.7 S.6 6.3 6.9 7.3 7.7 8.0 8.3 8.9 
(gnay values) 

Table 5.12: Globalcl,ange in intasity values in t1,e new image dlle to JPEG(DCI'-baat!d) at 
JC: various quality factors. 
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laua11y Factor vs Maximum Shift In xi 
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Discussion 

This chapter discusses the accuracy achieved by the target centring algorithm (discussed in section 

53 .3) and the precision due to JPEG image compression. The experimental results presented in 

sections 5.4.1 and 5.4.2 are interpreted and inferences are drawn. 

6.1 Measures of Accuracy of Target Location 

The accuracy of target locations in this thesis is considered as the same as the precision. That is, for 

repeated pointing on circular targets, the mean position of the target is the correct centre within the 

precision of pointing (Trinder, 1989). The output of the semi-automatic extraction of circular 

targets in the test images described in section 5.3.3 is a list of target positions and sizes. In section 

5.4.2 results were presented. The estimated maximum shift in both x and y coordinates, their 

standard deviations, as well as the root mean square errors were also presented. This section 

therefore explains the accuracy of the target location and identification algorithm It is also of 

importance to estimate how well the calculated positions of the targets in the reconstructed images 

fit to the corresponding position of the original images. The results of the test are also summarised 

and presented. 

6.1.1 Repeatability Test of Targets in Real Image 

Rubinstein (1990) and Van Der Vlugt (1995) describe a repeatability test of targets in real images 

using the target location and identification algorithm (i .e., discussed in section 4.3.3). The purpose 

of these test was to investigate and evaluate the shortcomings of the algorithm and to determine its 

maximal possible accuracy in the presence of noise. Rubeistein (1990) performed his test on three 

images (i .e, an image was taken of real target) having targets with known centre coordinates. 
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For each image, the deviation of all the targets of the algorithm from the known centre is used as a 

measure of accuracy. The results indicated that: 

0 the centring algorithm gives coordinates with accuracy which is equal to 0.01 of a pixel; 

and; 

0 the magnification of the target window does not improve centring accuracy. 

Van Der V1ugt (1995), on the other used a flat wooden surface with a regular 10 by 10 grid of 

retroretlective targets was made for centring repeatability test of targets in real images. These 

targets, 8mm in .diameter were spaced at appa:oximatelY Jan intervals. The wooden surface was 

painted with a. mat black paint (blackboard paint) of low reflectance. The test involved the 

capturing of ten sequmtial images of target field and.then paforming centring on all the images for 

all .100 targets using weighted centre of gravity (WCG) with grey squared as weight technique. 

Table 6.1 shows the results of the repeatability test. The RMS Vx and RMS Vy colunms are the 

root mean squares of the x and y coordinate residuals of every point in each image for WCG with 

grey squared as weight centring method. The max Vx and Vy columns are the maximum residual 

occurring this centring method. The results indicate that repeatability reaches 12/1000 th of a pixel 

in X and 8/1000 th of a pixel in Y. 

Repeatablllty ' units: pixels 

Method RMSVx RMSVy muVx muVy 

WCGwith 
grey squared 0.012 0.008 0.052 0.027 
as weight 

Table 6.1: ~ o/targd Ulltnllg lllt!ll,o4 (WCG Miti grey -,,,aretl a W!igl,t) 
llll!thotl abtg 10 imllges(afta Yan Der n.,t, 19'S). 
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The agreement between these two test is very good and one can see that the centring algorithm 

offers a good method of obtaining reliable estimates for the centring process. However the 

resulting accuracy is dependent on the type of camera used.( Van Der Vlugt, 199S). Trinder (1989) 

in his investigation of precision of digital target location, also concluded that under ideal 

circumstances the precision of pointing can approach 0.01 of a pixel siz.e and that variations in 

image quality bas no significant effect on precision. 

8.1.2 Effect of Ta,get Size on the Accuracy of the Ta,get Centre 

The target siz.e on the image is controlled by the physical si7.e of the target and the distance from 

the lens (i.e., perspective). The weighted centre of gravity algorithm (discussed in section 4.3.3) is.· 

used to evaluate the effects of increasing the number of the pixels (Rubinstein, 1990). The graph 

(i.e., figure 6.1) illustrates the effects of increasing the number of pixels on the accuracy of the 

target centre. The accuracy of all target centring algorithm is primarily a function of the number 

pixels (those pixels with a grey level between saturation and background). Increasing the target siz.e 

results in more pixel (and sub-pixels) defining the target and thus a higher precision target centre is 

expected. Increasing the number of sub-pixels is evaluated per implies a more accurate perimeter 

pixel grey value from which a higher precision target centre is expected. 
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FIG 6.1: Effeca o/""'l"ifyinr ,,_ ttlrfd and---, UIClmJliltg natnbtrr 
of a,,J,..pial pa pml (aftl, R,,blmtllin, 1990) 

8.1.3 Accuracy of Centt8 of Gravity Algorithm Velsus ThlflShold Leve/a 

Improvement in accuracy can be obtained by only inducting those pixels gre-; values greater than 

the background level as observations. That is a rectangular window of suitable si7.e, so that it 

covers the complete target and the surrounding ma is approximately centred on a target and then 

thresholding within the window is carried out This therefore adls for the interactive selection of an 

appropriate 8fffi level threshold to identify the area of the target. 
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To overoome this problem, ~ has been used to good effect, as in Trinder (1989), 

.Rubinstein (1990) and Van Der Vlugt (1995). Van Der Vlugt used various techniques for 

determining a threshold value which ~ background from target. One simple and &irly fast 
' 

way is to use an interactive ~ where the user changes the threshold value until a suitable 

binmy is found by inspection. A further test was carried out by Van Der V1ugt (1995) for the 

weighted centre of gravity, with .grey value as weight technique using the actual background 

threshold value. The target location error obtained under this technique had a root mean square 

error ofJ/1000 pixels in X and 4/1000 pixels in Y. 

Similarly, Rubinstein (1990) theoretically investigated the effects of the variation of the threshold 

levels (subtracted from pixel grey values) using synthetic symmetric targets. ripre 6.2 illustrates 
' 

the accuracy of tho centre of gravity algorithm versus the entire range of threshold levels subtracted 

from the pixel grey scale value of the targets. In the case of threshold level being greater than the 

grey level, the new grey level is set to uro . 

; l::4.ci:,~;if:.-.1:;,,,, _, , , 
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Accuracy of C.G. Algorithm 
versus Threshold level subtracted 
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FIG 6.2: Accuracy of centre of araYitJ versus tbe tlanllaold level subtracted from the grey 

IM:ale piul value (after Rubillltein, 1990) 
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Typical Cross-Section Through a Target 
Indicating Best Threshold for C.G. Alg. 
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FIG 6.J: ~ values of tlmshold superimposed on tbetarget profile( after · 

Rubimtein, 1990). 

From figure 5.2, the centre determination : 

(i) is poor (accuracy of± 0.01 pixel) for threshold levels below the badcground 

gre'Jlevel; 

(Ji) is best for the threshold in a band above the background level ( accuracy of centre 

between 1/1000 and 1/200 of a pixel); and; 
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(ill) gets progressively worse as the threshold level approaches a grey level of 

saturation (1/150 to 1/ 15 ofa pixel centring accuracy). 

110 

Thus the choice of a threshold level of just above the background level in a target window is 

essential for good perfonnance of the centre of gravity algorithm (figure 6.3). 
( 

8.2 Degree of Compt8S$/on 

Table 5.1 and figure 5.2 show the compression ratios for the nine test images using JPEG(DCT­

based) compression. Comparatively, results show that a large amount of compression can be 

achieved when using JPEG( OCT-based) lossy compression algorithm. · Compression ratios 

obtained by LZW (m TIFF format) lossless compression is not as effective as compared to the 

compression ratio obtained by JPEG(DCT-based). For example, in table 5.1, the compression ratio 

achieved by JPEG ( OCT-based) lossy compression for the left image is 23 .9 whereas TIFF (LZW) 

lossless achieved only 1.4. This example shows that the compression ratio obtained by lossless 

schemes is limited by the entropy ( a measure of information content of an image) of the image. 

The results also show that the compression ratios vary for different images at the same quality 

factor with JPEG (OCT-based) algorithm. For example, in table 5 .1, at JPEG quantimion level 75, 

the rock image (captured by CCD Video Camera) was compressed only 6.94 times, while the door 

image (captured by DCS Digital Camera) was compressed 23.51 times. This dilference is due to 

the amount of redundancy available in the door image and the large infonnation content in the rock 

image. Wrth the exception of the scanned photographs the compression rate for JPEG quality 

factor of 90 or less was greater than lossless LZW. The lower compression rate for new and paw 

images confirms the fact that JPEG (OCT-based ) algorithm does not compress scanned images 

well. 

·,, 
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In the case of this Mbhl 3 image, JPEG quality &ctor of 30 produces a compression ratio of 70: 1 

which saves about 98% of the bytes used to store the original image. Even a higher. compression 

ratios of 100:1 can be achieved by JPEG (OCT-based) with a very low quality factor. This high 
compression ratio makes JPEG a time and space trade off which is potentially capable of providing 

a high performance image compression for database, archiving, transmission and visual 

applications. It should be pointed out, that at these high compression rates (i.e., with quality factors 

below 60) there is detectable loss of detail and sharpness. These quality factors produce very small 

files with low image quality which will be objectionable for photogrammet:ric measurement , 

purposes. 

Figure 6.4 is an example of a JPEG-compressed image. Due to the limitations of the printing 

process, it may be difficult to see any differences between the two images (an ·example of visually 

lossless compression). However, ~ shown by the difference image ( figure 6.4 ( c) ), there are 

cl:umges in pixel values which might be important in any subsequent use or analysis of the image in 

· industrial photogrammetry. The image in this figure also shows that even substantial compression 

does not necessarily degrade the visual appearance of the image as printed. In figure 6.4 (b ), typical 

artifacts of blocks-based OCT compression can be seen ( e.g., the obvious blodc boundaries and 

edge degradation). The visibility of these artifacts is dependent on the particular image and the 

conditions under which it is viewed. 
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( a): original image ( b): JPEG-compressed image at QF 
of 30 (24: l compression ratio) 

112 

( c ): The difference between (a) and (b) 

FIG 6.4: Original and .TPEG-compressed images at quality.factor of 30(24:1 compression 

ratio) 

Furthermore, it is noted from the shapes of the graphs in figure 5 .3 that compression ratios are 

monotonically increasing with decreasing JPEG quality factors. Another interesting observation is 

that JPEG is a variable rate compression algorithm. This means that compression rate varies from 

image to image and cannot be determined a prior, although it is possible to increase or decrease 

compression. 

6.3 Geometric Distortions 

Tables 5.2 to 5.10 and figures 5.3 to 5.11 present the geometric distortions (in pixels) for different 

quantization levels of the nine test images. As can be seen, the range of rms errors under 

investigation represents a cross-section from lightly degraded (i.e., rms error =0.01) to heavily 

degraded (rms errors =0.06) cases. With images captured by CCD Video camera, the range in rms 

errors for the left image is from 0.01 to 0.04, with prop image is from 0.02 to 0.06, and for frame 

and rock images, they range from 0.01 to 0.03 and 0.01 to 0.02 respectively. 
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DCS images, call and door yield nns errors in the range of 0.01 to 0.03 and 0.01 to 0.06. 

Similarly, the range in nns errors for all the scanned images are 0.1 to 0.27. Generally, these range 

of nns errors revealed that there is no consistent reduction in accuracy with increasing level of 

compression ratio. It can also be seen· from table 5.6 that the maximum , shifts caused by 

JPEG(DCT-based ) image compression in x and y coordinate under quality factor of 55 for the 

door image are 0.08 and 0.09 respectively. The repeatability of the target location algorithm ( 

disa.Jssed 6.1.1) is 9/1000• of a pixel and the accuracy due to thresholding (m section 6.1) is 

0;005. Accepting these levels of accuracy in determining the location of targets, then the shifts of 

,, this magnitude (0.08 and 0.09) are beyond the limits of the repeatability of the target centroiding 

algorithm and therefore are significant in precise industrial photogrammetric applications. But it is 

interesting to note that the maximum nns error due to JPEG (OCT-based) image compression of 

the door image is 0.02 pixel at the compression rate of 16:1 which is within the limits of the 

repeatability of the target centroidmg algoritlm and therefore are quite imignificant and can be 

neglected in even precise industrial photogrammetric measurements. 

!~ 
';~ 

The results of the nns errors and the maximum shifts in both directions seem to contradict each 

, other in the performance evaluation of JPEG algorithm. A possible explanation for this 

inconsistency is that the nns errors seem to compensate each other in the computation of the nns 

errors and this confirms the fact that the nns error is not a reliable and consistent measure for 

determining the magnitude of distortion of the reconstructed image cause by JPEG lossy 

compression algorithm. In other words, the nns error is not a good indicator of the visualisation of 

a reconstructed image. However, it remains as the standard quantitative measure of image quality 
, 

for lossy image compression such as JPEG. 

Generally, the highest nns errors of all the test images (i.e., nine images) are obtained, when the 

quality factors are 40 and 95. These high nns errors substantiate the warnings associated with the 

documentation supplied with JPEG compression and decompression source code ( Lane et al, 

1994). Part of these high nns errors can be attributed to information loss in qwmtimion step, 

· subsampling, as well as round off. 

L"'},..,,,:·.; 

• 
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The high nns error for the quality factor of 95 seems to agree with the expectation that the quality 

95 is mainly of interest for experimental purposes (Lane et al, 1994) and is not therefore · 

recommended for nonnal use in industrial photogrammetric measurements. 

In general, one can conclude that geometric distortions for quality factors between 60 and 90 (nns 

error in the range of 0.01 to 0.03 pixels) are within the limits of the repeatability of the target 

centroiding algorithm and therefore are quite insignificant and can be neglected. In other words, 

industrial photogrammetric imageiy wherein circular signaliz.ed targets are to be measured can be 

compressed using the JPEG baseline algorithm down to quality factors of 60. Thus, it is safe to use 

these images for precise photogrammetric measurement, analysis and point determination. 

Reconstructed images with quality factors below 60 and above 90 (nns errors in the range of0.05 

to 0.06 pixels) are significant and can be used for tasks that do not require precise point 

detennination, such as the extraction and interpretation of features. This is ~ at high 

compression ratios (i.e., compression ratio above 20), more high-frequency and low-amplitude 

changes get averaged, which can cause an entire pixel block to adopt the same color , and 

subsequently cause blockiness that is characteristics of JPEG-compressed images. Quality factors 

around 5 to 1 O might be useful in preparing an index of a large image library and for images 

intended for visual examination. 

tJ.3.1 Ta,r,et Size and Position 

Another interesting feature to be considered in analysing the possible causes of distortions by 

JPEG(DCT-based) compression are the position of targets in the digital images. From table 4.1, the 

targets with maximum shifts in x and y coordinates were investigated with respect to their positions 

in the image. Figure 6.1 is an example showing the positions of the most degraded targets in the 

digital images. It was ~ that most of the targets in the sharp boundaries, edges and comers of 

images show the greatest degradation. 
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A possible explanation of this phenomena is the nature of JPEG compression process which keeps 

the larger terms and erase the smaller ones in the discrete cosine transfonn of each block. This is 

likely to remove more of the small high frequency terms in images with more detail present. 

Furthermore, the influence of the relative dimensions of the pixel in relation to the target size is 

investigated. Figure 6.5 shows the relative siz.es of target in the image. Targets in (a) to ( c) are 

relatively small as compared to targets in ( d) to ( e ). It was found during the analysis that the si7.es 

of some of the most degraded targets as discussed in section 6.3 were relatively small. 

The poorer nns errors associated with these targets may be due to the fact that the accuracy of the 

target centring algorithm ( discussed in section 6.1.2,) increases with increasing the number o'f pixels 

per target. It can be generally concluded that, if the target si7.es are relatively small, pointing 

precision will deteriorate and this will consequently affect the nns errors. The precision also 

improves and the magnitude of the nns error .will be small as the target size increases. Due to the 

way JPEG (OCT-based) subdivides the whole image data into 8 x 8 pixel blocks, it has not been 

fully understood whether the physical size of the targets contributes to the geometric distortions 

discussed in section 6.3. A further studies need to be perfonned to assess how JPEG compression 

affects targets size in digital images for close-range photogrammetric purposes. 



Chapter 6: Discussion 11 6 

(a) (b) (c) (d) 

Figure 6. 5: Positions of the most degraded targets 
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(a) (b) ( C) 

,i 

(d) (e) (f) 

FIG 6. 6: The relative dimensions of the pixel in relation to the target size 
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8.4 Pointing Precision of Target location due to Compnlulon 

The difference between the mean target location of the original image, and the mean target location 

of the reconstructed data set was. used as a measure to estimate the precision. This was done under 

the &SS11mption, that the origina1 data sets were free from errors and they were "true values''. The 

· precision results oflocating a target in the compressed images are summarised in tables 6.2 to 6.10 . .. 

The location of a target can be achieved with precision of0.01 to 0.03 pixels in the images captured 

by both the CCD video and DCS digital camens under the quality fictors ranging between 60 and 

90. In the case of quality filctors above 90 and below 60, location of a target can be achieved with 

precision ranging between 0.03 and 0.06. However, with the scanned images, the precision ranges 

from 0.02 to 0.18 for quality mctors between 60 and· 90 whereas quality factors above 90 and 

below 60 achieve precision of 0.0S to 0.22. It can therefore be conduded that the precision 

· degrades as the original image is subjected to more compression. 

Quality 

Factor • IO II IO 71 70 II •• II • 40 

Pncilion X 0.02. 0.01 0.01 0.02 0.02 0.02 ).02 0.02 ).03 ).03 ).03 

(pixels) y 0.02 0.01 0.01 0.01 0.01 0.02 0.02 0.02 0.02 0.03. 0.03 

Table 6.2: ~,. of JPEG(DCT-baetl) at WlritJu q,,a/Jty /tldlJn Left illtage 
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QulUty 

Factor 95 90 II IO 71 70 • 80 II IO 40 

Predlion X 0.06 0.01 0.02 0.01 0.02 0;02 0.03 0.03 0.03 0.03 0.03 

(pixels) y 0.05 0.01 0.02 0.02 0,03 0.03 0.03 0.02 0.05 0.03 0.06 

Tabk 6.3: Prr.daion of JPEG(DCl'-l>aMd) at Wl1iOIIII fllllllty fl,don Prop i""'le. 

Quality 

Pactor 95 90 II IO 71 70 • 80 II IO .. 
Pndsion X 0.02 0.01 0.01 0.01 0.01 0.02 0.02 0.02 0.02 0.02 0.03 

(plnls) y 0.02 0.01 0.01 0.01 0.02 0.02 0.02 0.02 0;03 0.03 0.03 

Table 6.4: Prt!culon of JPEG(DCl'-l>aMd) at WlltOlf$ fllllllty faeton p,,,,_ una,e. 

Quallty 

Factor 91 80 II 80 71 70 81 80 II .. 40 

Pndsion X 0.03 0.01 0.01 0.01 0.01 0.01 0.02 0,02 0.01 0.01 0.02 

(pixels) y 0.03 0.01 0.01 0.01 0.01 -0.01 0.01 0.02 0.02 0.03 0.02 

Table 6.5: Pn,dslo,, of JPBG(DCl'-l>aMd) at Wl1iOIIII fllllllty /aclllt's Rock """6e. 

' . 
: •a?- ,~.' :~::---~',,;-Vi -l=· ~+'~- -,,. ~ { -"<~,,;;-·, 0 «t'~+f/, 
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Quality 

Factor 95 90 II 80 71 70 61 80 II IO .., 
Precision X 0.05 0.01 0.02 0.01 0.02 0.02 0.02 0.02 0.02 0.02 0.03 

(plxela) y 0.05 0.01 0.01 0.01 0.01 0.01 0.02 0.02 0.02 0.03 0.04 

Tabk ~6: Pr«ision of JPEG(DCJ'-basetl) at waio,a qu1ity /llelon Door intage. 

Quality 

Factor 95 90 II IO 71 70 61 80 II IO .., 
Precision X 0.04 0.01 0.02 0.01 0.01 0.01 0.01 0.01 0.02 0.02 0.02 

(pixels) y 0.04 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.02 0.02 

Tabk ~ 7: Precision of JPEG(DCJ'-basetl) at waio,a 9""1ity /adon Call in,age. 

Quality 

Factor 95 90 II 80 71 70 61 80 II IO .., 
Pndsion X 0.06 0.12 0.11 0.14 0.15 0.14 0.16 0.13 0.18 0.15 0.16 

(pixels) y 0.10 0.12 0.13 0.12 0.19 0.19 0.11 0.18 0.18 0.16 0.22 

Tabk ~B: Precision of JPEG(DCJ'-basetl) at variolu flllllity fadon New image 
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Quality 

Factor 95 90 ,15 80 71 70 61 80 S6 IO 40 

Precision X 0.11 0.15 0.12 0.10 0.16 0.15 0.13 0.13 0.13 0.16 0.21 

(pixels) y 0.14 0.12 0.08 0.08 0.12 0.18 0.11 0.12 0.18 0.1 0.22 

Tabk 6.9: Precision of JPEG(DCl'-ba.vd) at vtll'io,u q,,ality ftldon Paw image 

QuaHty 

Factor 95 90 II 80 71 70. 61 80 II IO 40 

Precision X 0.03 0.02 0.02 0.02 0.02 0.03 0.04 0.04 o.os 0.05 0.06 

(pixels) y 0.22 0.08 0.05 0.10 0.13 0.12 0.13 0.14 0.16 0.13 0.20 
' 

Table 6.10: Precision of JPEG(DCl'-ba.vd) at vtll'io,u f"llllty facton MbldJ image 
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Conclusions and Recommendations 

The goal of this thesis was to quantitatively evaluate the geometric effects of baseline JPEG image 

compression on grey scale images and to determine the optimal quality factor that can produce an 

image which is visible accepted and with minimum degradation in quality. Image compression 

techniques, primaiy image file formats relevant to softcopy photogramrnetry, remote sensing and 

multimedia GIS were reviewed and discussed. 

TIFF is a format for storage, interchange, display and printing of bitmap images. Its main strength is 

a highly flexible and platform-independent format which is supported by numerous image 

processing applications. TIFF is a full-featured format in the public domain, capable of supporting 

compression, tilling, colorimetry calibration, and the extension to include geographic metedata . 

The TIFF file extension, GeoTIFF, is embedded in TIFF file format as tags to handle cartographic 

and geographic information. Another feature of TIFF which is also useful is the ability to 

decompose an image by tiles rather scanlines. GIF is a bitmap format to store bitmap data with a 

pixel depths of 1 to 8 bits. GIF images are always stored using RGB color model and pallete data. 

Sunraster file formats is capable of storing black-and -white, grey-scale, and color bitmapped data 

of any pixel depth. JFIF is the JPEG interchange file format which handles JPEG compressed files 

across hardware platforms. In addition to bitmap and vector file formats, there are also animation, 

multimedia, meta and scene file formats. Storage of multimedia data and information in a disk is 

similar to image file formats . 

The main aim of image compression techniques is to minimise image data volume while minimising 

information, and all basic image compression groups have advantages and disadvantages. The 

distortions introduced by the simple compression (i. e. truncation) and interpolative(i.e. 

subsampling) techniques for a given level of compression are generally much larger than the more 

sophisticated methods available for image compression. 
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Transfonn based ( e.g DCT) techniques better preserve subjective image quality, and are less 

sensitive to statistical image property changes both inside a single image and between images 

Prediction teclmiques (DPCM), on the other hand, can achieve larger ~ ratios in a IIB1Ch 

less expensive way, tend to be much faster than transfonn based or Vector, Qwintir.ation 

compression schemes, and are easily realised in bar~. Adaptive techniques improve 

performance substantially. 

However, JPEG is becoming more widely accepted as computing industry's standard encoding 

method for grey scale and continuous-tone images for the computing industry. The JPEG standard 

is actually a collection of compression algorithms that can be used in different circumstances. The 

four JPEG compression modes are: baseline ( sequential) encoding, progressive encoding, lossless 

encoding, and hierarchical.encoding. The baseline mode is the basic coding and decoding method in 

the JPEG standard. Baseline JPEG standard achieves compression by dividing the image into 8 x 8 

blocks, with each block compressed using a discrete cosine transfonn. The , block arteficts 

generated in the reconstructed images by this approach can render block coding unacceptable for 

industrial photogrammetric applications. 

In the experiment, the baseline JPEG was used to compress and decompress a set of test images 

(grey scale images with retroreflective targets) at quality fictors between 30 and 95. The algorithm 

has been umed on grey scale images containing various level of infonnation content with dHfamt 

image capture capabilities. Extracting targets from these images is more reliably accomplished by 

using the weighted centre of gravity, with grey value as weight technique. Both compression ndios 

and geometric distortions were calculated, and from the evaluation given in chapter 5, a large 

amount of compression can be achieved when using JPEG( OCT-based) lossy compression 

algoritlm. In general terms, the compression ~o results in table 5.1 indicates that the JPEG 

.!. algoritlun is more capable of encoding grey scale or continuous-tone images for the computing 

industry. 
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Quantitative evaluation al8o shows that: 

• the location of a target can be achieved with precision of 0.01 to 0.03 pixels in the images 

captured by both the CCD video and ])CS digital cameras under the quality tictors ranging 

between 60 and 90. In the case of quality factors above 90 and below 60, location of a target 

can be achieved with the precision ranging between 0.03 and 0.06; However, with the scanned 

images, the precision ranges from 0.02 to 0.18 for quality factors between 60 and 90 whereas 

quality factors above 90 and below 60 achieve precis,ion of 0.05 to 0.22. It can t:ha-efure be 

concluded that the precision degrades as the original image is subjected to more compression 

(i.e., targets locations geometrically shifted as the quality fitctor is decreased). Moreover, there 

was no consistent reduction in accuracy with increasing level compression; and; 

• target location error for quality &ctor between 60 and 90 (i.e., nns errors in the range of 1/100 

to 3/100 pixels) are within the limits of the repeatability of the target centroiding a1goritlm and 

therefore · are quite insignificant and can . be neglected. In other words, industrial 

photogrammetric imagery wherein circular signalised targets are to be measured can be 

compressed using the JPEG baseline algoritlm down to quality filctors of 60. Tim, it is safe to 

use these images for precise pbotogrammetric analysis and point determination. Smaller quality 

factors may distort the images considerably and are not recommended fur industrial 

photogrammetric measurement and analysis. Reconstructed images below 60 and above 90 

(i.e., nns errors in the range of0.05 to 0.06) can be used fur tasks that do not require precise 

point determination, such as the extraction and interpretation of features. Quality factors 

around S to 1 O might be useful in preparing an index of a large image library, b«ause these 

quality factors produce more compression wbiqh saves a significant amount of space. Quality 

factors above 90 are mainly of interest fur expainmal purpose and not recommended for 

normal use in industrial photogrammetric measurements. In the other direction, quality fitctor 

below 60 will prodl;lce very small files oflow image quality. 
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In future investigations the following points should be further addressed: 

• the influence of radiometric distortions should be considered in acces.,ing the effects of JPEG 

image compression for industrial photogrammetric purposes; 

• computing time required to compress and decompress photogrammetric imagety using JPEG 

compression standard; 

• the influence of~ pixel size and pixel position in the image and the effects of noise on the 

precision of pointing; and; 

• the effects of JPEG compression on non targeted features such as edges, roads and buildings. 
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Appendix A: Graphs of Compression Rate Versus Distortion 
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